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ABSTRACT

A new trans-rotational temperature diagnostic with +50K accuracy has been
developed for use in nonequilibrium, low temperature, monatomic gases seeded with
carbon monoxide (CO). The scheme utilizes single-photon laser induced fluorescence
(L1F) of CO under vibrationally-excited conditions in which single-photon transitions
from the CO X*=* ground electronic state to upper electronic A1 or D''s* states become
accessible to a tunable, narrowband ArF excimer laser at 193 nm. Two vibrationally
excited environments in which the chemistry is well understood were used as a testbed,;
an optically-pumped 3% CO/Ar plasma at 100 torr and a 4% CO/He d.c. glow discharge
at 8 torr. The LIF saturation limit was experimentally investigated and diagnostic
advantages of either regime discussed. For the optically-pumped CO/Ar plasma, a
gpatially-averaged LIF temperature of 536+103 K (2c) was obtained from rotationally
resolved X'=*(v"=20)—D''s*(v'=2) LIF excitation spectra. Temperature measurements
pumping the X'=*(v'=7)>A'TI(v'=1) 4™ Positive (528451 K) were aso found to
compare well with line-of-sight Fourier Transform-InfraRed (FT-IR) emission
measurements (536 + 10 K). Spatially averaged FT-IR spectroscopy of the CO 1%

overtone was used to verify that an adequate vibrational population (~0.1%) existed



within the positive column of the CO/He d.c. glow discharge. The A-X (7,1) transition
was pumped and subsequent (8,1) emission at 200.8 nm collected. The resulting
rotational spectral peaks were assigned and a subset used to determine a spatially
averaged rotational temperature of 432 + 44 K on the discharge centerline. This was
found to be in good agreement with FT-IR spectroscopy measurements (395 + 10 K).

As a prelude to Planar-LIF (PLIF) temperature measurements, vibrationally-
resolved emission from laser excitation of various rotational lines within the A-X and D’-
X bands were used to investigate spectral interferences. This information was used to
determine that a simple agueous organic filter (urea) in the A-X case, or commercial
glass filter (UG-11) in the D’-X case, are adequate for regjecting elastically-scattered
radiation and extraneous ro-vibrationa bands during PLIF imaging.

Sngle-shot and accumulated PLIF images were obtained for the 3% CO/Ar
optically pumped plasma. Using a Two-Line ratio method, A-X band Q-branch images
were used to spatialy resolve the trans-rotational temperature. While the single-shot
precision, determined from four trials, was ~ +200 K (2c), the accuracy was ~ +100 K.
The accuracy of PLIF results implied a systematic error which may be attributed to the

|CCD camera having a dightly nonlinear response at the 50% gain setting.
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CHAPTER 1

INTRODUCTION

1.1 LASER-INDUCED FLUORESCENCE DIAGNOSTIC POTENTIAL

Nonequilibrium, low trandational temperature molecular plasmas form the basis of
a wide variety of engineering systems used for materials processing [1], molecular gas
lasers [2,3], pollution control [4], pre-ignition radical production for combustion rate
enhancement [5], and radio-frequency (RF) sustained supersonic flows [6]. Such
systems, by definition, are characterized by disequilibrium between internal degrees of
freedom, particularly between the rotational/transational modes, vibrationa mode, and
electronic states. Since the partitioning of energy in such systems is dominated by
kinetics of energy transfer and/or chemical reaction, accurate knowledge of
rotational/translational temperature is extremely important. This is particularly true in
systems in which substantial rotational/trandlational temperature gradients exists, either
transiently or in the steady state.

Recently, much effort has been devoted to the study of shock wave propagation (M
~ 1.5 — 4.5) within weakly ionized (ngn ~ 10® — 10®), nonequilibrium plasmas [7-13].

These steady-state, low trandational temperature (< 1000 K) plasmas were typicaly
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sustained by a d.c. norma glow discharge using various gases (air, CO,, N, Ar, He) at
modest pressure (3 - 100 torr). It has been inferred from line-of-sight optoacoustic
measurements that, as the shock wave traverses the plasma region, it tends to (i)
accelerate, (ii) weaken, and (iii) disperse and split [7-13]. Debate regarding the
underlying mechanism for these observations has centered upon (i) a spatialy
nonuniform temperature distribution within the quiescent plasma due to joule heating, (ii)
curvature of the shock front due to viscous shear stress at the wall, and (iii) electrostatic
space-charge layers with large localized Joule heating near the shock front. Recent
experimental and modeling efforts intended to separate thermal and charge-species
mechanisms have been performed. For example, line-of-sight temperature measurements
were performed [12] at various radial and axial locations within a steady, uniform, argon
d.c. glow discharge at 30 torr by seeding the gas flow (100 ccm) with 3.3% CO and using
spontaneous emission spectroscopy to rotationally-resolve the C, Swan bands. The
results in this study indicated that the axial temperature variations were ~10 K while the
radia gradient between the discharge centerline and the cell wall was ~600 K [12].
While these measurements were insightful, it is important to note that they did not
gpatially or temporally resolve therma variations during the time interva in which the
shock wave was propagating through the plasma. This thesis has been motivated by the
need to acquire non-intrusive, spatialy and temporaly resolved temperature
measurements in the vicinity of a propagating shock wave within a low density, low
temperature, weakly ionized nonequilibrium plasma.

Numerous non-intrusive optical diagnostic techniques are available for flow

visualization, temperature, and species concentration measurements [14-18]. For
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example, time-resolved step-scan Fourier-Transform InfraRed (FT-IR) spectroscopy
[19] isrelatively smple and has been used to study the kinetics of vibrational-vibrational
energy transfer processes within low temperature, opticaly pumped CO plasmas (to be
described below) [20]. While the time-resolution of this instrument can be on the order
of nanoseconds, the step-scan technique requires a repetitively pulsed experiment and is
hence not suitable for a single-pulse experiment such as a shock tunnel [20].
Furthermore, the technique provides only spatially-averaged information.

Filtered Rayleigh Scattering (FRS) has been used [21] to spatidly resolve the
temperature variations within a steady d.c. normal glow discharge consisting of either
pure argon or a 1% Ny/Ar mixture at 50 torr. However, the signals are weak in this low
density plasma and the technique suffers from stray scattering such that even single-point
measurements required long integration times (~20 minutes) and a very specialized, high
power injection seeded ti:sapphire laser. The extension of this technique to low density
flows, especially helium, would present a significant challenge.

Spontaneous Raman scattering has been used in conjunction with a KrF excimer
laser [16,22] and butyl acetate filter to perform temporally and spatially resolved point
measurements of temperature within a lifted hydrogen jet diffusion flame at atmospheric
pressure [22]. However, the signal levels are expected to be ~1000x lower than that of
FRS in alow density plasma[14,16].

Laser Induced Fluorescence (LIF) has been proven to be a versatile and powerful
tool, for nonintrusive measurement of both temperature and state selective species
concentration, and has been demonstrated in a variety of harsh environments, such as

flames and plasmas [14-16]. LIF is a relatively simple diagnostic which has the
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advantage that signal actually increases as the flow density decreases, due, as will be
discussed in Chapter 2, to decreased collisional quenching. Time-resolving capability
(~10 ns) is routinely obtained using an excitation source such as a pulsed excimer laser
[16]. Thistype of laser has the additional advantage of high spectral brightness which is
necessary for performing single-shot, spatially resolved imaging of selected species
within the flow field [16]. Planar LIF imaging (PLIF) is an extension of LIF used to
assess the spatial variation of flow properties [14-16]. For example, a narrowband (~0.5
cm™) ArF excimer laser has been used to perform single-shot PLIF imaging of a normal
shock propagating through a mixture of 5% NO/Ar initialy at 25 torr and 295 K using
the NO X’I1(0,1)—>D?=" R,(28.5) absorption transition [23]. The spatia variation in
fluorescence signal in the images reflected the evolving population of the NO ground
electronic state X?I1(v"=1) vibrational level behind the propagating normal shock.

In this thesis we have developed a trandlational/rotational temperature measurement
diagnostic, similar to that of Reference [23], for use within low temperature/density,
steady state, monatomic plasmas (e.g., Ar or He) seeded with small amounts (~3 %) of
carbon monoxide. As will be shown in Chapter 5, these proof-of-concept measurements
indicate that this diagnostic has the potential for temporally resolved temperature
measurements. In addition, this diagnostic may find broad applicability within thermally
equilibrated environments at modest pressure (< 1 atm) and high temperature (~2000 K)
so long as the LIF signa is not compromised by collisional quenching, particulate
scattering, and interfering spectral emissions [14-16]. At higher pressures (>> 1 atm),
other techniques such as spontaneous Raman scattering become more attractive than LIF

due to increased signal levels[14,16].



1.2 LITERATURE SURVEY OF CO LIF DIAGNOSTICS

Carbon monoxide (CO) is particularly attractive as a thermometric tracer due to
factors such as ease of seeding, relative chemical inertness and thermal stability. It aso
has a significant presence in many combustion system reaction products. A simplified
potential diagram for CO, illustrating the states most relevant to the present discussion, is
shown in Figure 1.1. Note that the ground eectronic state, X'=*, is characterized by a
deep potential well with a dissociation energy [24] of ~11 eV (89,460 cm™). Forty-two
vibrational levels have been observed to date [20].

To date, most reported CO LIF diagnostic schemes for use in combustion have
centered on the two-photon absorption Hopfield-Birge X'=*—>B'=* system [25] using a
tunable dye laser excitation source in the vicinity of 230 nm, followed by B'=* Al
emission (Angstrém system [25]) in the range 450-750 nm [26-29]. As shown in Figure
1.1, however, excitation from the ground electronic state (X) requires two photons, which
introduces significant diagnostic complexity and results in relatively weak signals [14].
Nonetheless, planar imaging employing this scheme has been reported in one paper, but
required use of a cylindrical multi-pass cell [27]. A second technique, two photon X'z*-
A1 4™ Positive band [30,31] absorption (290 nm), has been reported [32-34] in
atmospheric pressure flames, but the observed signals are also, typicaly, rather weak
which can not generally be used in plasmas. Alternatively, spontaneous B'z*—X's*
fluorescence in the VUV (120 nm) has been observed by populating the B'S* after |aser-
assisted intermolecular collisional energy transfer [35], but this technique is not very

general. Finally, planar imaging by excitation of arotational line in the CO 1% overtone
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(2<-0) band near 2.35 um with fundamental band emission collected (using appropriate

filters) at 4.7 um has been used as a flow visualization tool [36].

1.3 SINGLE-PHOTON LIF USING THE CO 4" POSITIVE BANDS

This thesis focuses on the development and application of single-photon LIF and
PLIF temperature measurements in low density, vibrationally-excited nonequilibrium
plasmas. It is evident from Figure 1.1 that when CO is highly vibrationally excited,
severa single photon allowed transitions become energetically accessible, particularly at
the ArF excimer laser wavelength of 193 nm (51,800 cm™). For levels of approximately
seven (or higher), single-photon absorption to the A'[1 state becomes accessible
[30,31,37], and for levels of approximately twenty (or higher), absorption to the D’*2*
becomes accessible [38-45]. As will be discussed in Chapters 2 and 4, al of these
excitation possibilities (both single and two photon) are readily distinguishable by ssimple
spectroscopic selection rules.

In Chapter 4, we describe temperature measurements in highly vibrationally
excited environments (v<42) using single photon LIF of carbon monoxide [46,47]. This
scheme employs a diagnostic strategy that takes advantage of a strong single-photon
allowed absorption between the v'=20 level of the X'=* ground electronic state and the
v'=2 level of the D''L* excited electronic state [46]. This scheme was found to have
significant temperature measurement potential (£50 K or better) in systems exhibiting

extreme vibrational disequilibrium. As mentioned above, however, many important



engineering systems such as glow discharge plasmas and flames are characterized by
more modest levels of vibrational excitation.

A second LIF temperature diagnostic, based on the single photon allowed CO
Xz (v'=7)—>AMI(v'=1) (4" Positive) transition has also been developed, for use in

mildly nonequilibrium (v < 8) plasmas and possibly combustion flows [47-49].

1.4 SCHEMES FOR VIBRATIONAL EXCITATION

Recently, it has been established that the CO laser [50,51] can be used to initiate and
sustain electron production in mixtures of CO and a variety of noble gas and diatomic
buffers using a process (described below) referred to as “optical pumping” [20,52-60].
Molecular species within these relatively cool (T < 2000 K), weakly ionized plasmas
typically exhibit only modest (v < 8) levels of vibrational excitation. Note that these
conditions may sometimes be characteristic of flames and combustion systems [61] in
complete thermal equilibriumif the temperature is sufficiently high.

The single-photon CO LIF diagnostic takes advantage of the fact that the
vibrational distribution function (VDF) of the ground electronic state, X'2*, of CO may
attain a non-Boltzmann character for both optically-pumped [20,52-55] and glow
discharge[2,3,62-65] CO gas mixtures. Briefly, the process of optical pumping consists
of two mechanisms, (i) “triggering” within a test cell by the direct excitation of the CO
(seed gas) vibrational levels v<10 via resonance absorption of mid-IR (4.8 um) laser

radiation and (ii) collisional V-V exchange processes [53,66]. The triggering radiation is



produced by a continuous wave (cw), liquid nitrogen cooled CO laser [50,51] with output

on the lowest 10 fundamental vibrational lines in a single photon stepwise process

CO(v—-1)+hv —>COV) . (1.2)

Cryogenically cooling the laser allows emission on low vibrational transitions of CO,
down to 2—1 (and, in some cases, 1—0), which are essential for initiating the second

process; anharmonic collisional V-V up-pumping [53,66]:

CO(v) +CO(w) < CO(v—-1) +CO(w +1), (1.2

where v and w are vibrational quantum numbers such that w>v. The up-pumping is
driven by the anharmonicity of the intramolecular potential, which results in the process
described by Equation (1.2) being exothermic in the forward direction. Detailed balance
[53,64,67,68] then requires that the forward rate of Equation (1.2) to exceed the reverse

rate:

AE

Kt ek 51 | (13)

where AE = (E, — Ev.1) — (Ew+1 — Ew) > 0 isthe so-called “resonance defect”, so that the
molecule with the larger initial quantum number, w, are preferentially excited by the

forward V-V energy transfer process. This mechanism can produce an overpopulation of
9



high vibrational levels on condition that any vibration-trangation (V-T) energy transfer
rates (either with CO itself or admixture species) are slow compared to the V-V energy
transfer rate. In the case of CO seeded (3%) gas mixtures not containing fast V-T
relaxants (e.g., He) [66,67] and V-V relaxants (e.g., H.O, O, N) [66,67] optical
pumping is known to produced significant CO vibrational populations (0.1% up to v=30)
at low trandlational temperatures (T<700 K depending on CO concentration) [18]. In
atmospheric dry air with modest CO laser intensity (~10 W/cm?), V-V energy transfer
from CO has been shown to mildly vibrationally excite O, and N2 (v<13, again depending
on species concentrations) [55]. Electron production in opticaly-pumped CO/Ar

mixtures [56] proceeds via associative ionization:

AB(V)+AB(W) —» ABj +€
E, +Ey > Eion

(1.4

where AB is any diatomic molecule, E; isvibrational energy within level j, and Eion is the
ionization potential of the diatomic AB. Estimated [56] steady-state electron densities
sustained by a 10 W CO laser in optically-pumped CO/Ar/He mixtures with vibrational
level populations ne(v~30)~10™ cm™® are ne~10"°-10" cm®.

In the d.c. glow discharge environment, energy flows into the lower vibrational
states (v<8, especially v=1) via direct electron-vibration (e-V) excitation [69-71] with
subsequent excitation to even higher levels by means of Equation (1.2) V-V quanta
exchange [53,66]. Although associative ionization does occur within a normal glow

discharge for diatomic/noble gas mixtures (along with electron impact ionization in the
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positive column), the primary means of net electron generation at low diatomic
concentrations is secondary emission at the cathode with subsequent accel eration through
the large potential gradient within the cathode sheath [1,3,64,67,71]. While mean
electron energies and densities are on the order of 2-3 eV and 10" cm™, respectively,
trandational temperatures reman low (T<700 K). As in the optically-pumped
environment at these moderate temperatures, the forward rate of CO “up-pumping”
exceeds the backward rate in Equation (1.3) for vibrational levels less than ~30 to the
extent that the net rate compensates for the depopul ating mechanisms of fast V-T and V-
V relaxation on light atomic species (eg. helium) [67] and dissociation products (eg. CO,,
C,, C,0, O) [20,52,57,60,62,63] that tend to truncate the VDF. Even with trandlational
temperatures greater than 500 K (5% CO/helium mixtures), significant X(v"=7)

populations (0.4%) have been routinely observed [62].

1.5 SURVEY OF CHAPTERS

This thesis contains 6 chapters. In Chapter 2 we describe the fundamental LIF
processes and develop a theoretical framework for extracting the trans-rotationa
temperature from experimentally obtained LIF signals.

In Chapter 3, we discuss the general diagnostic strategy using a tunable,
narrowband ArF excimer laser to perform single-photon A-X and D’-X band LIF. This
discussion involves the suitable choice of absorption transitions which provide optimum

signal levels along with maximum temperature measurement sensitivity.
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In Chapter 4, we first discuss the characterization of both highly and mildly
vibrationally excited model plasma environments using FT-IR emission spectroscopy.
Next, we use vibrational state resolved LIF of the optically pumped plasma to explore
filtering schemes (agqueous urea and UG-11) necessary to suppress stray light scattering
of the fundamental ArF laser radiation as well as extraneous band emissions. Later in the
chapter, we present spatially and temporally averaged temperature measurements of these
steady state environments using this diagnostic for both the A-X and D’-X bands and then
compare the results to those obtained by FT-IR spectroscopy.

In Chapter 5, we present both single-shot and time averaged, spatially resolved, A-
X band PLIF imaging and temperature measurements within a steady state, optically
pumped plasma exhibiting extreme vibrational disequilibrium. We aso present
temporally resolved PLIF images of this plasma using the D’-X band.

Chapter 6 concludes by discussing future directions and applications of the

diagnostic technique developed in this thesis.
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CHAPTER 2

DETERMINATION OF ROTATIONAL-TRANSLATIONAL TEMPERATURE BY

LASER-INDUCED FLUORESCENCE

2.1 LASER-INDUCED FLUORESCENCE

Spectroscopic  diagnostics such as Laser-Induced Fluorescence (LIF) use
electromagnetic quanta (photons) to probe discrete energy state populations through the
processes of scattering, absorption, and emission [14]. By this method, we acquire
statistical information regarding the population distribution that, in turn, can be used to
guantify certain macroscopic properties of the gas. In particular, if the state population is
in thermodynamic equilibrium at a unique temperature T (K), then the fraction of

particles in the i energy state obeys the Boltzmann distribution [68]

BT ="t =9 gkt | 2.1

where nj is the population number density (molecules/cm®) of the i state, n° is the total

number density, E; is the i™ level energy (J or cm?), g the level statistical
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degeneracy, Z(T) the partition function, and k is Boltzmann’s constant (J/K or cm/K).
Note that B(T) is typically referred to as the “Boltzmann fraction”. If the population
cannot be described by Equation 2.1, then the distribution is called nonequilibrium in
which a single parameter describing “temperature” cannot be uniquely defined [65,68].
Depending upon energy transfer timescales, it is possible to consider some energy modes
(translation, vibration, etc.) asif they were in thermal equilibrium while the population of
other modes must be considered strictly nonequilibrium. For the present work we will
consider the CO molecule trandlation and rotational modes to be in mutual thermal
equilibrium at temperature T, while the vibrationa mode is nonequilibrium with a

predetermined distribution function, f,. In this case, the population fraction then becomes

fv.a=fu-B(T).

2.2 THE STEADY STATE THREE-LEVEL LIF MODEL

Atomic or molecular fluorescence is defined as the spontaneous emission of a photon
from a higher energy state to a lower state of the same total electronic spin multiplicity
[72]. The excited state can be populated by numerous means (e.g., inelastic collisions)
[1-3,60-67,73] while many pathways also exist for radiative and nonradiative relaxation.
Laser-Induced Fluorescence (LIF) refers to the use of coherent polarized laser radiation
to populate, via resonant stimulated absorption, an upper energy level that exhibits
guantum mechanically allowed fluorescence channels [14].

Figure 2.1 is a conceptua energy-level diagram illustrating common LIF

processes. Each arrow represents a process occuring at a rate proportional to the
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population of the level from which it points. Single-photon resonant absorption at
wavelength A1, (or frequency vio) is denoted by the arrow in Figure 2.1 from level (1) to
level (2) and occurs at the rate n;-Wi, (molecules/s-cm®), where ny is the level (1)

population number density during laser excitation and W1, (s%) is the rate coefficient for

@ —

12 21

Figure 2.1 Conceptual energy-level diagram illustrating the important processes
involved in LIF.

stimulated absorption [14]. Fluorescence is indicated by wavy arrows from level (2) to
(1), (3), ..., (1), each occuring in parallel at the rate ny-Ay with wavelengths Az, where n,
is the level (2) number density during laser excitation and the Ay (s%) are the Einstein
transition probabilities for spontaneous emission (i.e., “A-coefficients”). Note that the

total fluorescence rate is n-A2%", where we define [14,15]
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T

AY =Y A, =1 22)

such that ™ is the e-fold decay “lifetime” (s) of level (2). Transitions from levels

(3)...(1)>(1), depicted as dashed arrows in Figure 2.1, are assumed to have either infinite
rates or at least very fast in comparison to nyWa2 and Az, This implies that our model
is a classic “three-level” system in which the fine structure populations of all levels are
assumed to be either frozen, with no transfer to adjacent levels, or completely relaxed
[14]. This latter case is valid when very rapid rotationa energy transfer [14,67,74-81] is
known to establish a Boltzmann distribution within the manifold of rotational states[14].
The laser radiation field itself induces a depopulation of the excited state occuring
at arate n-W»; and wavelength A, = A12, where Wo; is the rate coefficient for stimulated
emission [14,15] in Figure 2.1. Elaborated upon below in detail, an important condition
called “saturation” occurs when the rate np-Wo; ~ m-Wio [14]. Finaly, Figure 2.1 shows
two commonly encountered energy exit channels that “drain” population from level (2);
(1) fast molecular predissociation (rate coefficient P) and (ii) nonradiative collisional
energy transfer (“quenching”) to another particle (rate coefficient Q) [14,15].
Using the energy level notation in Figure 2.1, it is useful to define the fraction of
isotropically fluorescing photons that pass through a bandpass filter and impinge upon the

detector photocathode:

A, + A M +-etlc QAP O
o= 21|z zsz23 ,_E#._ , (2.3)
Al 4 AY" 4n

16



where A,*" is the sum of “weighted” A-coefficients, n(A) is the wavelength dependent
transmission function, and Q/4n is the solid angle collection efficiency [14,15]
representing the fraction of solid angle Q (steradians) subtended between the LIF probe
volume V (cm®) and collection lens. Implicit within the definition of Equation 2.3 is the
assumption there is no vibration-vibration (V-V) population transfer within the fine-
structure of level (2). Note that this is consistent with the frozen level model discussed
above. With this understanding, Equation 2.3 can be simplified if it is assumed that the

transmission function has equal weight for each emission band wavelength;

AP =AM, (2.4)

coll

where A,® (s?) is the sum of the appropriate A-coefficients and Nop 1S the bandpass

transmission. The rate at which these selected photons impinge upon the detector is

Np =n, A% oV =n A 4ﬂvnbp , (2.5)
TC
while the rate at which photoelectrons (i.e., signal, “S”) are generated is
coll Q
S=n,A] V4_nnbpnqe : (2.6)

where nqe is the photocathode quantum efficiency.
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To express n, in terms of key experimental parameters, we first define a
population constraint such that the total number density of resonant absorbersin level (1)

prior to laser excitation is[14]

n; =n,+n, : (2.7)

Note that the Boltzmann fraction for the level 1 population according to Equation 2.7 is

nO
BM=— - (2.8)
n
From Figure 2.1, the rate equation governing level (2) can be written [14]
2w, -n (W, +AZ +Q+P] . (2.9)
dt 17712 2 21 2

Assuming steady-state conditions by setting dn,/dt = 0, Equations 2.7 and 2.9 are solved

for np and rearranged in the following form [14]:

W12
o W, + W.
n,=n; Alesz n sz_ =) (2-10)
1+—2
W, + W,
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The rate coefficients Wi, and W,; can be expressed in terms of the incident laser
intensity per unit frequency bandwidth, or spectral irradiance I, (W/cm?-GHz) and the
Einstein transition probabilities for stimulated absorption and emission, B, and By

(cm*/W-s°) [14,15]:

E (2.11ab)

where c is the vacuum speed of light (cm/s). Note that these Einstein “B-coefficients” are

related by [14,15]

92821 = nglZ (2.12)

where g; and g, are degeneracies of levels (1) and (2). A second independent relation

between spontaneous and stimulated emission is[14,15]

Aa _ 8L3h . (2.13)
BZl 7\'21
Equations 2.11a,b substituted into Equation 2.10 yields
n,=n; By (2.19)




where the saturation spectral irradiance (W/cm?GHz) is defined as [14]

w_ Ay +Q+P

1 (2.15)
—-|B,+B
c [ 12 21]
Using Equation 2.12, Equation 2.15 can be written in the alternative form
eff
a_ A, +Q+P (2.16)

' Blz|:1+gl:|
C 9,

Combining Equations 2.6, 2.8, 2.12, and 2.14, the steady-state LIF signd

(photoel ectrons/s) can be written as

S=n°B(T)Blz-{ AL ]cp(l[_;)qv

BlZ + BZl
, (2.17)

=n°p(T) A - (llg)'lv

5
9,

where we have lumped the efficiencies into m=(Q2/4m)nenw and defined a

nondimensiona fluorescence rate as
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@ (l'g = . (2.18)

2.3 LINEAR, NON-LINEAR, AND SATURATED LIF REGIMES

Two important limits of Equation 2.17 are known as the linear and saturation
regimes [14]. Inthis section we derive simpler limiting forms of Equation 2.17 that will
be used to analyze experimental data.

2.3.1 THELINEARLIF REGIME

The linear regime can be illustrated by first multiplying the numerator and

denomenator of Equation 2.18 by 1./, and then expanding as a geometric series:

cD:IL; {IL;} +OHIL;H c L < (2.19)

Note from Equation 2.19 that if |, << 1,*, then the first-order linear term dominates and,

as shown in Figure 2.2 the response is approximately linear up to 1./, ~ 0.10. In this

limit Equation 2.17 becomes [14]

Sin = n°B(T).- % YV (2.20)
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where the fluorescence quantum yield (or, “Stern-Vollmer coefficient”) is defined as

[14,15]

(2.21)

Physicaly, the linear regime corresponds to an ideal case where the rate of stimulated
emission is negligable compared to absorption; mW,; << mWi,. Using Equations

2.11a,b and 2.12 we find that [14]

Wa 90 (2.22)
W, 9,
so that W71 << nfWyo |mplles
n, < n; (2.23)

within the linear LIF regime.
One of the most challenging aspects of using LIF for absolute concentration and
temperature measurements can be the evaluation of the quench rate, Q, which in general

depends on the energy levels probed and the spatial distribution of gas composition and
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temperature [14]. Several methods are outlined in the literature dealing with this issue:
(i) performing time-resolved LIF to measure quenching and energy transfer rates directly,
(i) semi-empirical quenching estimates, and (iii) work within the saturated LIF regime
[14]. Simple quenching estimates based on available cross-section data are typically

calculated using [14,68]

Q= Znicivi : (2.24)

where n; is the number density of the deactivating species, o; the cross-section (cm?) for
deactivation, and v; the relative velocity (cm/s) of species i and the deactivated species.

The relative velocity is[14,68]

Vv, = /8k—T : (2.25)
T,

where the reduced mass is p = mM/(m+M), and m;, M are the molecular weights
(kg/lkmol) of the deactivating species and deactivated species, respectively. When
applying Equation 2.24, it must be kept in mind that (i) tabulted c; data are typically valid
for a limited temperature range, (ii) o; can often be energy level dependent, and (iii) o;
for dipolar diatomic rotational energy transfer can actually exceed that computed using a

gas kinetic (hard-sphere) approximation [14] (this is borne in the literature for CO-CO
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vibrational quenching cross-sections for the A'IT [82-84] shown in Table A.1, Appendix

A).

2.3.2 THE NON-LINEAR LIF REGIME (PARTIAL SATURATION)

The regime defined approximately between 0.10 < 1,/1,%* < 10 will be referred to
here as the non-linear, or partially saturated LIF regime. As shown in Figure 2.2 it is
characterized by a slow asymptotic rolloff in ®(I./1,**) due to a non-negligable
stimulated emission rate, noW-;. Two LIF cases are denoted in Figure 2.2 in which 1,
for a one absorption line (Case B; 1,/1,*® = 0.4) is taken to be half that of another (Case
A; 1/, = 0.2) while the spectral irradiance |, is the same. As a consequence, the
nondimensiona LIF signal for Case B exhibits greater deviation from linearity compared
to that of Case A. This situation will be encountered in later chapters when we perform
LIF using two separate rotational branch transitions (P & Q) having differing 1,2, In
Section 2.5 below we will show that, unless ®(l,/I,) is known for each branch
transition, the temperature measurement calculations should be performed using each

branch seperately.

2.3.3 THE SATURATED LIF REGIME
The saturated regime is obtained by observing the limit ®—1 as 1,%/1,—0 in

Equation 2.18 so that Equation 2.17 becomes [14]:
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- o Agoll
ST =nB(MB,:| =—=—|nV
21

B,+B
(2.26)
coll
= °B(T)- 22—V
9,
From Equations 2.12 and 2.14, we note that the saturation condition implies
n —(&j-n ~n (2.27)
2 1 1 : -
O

For practical purposes, “saturation” will be defined here as I,/1,** > 10 (see Figure 2.2).
This regime has a number of advantages; first, the LIF emission rate is now independent
of incident irradiance and quenching rate, Q [14]. An important consequence of this is
that as ®—1, the detected signa is directly proportiona to the unknown Boltzmann
fraction, lending quenching corrections unnecessary. Second, the LIF signal is
maximized, providing the highest species detection sensitivity [14]. Third, the signa
becomes insensitive to random fluctuations in spectral irradiance. This point has been
illustrated in Figure 2.2 for the two cases (C) and (D); I,/1,*¢ = 2 and I,/I,%*P = 4.
However, it must be noted that several problems are associated with using the saturated
regime. For example, high intensities have the potential to be intrusive with such effects
as laser-induced photochemistry or even electrical breakdown within the gas[14]. All of

these points will be encountered in later chapters regarding the experimental data.
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2.4 CARBON MONOXIDE SINGLET-SINGLET ROVIBRONIC TRANSITIONS

The three-level model as shown in Figure 2.1 isinsufficient to describe the details
of rotational LIF for the specific case of CO ATI-X'=" (4™ Positive) [24,30,31,37] and
D''s*-X'z* [38-45] bands. We now expound upon Equation 2.17 in terms of the
rovibrational manifold of levels within each electronic state as well as the rules
associated with transitions. It should be re-emphasized that this three-level model
assumes no V-V population transfer in the upper electronic state subsequent to laser
excitation.

Figure 2.3 is a CO potential energy diagram in which single-photon absorption has
been highlighted for the X—A and D', while two-photon absorption is shown for the X-B.
The singlet nature of these electronic states allows us to use a symmetric top model in

which the total rotational quantum number is[15,25,72,76]

J=A, A+ A+2, ....... : (2.28)

where A is the quantum number for the internuclear component of electron angular

momentum (for a 2-state, A=0 while for I[1-states, A=1).
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Figure 2.4 Energy level and transition diagram for the CO X'£*~A'I band. The
XZ*-D''s" issimilar (refer to text).

Figure 2.4 isaconceptua energy diagram similar to Figures 2.1 and 2.3 except that
some levels within the rovibrational manifold of the ground (X*£*) and upper electronic
states (A'I1 or D'*2*) have been distinguished. We now change notation to be consistent
with spectroscopic literature; a double-prime (”) will now denote the ground electronic
state (X'=*) while single-prime (') denotes the upper (A1 or D’**). Note that the
upper electronic state in Figure 2.4 represents the A'TI where the first rotational level
must begin with quantum number J=1. However, the only change necessary to represent

the D'*:* case is the allowance for J=0 [25].
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Identification of A—X bands in LIF spectra is straightforward because it is easily
distinguished from either the two-photon X—B (see Figure 2.3) or the single photon
X—D’ based on simple selection rules [14,25]. Since the single-photon X—A is '=-'11,
we expect to observe, within the linear LIF regime, P, Q, and R branches with the
emission intensity of the Q branch being approximately double that of the Pand R. The

spectroscopic selection rules for rotationa transitions within the A—X bands are [25,72]

-1: P-branch
AJ=< 0; Q-branch |, (2.29)
+1:; R-branch

where AJ=J-J'. Figure 2.4 illustrates the P(3) absorption line X(v",J"=3)—>AlH(v’ J=2)
with subsequent fluorescence to al possible lower states X(v”,J’) consistent with these
selection rules. In the case of single-photon X—D", the transition is *=—'% so we expect a
simple set of P/R branches in contrast to the two-photon X*£—B*% which is dominated

by an unresolved Q branch [27]. For the X—D' bands the spectroscopic selection rules for
rotational transitions are [25,72]

—1: P-branch
A= { (2.30)

+1: R-branch

In addition to these selection rules, each transition has an inherent probability, or

“strength”, of occuring based upon the square magnitude of the electric dipole transition-
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moment vector, | R |2 (debye®) [25,72]. Under the Born-Oppenheimer approximation, the
nuclear and electronic motions are considered to be decoupled so that the total
wavefunction can be separated into a product of vibrational, electronic, and rotational
parts [25,72,88]. The transition-moment vector R can then be separated into a product of
functions that represent the transition strength for each mode. For heteronuclear diatomic

molecules, the Einstein B-coefficient for rovibronic stimulated absorption is[25,88]

7\43" "y - ’ ~
po Moo A{ 2-5, } @231
8h 2= 84,80

where Ayy vy IS the transition wavelength, A, are vibronic transition Einstein A-

coefficients, and dpx- and dpy- are the Kroneker deltas defined as [88]

Soa

1if A=0
! . : (2.32)
0 otherwise

For all electronics states involved here,

{ﬂ} (2.33)
2- 80/\'80/\”

I
[ —
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and hence this expression will not be explicitly included in further equations. The §yy

term in Equation 2.31 is called the normalized HOnl-London rotational “line-strength”

factor defined as [25,27,89]

3= S (2.34)

where Syy is the “Honl-London factor” typically quoted in literature. For each branch of

the X'=*—A1, these Sy factors are[25,72,89]

3('-1)

2

Syy=43(2¥'+1) = 3(2J+1); Q-branch (2.35)
%( J+2) = %(J’+1) ;  R-branch

%J’ - P-branch

while for the X'=*-D''s* they are [25,89]

J =J+1; P-branch
Syy { (2.36)

“lr+1=J : R-branch

It is important to note the so-called rotational sum rule [25]: the sums of the line strengths
of all the transitions from or to a given rotational level are proportional to to statistical

weight of that level. A consequence of thisruleis[25]
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D Sy =1. (2.37)

Note that Equation 2.37 can be easily verified by simply adding each term together in
Equation 2.35 (or 2.36) and dividing by 2J'+1 (or 2¥+1) when §35 is expressed in terms
of lower levels (or upper levels). From Equations 2.13 and 2.31, the rovibronic Einstein

A-coefficient is[88]

S,y

Avswrs =Aw 537

(2.38)

Numerical values of A~ obtained from literature [31] for the A-X band and used in this
work are listed in Table A.2 of Appendix A. Assuming that level (2) is frozen with
respect to V', (i.e., no V-V population transfer within the upper vibronic manifold) but is
in equilibrium with respect to J [14,74-81], and using Equation 2.38, the J-independent

effective Einstein A-coefficient (see Equation 2.2) is

Vi +1 Virax +1
Agf = z z Av"J”,v'J' = (ZAV'VHJ [ z 2?;]:'_,1} ' (239)

V'=0AJ=-1 v'=0 AJ=-1

where V' is the upper vibronic level directly pumped by resonant laser absorption and
V"max 1S the total number of vibrational levels in the ground electronic state (for CO,

forty-two levels have been observed to date [20]). To see that Equation 2.39 is
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independent of J, we substitute Equation 2.37 with Syy expressed in terms of J into

Equation 2.39, finding
AS =S AL (2.40)
Vv''=0

Literature values [31] for the effective lifetimes are given in Table A.2 in Appendix A.
By a similar argument, the total spontaneous emission rate for “collected” LIF from

vibronic band transitions, also independent of J, is

AV =D AL, (2.41)

where now the summation is over only those LIF vibronic bands transmitted through the
bandpass filter. Thetotal statistical weight (valid only for J> S+A in ', 11, A, etc., and

?y-states in heteronuclear diatomic molecules) is[88]

0= (2-5 )@@l 2L X and DR (2.42)
o 2(23+1) ; AMI '

where the S is the total electron spin quantum number (for the present singlet states,
S=0). In Equation 2.42, the prefactor 2-8o; =2 for the AT accounts for degenerate A-

doublet states of e/f parity at each rotational level, J[76,88].



2.5 ROTATIONAL TEMPERATURE EXTRACTION FROM LIF SPECTRA

The diagnostic strategy is to probe the thermalized rotational population
distribution function of a single vibrational level within the ground electronic state via
resonant absorption resulting in the fluorescence signal given by Equation 2.17 [14-16].
Here we discuss the extraction of rotational temperature from experimental spectra using
either the “Two-Line” or “Boltzmann plot” method for both the linear and saturated LI1F

regimes [14,15].

251 THE TWO-LINE METHOD

The ssimplest procedure is known as the Two-Line method [14-16,93] in which a
narrowband laser is tuned to two resonance absorption lines originating from levels
X(V"Jn"=m) and X (v",J,"=n) where n=m. From Equations 2.1 and 2.17, the ratio of the

resulting two signals Sy, and S, are

Siog 8 [Lee] o, 5

" " ’ ! (243)
S g [+dn/dn] @,

where E,, and E,, are the rovibrational energies in the ground electronic state. Letting

_gn [t+gr/g,] @,

Dm'n_ " " ' 1
Togn [Lan/on] @,

: (2.44)
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the two-line rotational temperatureis

E., —E..
T — v",J'=n v",J'=m , (245)
kin {Sm:”
Dm:n
where [15,25]
E,y=G,+F. (2.46a)

and the usual Dunham expansions term values for a non-rigid rotator are [15,25]

Gy =To+ (V" +3) — X (V" + %)2 +oeYe(V'+ %)3 e (2.46b)
F,, =B, J(J+1)-D,J?(J'+1y (2.460)
B, =B, —a, (V' +1)+a,(V'+1)° +-- (2.46d)
D, =D +B,(V'+3) : (2.46e)

Table A.3 (Appendix A) shows literature values for the molecular constants used in this
work for the X [94], A [30], and D’ [4]] states, respectively. It should be noted that
centrifugal distortion coefficients in Equation 2.46e are not available in literature for the

D’ state, so they have been computed using [25]
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D, =——=¢ (2.473)

and

(2.47b)

8O)exe _ 50(1 _ OLfO)e
® B, 24B:

e e

Bl:De|:

Taking the differential of T in Equation 2.45 with respect to IN(Sy./Dm:n) for fixed

energies, we see that [14,16]

d_T: KT .d|n{smin} , (2.48)

which implies that the relative temperature measurement error will be reduced when one
judiciously chooses the largest energy level separation possible.  Assuming purely
random errors in measuring S, and S, the first-order variance of the Two-Line

temperature measurement is[95]

2 2
ol ~ o oo+ T SoH , (2.49)
oS,

where 6,2 and o2 are the variances of S, and S, respectively. Also, assuming that o>

= 6.2, then the relative temperature standard deviation is [95]

37



Or _ (2.50)

We will use Equation 2.50 in Chapters 4 and 5 to estimate Two-Line ratio temperature

measurement confidence intervals.

Also note in Equation 2.43 that we have distinguished the nondimensional
fluorescence functions @(1./1,*) for both transitions m and n since it has been shown in
Section 2.3 that they are not necessarily equal when 1,/1,* < 10. Furthermore, since 1,
o Q o« oi\T, there is an implicit temperature dependence within the ®-ratios of Equation
2.43 that needsto be assessed. For data analysis of LIF spectra obtained within either the
linear or saturated regimes, we used limiting expressions of Equation 2.43 that are not

only more convenient but also provide physical insight into the effect of key parameters.

25.1.1 TWO-LINE METHOD; LINEAR REGIME

In the linear LIF regime where |, << 1,*, Equation 2.43 reduces to

"B .| Y. _(ExE)
in = ggn:’BmZIm,va e kT , (251)

n=n2'nv 'n

lin __

where we have allowed for the excitation laser to have different spectral irradiances at the
wavelengths corresponding to resonant absorption. Combining Equations 2.31-2.34 and

2.42 into Equation 2.51, we find that for both A—X and D'—X bands
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| Y (En—Ey)

. S... -
S:qnn ~ -m my ' m e K (252)
" S Y

'J'=n"n,v ' n

where Syy are the Honl-London factors given by either Equations 2.35 or 2.36.
Substituting the Equation 2.35 Honl-London factors into Equation 2.52, the two-line

ratios corresponding to P, Q, and R-branches in the A—X band are

(Emen)
lin . ('J:]: _1). Im,va .e’ KT

(m:n) — (J” 1) | Y , P-branch (253&)
. 4 I Y 7(Em7En)
Il?m:n) ~ ((2:]]"“’ :]]:)) . Im,va .e kT : Q'branCh (253b)
. rr I Y 7(Em7En)

Sl?”(]m:n) = ((:]]'}”,:;)) lm,va e K ; R-branch . (2.53c)

Substition of Equation 2.36 into Equation 2.52 for the P and R-branches of the D’-X

band gives

(Emen)

: [/ Y
=B e S e sag

nv'n
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) rr I Y 7(Em7En)
$?m.n):(Jm ) Ins Yo o Rebranch (2.54p)
' 3+ 1,Y

nv'n

Since the quench rate may be dependent upon upper rotational level, the quantum yield

ratio

eff eff
Y, Av+Qy 1+1,Qy
Y, AY+Q, 1+17Q,

n

(2.55)

must be evaluated on a case-by-case basis. Note in Equation 2.55 that if (i) both pump-
levels Jn and J, satisfy 7 Qy << 1 (i.e., the radiative decay rate >> collisional
guenching rate) or (ii) Qy=m =~ Qz=n, then we can assume that Y./Y, 1. Numerical
estimates shown in Appendix B for t,*"Q have been performed using Equations 2.24,
2.25, 1y=1 ~7.78 ns[31] from Table A.2 of Appendix A, and A1 effective quenching
cross-sections [82-85] in Table A.1 of Appendix A. Note that the CO-CO quenching
cross-sections in Table A.1 were obtained by pumping the X-A (0,0) Q(14) & Q(24) lines
[84], (0,9) Q(22) [85], and (0,14) P(10) & R(14) [86] rovibronic bands with rotationally-
resolving fluorescence collection. An average value cco-co = 100 A? for the A(v'=1) has
been used in all following quenching calculations. The A(v'=1) CO-Ar (ccoar = 25 A?)
[85] and CO-He (cco.ne = 3 A?) [85] values were obtained by exciting the X-A (0,0-7)
bands using synchrotron radiation while the fluorescence was only vibrationally-resolved,
implying that these are band-integrated values. Under typical experimental conditions for

a 3% COJ/Ar optically-pumped plasma at 100 torr and T=500 K, we find that Q ~ 10° s*
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implying that ©,*"-Q ~ O(1). For typical 3% CO/He glow discharge plasmas in this work
(8 torr, T=400 K) we find Q ~ 10’ s*, which implies t,*"-Q << O(1). With the absence
of rotational-state specific quenching information, we have assumed Y /Y, = 1 for al

experimental data analysisin later chapters.

25.1.2 TWO-LINE METHOD; SATURATED REGIME

In the saturated regime where |, >> 1, Equation 2.43 becomes

« O | 1+00/9 En_En)
t _ Om n/Fn | o . 2.56
S = a L+g /gm} (2:50)

Using Equation 2.42 and AJ=J - J', the saturated regime signal ratio for each branch in

the A-X band is

U "o ' E,)
Sty = - (23, +D(2), ~1)(8), 1) e ; P-branch (2.57a)
(2F +1)(2Y -1)(63! -1)

« (21 +1) e—‘E En)
(mem) = (23 +1)

; Q-branch (2.57b)

(23, +1)(23, +3)(63,+7) e En)

st T - R-branch . (2.57c
Shimn) = (27" +1)(2T +3)(61 +7) ( )

41



Note in Equation 2.57b that the prefactor term (2J'+1)/(2J'+1) is identical to that in
Equation 2.53b for the linear regime Q-branch. This coincidence will be exploited in
Chapter 5 involving PLIF temperature extraction. The D'—X band saturated regime
signal ratio for the P and R-branches are

(Emen)

st (23, +1) . (43'+1) -J—m-ef e
(m:n) — " "
23 +1) (43)+1) J,

;  P-branch (2.58a)

(Emen)

g (27 +1)(J, +1)(41’ +3) o
M0 23 + 1) +1)(4J" +3)

. R-branch. (2.58h)

25.2 THEBOLTZMANN PLOT METHOD

The Boltzmann plot method for computing temperature employs a set of LIF
excitation spectra covering a wide range of J’ values [14-16]. Using Equation 2.1, 2.8,

2.31, and 2.42, we can express each spectral peak signal given by Equation 2.17

coll

S=np(T)- 2 -@(ﬁ?\nv (2.17)

{1+gl
g

in the generalized form
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E, R

S=A-f(J)e K | (2.59)

where A is a factor assumed to be independent of the pumped ground state rotational
level J' and f(J’) is a “normalization” function to be determined. Let the normalized

signal be defined as

Substituting Equations 2.59 and 2.46a-e into Equation 2.60 and taking the natural

II I(p) ~ v * \]"(\]” :I.) b (2 61)
k I , .

where b is the ordinate crossing at J’=0 and we have ignored the higher-order centrifugal
distortion term Dy~ given in Equation 2.46¢. The advantage of using Equation 2.61 isthat

itislinear with slope a= -B,/kT
yx)=a-x+b (2.62)

where we have defined x = J'(J'+1). Thus, if we use Equations 2.60 and 2.61 to analyze

a set of experimental LIF resonance peaks, we expect the points to form a straight line as
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shown in Figure 2.5a. In practice, we used a linear Least-Squares fit [95] to obtain the

mean slope, a, from which the mean temperature is

T -5 _5» (2.63)

Questions now remain with regard to the proper form of the normalization function f(J"),
and how each branch (P, Q, and R) behaves within the linear and saturated LIF regimes

for the A-X and D’-X bands.

2521 BOLTZMANN PLOT; LINEAR REGIME WITH LINE-STRENGTH

NORMALIZATION

From Equations 2.1, 2.20, 2.31, and 2.34 we find that the linear regime signal is

" NASA LY,V Era
S eerm @28

and has the form of Equation 2.59 if we assume that Y y and |, are independent of J'. If
we now choose the normalization function to be equivalent to the respective branch

Honl-London factors

f(J)=S,, , (2.65)



then we find, for example, the Q:P branch ratio of “line-strength normalized” signals is

Po
Py
In(p)
A A Qbranch
Qo
O P-branch
)
A
A
pl
(@
J'(J'+1)

In(p)

(2.66)
A A Qbraxh
A\ Q P-branch
A\
e A
Q A
G A
o
S o A
S
(b) o
J'(J'+1)

Figure 2.5. Example of Boltzmann plot method. (a) Proper choice of
normalization function f(J") has been used and the locus of points for

each branch falling on the same line with ope a=-B,/KTag. (D) An
improperly chosen normalization function is used in which the
branches may be offset. Also, nonlinear behavior can occur at low J'.
For high J’, however, the average slopes are practically equal,

aq =ap, suchthat Tago = Tagp (refer to text).

for all J’. Re-arranging and taking the natural logarithm of Equation 2.66 gives

)=In(p
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which implies that both P and Q-branches will be co-located on the same line in a
Boltzmann plot as shown in Figure 2.5a. Note that this result is valid for both the A-X

and D'-X bands within the linear LIF regime.

2522 BOLTZMANN PLOT; SATURATED REGIME WITH DEGENERACY

NORMALIZATION

Combining Equation 2.1 with Equation 2.26, the saturated LIF signal is

o p coll " _Euy
= DA 0 o (2.68)

Z(T) {1+ g”}

where g"=2J'+1 and g’ is given by Equation 2.42 for either the A or D’ electronic state.
Equation 2.68 will have the form of Equation 2.59 if we now define a “degeneracy

normalization” function as

(2.69)

!

F(I") = 2J"+1
B

. (2J"+1)}

Substituting Equation 2.42 and J = J’ + AJinto Equation 2.69 for each branch of the A-X

band, we find, in the saturated limit (I >> |)
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i) 2@ D@D (2.708)
(63'-1)

fo (' z%(zml) : Q-branch (2.70b)

i ()= 2HD@IHY) g e (2.700)
(63'+7)

It is instructive to demonstrate the consequences of improperly using only the ground
state rotational degneracy (i.e., f(J') = 2J'+1) to normalize the LIF signal. For example,

normalizing Equation 2.68 using 2J'+1 results in

o By
p;‘”oc%-e kT P-branch (2.72)

Taking the natural logarithm of both sides of Equation 2.71, we find that

B, 2(27'-1)
In| piy |=—L T (T +D)+b-In| ==——=1| , 2.72
= T (J'+1) { (6J”—1)} (2.72)

where b’ is a constant. As shown in Figure 2.5b, a number of potential problems may
result from Equation 2.72; first, the term In[2(2J"-1)/(6J"-1)] is not quite constant for low
J'. This contradicts the assumption that the ordinate crossing in Equation 2.61 is
independent of J* and implies that the locus of P-branch points on a Boltzmann plot for

low J’ will be slightly nonlinear, as shown in Figure 2.5b. Furthermore, the locus of

47



points representing the other branches may not coincide with the P-branch, resulting in an
“offset” as shown in Figure 2.5b. For these reasons, we will always normalize the A-X
band signals using Equations 2.70a-c in the saturated regime. We note that this offset
may also develop as a result of incomplete saturation if the ®(l,/I,) for each rotational
branch are not accurately known (see Section 2.3.2 nonlinear LIF regime).

Using Equation 2.69, the D’-X band degeneracy normalization functions in the

saturated limit (1 >> 1) are

J(23'+1)

fo(J) = : P-branch 2.73a

»(J) D ( )

i)=Y g panen (2.73b)
4)'+3
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CHAPTER 3

LIF USING AN INJECTION-LOCKED ARGON FLUORIDE EXCIMER LASER

In this chapter, we first discuss the general strategy employed to perform single-
photon A-X (and D'-X) band LIF/PLIF. The LIF/PLIF diagnostic strategy was designed
for maximum signal-to-noise (S/N) and measurement sensitivity by considering a
confluence of issues; (i) the separation and strength of A-X band rovibonic absorption
transitions, (ii) the desire to collect Stokes-shifted emissions having wavelengths that lie
outside the vacuum ultraviolet (VUV), (iii) using the lowest possible ground-state
vibrational level (i.e., having a large population of absorbers), (iv) using a rotational
level(s) having a largest population of absorbers at the anticipated temperature (V)
availability of a narrowband, tunable laser source with output wavelengths coincident
with the desired transitions, and (vi) filtering schemes for rejecting extraneous bands and
scattered laser radiation. Complete experimental details for each diagnostic technique
will be given in Chapters 4 and 5. The ArF laser source is central to each and will be

described here.
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3.1 DIAGNOSTIC STRATEGY USING A TUNABLE, NARROWBAND SOURCE

As discussed in Chapter 2, the rotational LIF technique probes the ground state
rotational population distribution within a single vibrationa level through resonant
absorption and emission collection. To achieve high signal-to-noise (S/N), it is best to
choose a vibrationa level having the largest possible population (e.g., v'=0 or 1),
especialy in low vibrationally-excited environments. For single-photon A-X band LIF,
we see from Table A.2 in Appendix A that many vibronic bands in the range
X(V'<4)-A(V'<7) have very favorable transition strengths (or, Franck-Condon
probablities) [30,31]. However, the wavelengths of these bands [24] lie deep within the
vacuum ultraviolet (VUV) which is defined roughly as A < 190 nm (=53,000 cm™) where
radiation propagating through the ambient laboratory air is strongly absorbed by O,
Schumann-Runge bands [96]. The use of a VUV source or collection of VUV LIF
emission in this region requires careful purging of ambient O, from all optical paths
which compounds the experimental difficulty. From the Deslandres Table 4 in Reference
[24], we find that our choices for single-photon A-X transitions with energies lower than
the VUV cutoff are limited to about X(v">6). From Table A.2, note that the lowest
ground vibrational state above v"=6 with a reasonably strong transition probability
outside the VUV is the X(v"=7)—>A(v'=1) with Ay 7~ 1.7x10° s*. Using the molecular
constants in Table A.3 (Appendix A) aong with Equations 2.46a-c in Chapter 2, we find
that the transition wavelength is #193.12 nm (51,781 cmY). It is well known [37,54-

56,62-65] that under nonequilibrium conditions within an optically-pumped CO/Ar
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plasma or CO/He glow discharge that the vibrational population of the CO X(v"'=7) can
be significant (~0.1%) to the extent that this scheme is made practically possible.

This wavelength (193 nm) is coincident with the output of a tunable, injection-
locked argon-fluoride (ArF) excimer laser [16,97-101]. This type of laser has become
increasingly popular as a combustion diagnostic tool due to it’s high spectral brightness
and flexibility in allowing simultaneous measurements of flow properties using a
combination of methods [16]. The bandwidth of a typical injection-locked ArF laser is
~0.5 cm™ (15 GHz) with tunability over a ~1 nm range (192.8-193.8 nm) [16,99-101].
For two rotational absorption lines in the ground vibronic state separated by one quanta

(i.e., Jr=Jr-1) and using Equation 2.46c¢, we find that the energy separation is

AE~B,. [ (I +D) - (3, +1)]

3.1
=2B,J! 0

The rotational population of CO at T=500 K has a maximum at [72]

Ry LU (32
2B, 2

so that with B; ~1.8 cm™® for X(v"=7) from Table A.3 we find that J'ma =10,
corresponding to an energy separation of AE ~ 36 cm™ = 0.13 nm (1 THz). This
indicates that there should be numerous resonance absorption features within the ArF

tuning range. Using the Lorentzian collison broadening parameters in Appendix A,
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Table A.4, calculations of a Voigt profile linewidth [102] have been performed in
Appendix B that show the lines are predominately Doppler broadened ~0.2 cm™ ~ 1 pm
(6 GHz) FWHM bandwidth. Note that this value is 2.5x smaller than the typica ArF
injection-locked bandwidth (FWHM), an indication that an excitation scan across the line
should approximately represent the laser linewidth. This result is important because (i)
when the laser is fixed upon a resonance peak, we expect the signa (hence, measurement
uncertainty) to be less sensitive to wavelength shot-to-shot “jitter” as compared to when
the laser bandwidth is much smaller than the Doppler-broadened line and (ii) for I,>>I S
potentially most or al of the Doppler-broadened absorption line will be saturated [14].
Using the Two-Line ratio expression given in Chapter 2, Equation 2.43, the
molecular term energy expressions in Equations 2.46a-e, and the CO ground electronic
state molecular constants listed in Table A.3, Appendix A, we have assessed the potential
measurement sensitivity for particular choices of Q-branch signal ratios, Sy, as a
function of rotational temperature, T. Figure 3.1 shows the results of this analysis in
which we have chosen to plot the Si1:10, S17:10, Sp2:10, @Nd Sp2.6 Q-branch ratios in the
range 200 K to 1000 K. From Equation 2.50 (Chapter 2) we see that the relative
measurement uncertainty, or/Tayg, IS inversely proportional to the ground elecronic state
energy separation (E,-En) between the two absorption resonances. Hence, it is not
surprising that the Sp:10 = Q(11)/Q(10) curve in Figure 3.1 indicates temperature
measurement uncertainties of at least 100% when the signal ratio uncertainty is specified
as 10% for the range 400 K — 700 K. On the other hand, the Q(17)/Q(10) curve implies
that the measurement uncertainties will be only ~10% - 15%, corresponding to ~+30 K

and +80 K at 400 K and 700 K, respectively. Two additional cases are shown in Figure
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3.1 which have a larger energy separation.

“sensitivity”) of the Q(22)/Q(10) pair in the 400 K-700 K range is nearly equal to that of

Q(17)/Q(10).

indicated by the arrow in Figure 3.1. At 400 K, this pair has a sensitivity equivalent to
the Q(17)/Q(10) and Q(22)/Q(10) pairs, and is only slightly better than either pair at 700
K (£25 K). Note that at 300 K, this particular ratio is actually less sensitive than the

Q(17)/Q(10) pair. Since the Q(22) population is relatively low in the 300 K — 700 K

range and the

we would expect the uncertainty in measuring the Q(22)/Q(6) signal ratio to be larger

Temperature: Demonstration of measurement sensitivity
for various transition pairs.

The largest practical separation for this diagnostic is the Q(22)/Q(6) pair

ArF laser locking efficiency falls off quickly with increasing wavelength,
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than 10%, and as such the relative temperature measurement uncertainty to be larger than
indicated in Figure 3.1. From this analysis, we conclude that our choice to use
Q(10)/Q(17) pair for Two-Line temperature measurements is reasonable from the

standpoint of sensitivity.

3.2 DETAILSOF THE INJECTION-LOCKED ARGON FLUORIDE LASER

All LIF measurements were performed by wavelength scanning the narrowband
output of an injection-locked ArF excimer laser (Lambda Physik COMPex 150T) in
standard oscillator/amplifier configuration, shown in Figure 3.2 [103-105]. The oscillator
generates low energy (< 1 mJ/pulse), narrowband, horizontally-polarized radiation using
multiple prisms (P1,P2,P3) and a stepper-motor controlled grating (G) in a Littrow
arrangement. The pulsed 17 ns output is directed through a 1 mm hole in the amplifier
high reflector (HR), shown in Figure 3.2. The amplifier Cassegrain resonator optics form
an unstable cavity [105,106] intended to reduce beam divergence (< 2 mrad). With an
optimal time delay between the firing of the two laser discharge tubes, the injected low-
power seed is amplified during multiple round-trips through the coupled
oscillator/amplifier so that the two resonators “lock” [103-105], generating a high-energy,
narrowband, horizontally polarized (=20:1) beam with high spectra irradiance. It must
be noted, however, that the unstable resonator optics lead to a spectrally broadband
background radiation due to unpolarized amplified spontaneous emission (ASE)

[103,104,107] and a dlightly spatially inhomogeneous beam profile (due to the
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Figure 3.2 Schematic diagram of Lambda Physik COMPex 150T injection-
locked tuning mode. Note that the amplifier resonator is unstable
with a 3:1 telescope configuration.

<> — (20:1) Polarization in plane of page (horizontal).
G — Externally controlled grating for wavelength selection.
P1,P2,P3 — Prisms for dispersing excimer radiation.
Al -1 mm diameter aperture for wavelength selection.
A2 — Variable diameter iris for regecting oscillator ASE.
OC1 - Oscillator output coupler.
M1,M2 — Turning mirrors.
HR — Amplifier high reflector, 1 mm diameter pinhole aperture
(+3075 mm radius of curvature).
OC2 — Amplifier output coupler (UVFES uncoated miniscus
lens, -300 mm radius of curvature).
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“Cassegrain hole”). Furthermore, the fraction of broadband radiation is a function of the
(1) narrowband frequency (i.e., tuning), (ii) discharge timing delay (“tdiff”), (iii)
temperature and age of laser gases, and (iv) age of the discharge switch thyratrons. It is
noted that shot-to-shot variablility can be greatly reduced by carefully aligning all laser
optics, using an empirically determined optimal time separation between firing of the
oscillator and amplifier discharges, termed “tdiff’, and also by properly adjusting both

thyratron’s cathode heater and reservoir voltages.

3.3 THE ARGON FLUORIDE LASER ‘LOCKING’ EFFICIENCY

As discussed above, the fraction of laser power channeled into the tunable
narrowband output component varies widely over the ~1 nm ArF broadband gain profile,
with the maximum occuring at the center wavelength ~193.35 nm. This is illustrated in
Figure 3.3 as a series of spectra acquired by Lambda Physik using a low resolution
monochromator for different tuning wavelengths within the ArF gain profile [108]. The
(unpolarized) broadband spectrum of the free-running amplifier (i.e., without seeding) is
shown at the bottom of Figure 3.3. The dips in this broadband spectrum are caused by
the Schumann-Runge absorption bands of O, present in the beam path between laser and
spectrometer [108]. From top-to-bottom in this figure, as the oscillator grating turns, the
narrowband radiation wavelength is tuned towards the middle of the ArF gain curve from
far left to right. As the grating angle is tuned toward the middle of the gain curve, the

oscillator’s narrowband seed energy increases so that the amplifier’s broadband ASE, in
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Figure 3.3 Lambda Physik COMPex 150T emission spectra
of injection-locked ArF output for different
wavelengths [108]. Note that the bottom spectrum

is of the free-running amplifier enhanced by 1.5x.
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competition with stimulated emission induced by the seed, is increasingly “pulled”
toward the narrowband wavelength. In the process, note that the area (i.e., spectraly
integrated energy) under the amplifier’s narrowband portion increases while it’s total
broadband component decreases. The portion of narrowband energy in the amplifier
output is a strong function of injected seed pulse energy.

Since the rotational LIF technique depends upon exciting only one absorption line
at atime, any LIF due to the broadband component will constitute a potential source of
“background interference” manifest as a voltage offset in the LIF collection signal.

While this background/offset can be subtracted, we must also know the fraction of energy
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Figure 3.4 Side-view illustration of the optics and monochromator/PMT setup
used to measure the COMPex 150T ArF locking efficiency.

58



within the narrowband at the absorption resonance wavelength in order to properly
compare multiple peaks. This can be understood by referring to Chapter 2 where it was
shown that the linear regime LIF signal is directly proportional to the incident spectral
irradiance (e.g., see Equation 2.20). Additionally, if one desires to work within the
saturated regime there needs to be some assurance that 1,>>1,2 for all pesk
measurements. Thus, we see that not only the measurement of total pulse energy is
important, but the fraction of the total energy partitioned into the narrowband radiation
needs to be properly accounted for in order to analyze the experimental data.

This fraction of narrowband radiation is called the “locking efficiency” and is
defined for a particular wavelength as the ratio of the narrowband energy to the total
emitted energy. We have simultaneously measured the LIF excitation spectra, total
excimer pulse energy at the LIF test cell, and the locking efficiency in a manner similar
to that described in Reference [109]. In our work, however, this locking measurement
was achieved by monitoring a small portion of the unpolarized amplifier broadband
radiation using a medium resolution monochromator (JobinYvon HR320, 30 cm, 2400
g/mm UV blaze) set to a bandpass of ~0.1 nm and a Hamamatsu 1P28 photomultiplier
tube (PMT). Figure 3.4 shows aside-view illustration of the experimental setup in which
the horizontally polarized excimer output is turned 45° upward using ArF mirror #1, and
turned once more out of the page plane towards the LIF test cell. A small fraction (< 3%)
of the beam is transmitted through ArF mirror #1 shown in Figure 3.4 and impinges upon
a1 mm pinhole aperture in front of the monochromator dlit. Figure 3.5 isafront view of

the monochromator entrance port detailing the alignment of the excimer beam and
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pinhole aperture. Best results were obtained when the beam “edge” just overlaps the

pinhole.

The monochromator grating (2™ order) was set to a spectral region near the edge of
the laser gain (~195.1 nm) in order to avoid stray narrowband radiation. When the

oscillator seed beam was blocked, the resulting broadband emission signal, Vy, provided

Prdfileof
High Intengty
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Monodhroméator

/ Entrance Port

1rmm"Anhde’
Apature
Low Intengity
Rdflected/Refracted
Redidion

Figure 3.5 Front-view illustration of the monochromator
entrance port and beam alignment. A 1 mm
pinhole apeture covers the the dlit, allowing only a
small portion of the intense excimer radiation to

enter the monochromator.

an “unlocked” reference condition. When the oscillator was unblocked and the laser

tuned into locking, this signal V(L) decreased. The locking efficiency was then

computed over the tuning range using
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% Lockzloo-{ —ﬂ} , 323)
Vp

where A is the excimer wavelength in nm. This locking signa from the PMT was fed
into a 300 MHz, 5X preamplifier (Stanford Research Systems SR240) before being
processed by a gated “boxcar” integrator (SRS SR250) with a time-constant of 100 shots

(6.7 s at 15 Hz trigger rate). Figure 3.6 shows a typical locking efficiency measurement

80
70 [
60 [

50 [0

Excimer Locking Efficiency, %

40

Excimer Beam Energy, mJ/pulse

30
192.8 192.9 193.0 193.1 193.2 193.3 193.4 193.5 193.6 193.7 193.8
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Figure 3.6 Experimental ArF laser locking efficiency and average beam
energy measurements.
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obtained using this method. In this figure, we see that the locking efficiency between
~193.1 nm - 193.6 nm is ~55%, and falls off rapidly outside this range. Thisresult isin
good agreement with locking efficiency measurements performed using a similar ArF
laser in Reference [108]. Figure 3.6 also shows a simultaneous measurement of average
excimer pulse energy, E (L), performed using a pyroelectric power meter (Scientech
Vector S310 Meter and AC50UV Detector) placed in front of the ~2 m long beam pipe.
Note that the beam energy measured at ~192.8 nm is ~40 mJpulse. This energy
corresponds to the output of the free-running amplifier without injecting the oscillator
beam. Asthe oscillator istuned toward the center of the gain profile, note that the beam
energy increases with a similar profile as the locking efficiency. This increase in beam
output energy is due to the extraction of gain from the amplifier due to the injected
oscillator seed beam. This can also be realized by comparing the energy curve of Figure
3.6 with the gain profile of the free-running amplifier as shown in the bottom spectrum in
Figure 3.3.

As discussed in Chapter 2, linear regime LIF peak intensities must be “corrected”
for this wavelength dependent beam energy. The portion of energy within the

narrowband of the ArF laser beam is computed from

%L ock(L)

BTN ="

B (3.4)
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where %Lock(A) and E (A) are the locking effiency and average beam energy
experimentally measured at excitation wavelength A.. In the next section, we describe the

procedure for determining the absolute excitation wavelength, A.

34 WAVELENGTH CALIBRATION OF LASER TUNING RANGE USING

AMBIENT O, LIF

In a separate experiment, we calibrated the excimer’s narrowband spectral line
position using rotationally-resolved, ambient O, Schumann-Runge LIF originating from
X3%4 (v"=0)—B%%, (v'=4) resonant absorption [96,110]. As the laser was slowly tuned
across its’ gain profile while collecting B(v'=4)—>X(v"=7) emission near 240 nm, the
grating stepper-motor position was recorded at each P/R-branch maxima. The tabulated
X—B line positions [96] were assigned to these peaks and then correlated to the laser
grating positions by a least-squares fit (5300 + 200 nm/step). This implies that the
uncertainty in spectral line positions, relative to the (0,4) Schumann-Runge band

assignments, is less than ~4%.
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CHAPTER 4

SPATIALLY AVERAGED SINGLE-PHOTON LIF TEMPERATURE

MEASUREMENTS USING THE A-X AND D’-X BANDS

41 MODEL ENVIRONMENTS FOR CO LIF UNDER EXTREME AND MILD

VIBRATIONAL NONEQUILIBRIUM

As discussed in Chapters 1-3, two types of single-photon LIF techniques are
available to vibrationally-excited CO within the tuning range of an argon-fluoride (ArF)
excimer laser. Proof-of-concept exploration using LIF was deemed a critical first step in
verifying that both X-A and X-D’ transitions can be reliably used as a temperature
measurement tool. This is especially critical for spatially-resolved planar-laser induced
fluorescence (PLIF) imaging where the pump laser radiation is formed into a wide
“sheet” such that the intensity is low compared to a symmetrically focused spot. To
demonstrate the potential of this new LIF technique we have used two vibrational
excitation schemes discussed in Chapter 1; (i) optical pumping of a 100 torr, 3% CO/Ar
mixture to produce high vibrational excitation such that both the D’-X and A-X
transitions may be explored and compared and (ii) a modest pressure (8 torr) 4% CO/He

d.c. glow discharge with mild vibrational excitation allowing only the A-X band to
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be accessable. These model environments have been chosen because they are both well-
characterized [20,52-59,62-66,69,70,111], exhibit relative chemical simplicity and, by
adjusting the total volumetric flow rate, input power, admixture species and
concentrations [20,52-59], we can “tailor” the extent of the CO vibrational level
populations. This last point is important since most engineering systems of interest for

this LIF diagnostic exhibit only modest levels of vibrational excitation [1-6].
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Figure 4.1 Experimental and theoretical steady-state
vibrational distribution functions at different
CO partial pressures. Reproduced from [20].
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Figure 4.1 [20] shows steady-state, nonequilibrium, ground electronic state
vibrational distribution functions (VDFs) of an 0.5-3.5% CO/argon mixture at 100 torr
which has been optically pumped using a CO laser [20,50-56,59], as described in Chapter
1. Itisinteresting, athough not central to the discussion, that the VDF can be varied by
varying the CO partial pressure. Note in this figure that the nonequilibrium vibrational
populations of X(v"=7) and X(v"=20) are ~0.5% and ~0.05-0.2%, respectively, at
trandational temperatures of =400-730 K. It is also important to note that these

measurements represent spatial averages since they were obtained using line-of-sight FT-

Figure 4.2 Photograph of the liquid nitrogen cooled CO laser [50,51]
used to optically-pump CO in test cell (not shown).
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IR emission spectroscopy of the CO 1% overtone [19,20,112].  This issue
notwithstanding, we initiated proof-of-concept exploration of X(v"=7)—>A(v'=1) and
X(v"=20)—D’(v'=2) band LIF using optical-pumping because of (i) the relative ease at
which these highly excited populations can be produced at high pressure and low trans-
rotational temperature and (ii) access to a cryogenically-cooled CO laser at The Ohio
State University Nonequilibrium Thermodynamics Laboratory [91]. A photograph of the
CO laser [50,51] in operation is shown in Figure 4.2. As a first step towards
demonstration of the potential for LIF temperature measurements, we need to define and
characterize a baseline nonequilibrium plasma environment. This process is described in

the next section.

4.2 NONEQUILIBRIUM  PLASMA  CHARACTERIZATION BY  FT-IR

VIBRATIONAL EMISSION

4.2.1 PLASMA CREATION AND OPTICAL ACCESS

4.2.1.1 OPTICALLY PUMPED PLASMA

Figure 4.3 shows the arrangement used for all optical pumping experiments in this
chapter [47]. A cylindrical Pyrex glass cell, 78 cm long x 5.7 cm diameter, is used to
contain a slowly flowing (~1 cm/s) gas mixture of carbon monoxide, argon, and helium.
A gas manifold delivers mixtures of research-grade (99%) argon, helium, and high purity

(99.9%) CO, with composition and total pressure controlled by flow meters and a
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Figure 4.3 Top view of apparatus for creating the optically pumped plasma

vacuum pump choke valve. The total pressure, typically ~100 torr, is monitored with a
Baratron pressure gauge. Four perpendicular 5.1 cm long x 5.1 cm diameter glass arms
provide optical accessto the region of interest. Two of these arms are oriented with their
axes in the plane of Figure 4.3, while the other two are directed vertically out of the page.
The cell ends and arms are equipped with flanges for mounting either 1" dia. calcium
fluoride (CaF;) or UV-grade fused silica windows (UVFS) to provide spectral
transmittance in either the infrared or UV, as appropriate. An optically-pumped plasma
is formed by directing an unfocused, continuous wave (cw), Gaussian mode (TEMgo) CO
laser beam into the gas cell, as shown in Figure 4.3 (for clarity, the beam stop has not

been illustrated). Note that in some cases we have used a 1” dia., 250 mm (f/10) plano-

68



convex CaF, lens (outside the cell) to focus the CO laser beam (A~4.6 um) within the
imaging region. The inset of Figure 4.3 illustrates the relative size and position of the
finger-like plasma, concentric with the axis of the CO laser pump beam, as viewed
through the top window. The tota CO laser power is typicaly ~10-12 W. The
unfocused beam diameter within the imaging region has been estimated [113] to be ~6.6
mm, corresponding to an average IR pump-beam intensity of ~30 W/cm?. When the
CaF; lens is placed 40 cm from the imaging region, the beam diameter was =4 mm [114],
with a resulting intensity ~90 W/cm?. The tendency of carbonacous deposits to form on
the CO laser entrance window (due to the CO + CO — CO, + C reaction [52,54,57]) was
eliminated by use of an argon purge illustrated in Figure 4.3. Variation of the purge flow
rate also allowed for fine axial-position control of the optically-pumped gas region. By
using the characteristic C, Swan-band [25,57,61] “blue glow” as a visual aid prior to
helium addition, the plasma was centered within the window ports as shown by the

photographs in Figure 4.4

Figure 4.4 Photographs of the optically-pumped CO plasma as viewed through a
side viewport [47]. Laser beam propogation and gas flow is from left to
right. Left: unfocused CO laser beam, Right: focused beam. Note the
argon purge volume on the left side of each photograph.
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4.2.1.2 D.C. NORMAL GLOW DISCHARGE PLASMA

The flow cell and gas handling system used for the D.C. glow discharge plasmais
the same as described for the optically pumped plasma, except that the argon purge was
removed and electrodes were inserted into the Pyrex™ tube using ChemThread™ fittings

as shown in Figure 4.5 [48]. Note that Figure 4.5 illustrates the geometry of the

D.C. Power Supply 100 kQ
Gas 1 =25 mA Ballast Gas
y V=3.6kV L ANAN—
In P = 90 watts Out

L — |

) @ ) i // 5.7
| | al

— 1.3

195 ——— 5.0 —

78.0

Note: All Dimensions in Centimeters

Figure 4.5 Side view of flow cdl illustrating the electrode geometry and
electrical connections used in generating the d.c. norma glow
discharge [48].

electrodes as well as the external power system. Both ring shaped, 306 stainless-steel
electrodes are 1 mm thick and 3 cm in (outer) diameter. The anode is 1.3 cm long and

the cathode is 5.0 cm long. These electrodes are spaced 19.5 cm apart, concentric with
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Figure 4.6 Current-Voltage (1-V) characteristic for the cases of pure helium and
3.6% CO/He mixture at 8.3 torr [48].

the flow cell. The asymmetry of the electrode placement with respect to the viewports
insured optical access to the glow discharge positive column. The gas mixture
concentration was 3.6% CO/He at atotal pressure of 8.3 torr.

A 600 W d.c. power supply (Glassman High Voltage # EW10R60) was connected
in series with a nominal 100 kQ ballast resistor (measured to be 99.7 kQ when hot) and
the discharge plasma. The power supply was operated in positive-polarity, current-
controlled mode. Typica power supply voltages (3.1 kV, 77 W for pure helium, 3.6 kV,
90 W for the CO/He mixture) and interelectrode voltages (500 V pure helium and 900 V

CO/helium) were measured using a 1000x (reducing) high-voltage probe (Fluke 80k-40)
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and a hand-held multimeter (BK Precision 389A). Figure 4.6 displays the resulting
current-voltage (I-V) characteristic for both the pure helium discharge and the CO/He
mixture taken on three different days. Note that while the addition of only 4% CO
nearly doubles the interelectrode voltage, it is still possible to maintain a stable, normal
glow [1,3,64] over the range of current supplied. For al experiments in this paper, the
current was maintained at 25mA, corresponding to the minimum observed in the CO/He
I-V curvein Figure 4.6. Under this condition, the lumped resistance across the electrodes
were ~20 kQ2 (pure He) and ~40 kQ (CO/He). It should be noted that while there is dight
variability of the |-V characteristic for the CO/He mixture (possibly due to electrode
carbonization), these results illustrate reasonable repeatability of the gas flow and
discharge conditions.

Using the measured electrode voltage drop, we can make a rough estimate of the

positive column reduced electric field [1,3,64]

E KT(V,-Va)
n pd

: 4.0

where p is the total gas pressure, d, the interelectrode spacing, k, Boltzmann’s constant,
T, the gas translational temperature, V, is the measured electrode drop for the CO/He
mixture (V,~ 900 V), and V¢ is the cathode fall voltage. Assuming T = 500 K and V¢ =
450 V [64], p=8 torr, and d=20 cm, we get E/n ~ 1.5x10™® V-cn?. It iswell known [62-
64,69,70] that the REF required to maximize electron kinetic energy transfer to diatomic

vibrational modesisabout 3x107°V-cm?,
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Figure 4.7 Photographs of pure helium d.c. glow discharge at 8.0 torr, 25 mA.
Left: Overal photo of cell; flow is from left-to-right. Right: Photo
from side viewport.

Figure 4.8 Photographs of 0.3 torr CO added to the pure helium discharge shown
in Figure 4.7 with the current still maintained at 25 mA. Left: Overall
photo of cell; note the complete formation of cathode sheath. Right:
Photo taken from side viewport; note the diffuse C, Swan band
emission within the central axia field of view.
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Figure 4.7 shows a picture of the pure helium d.c. glow discharge at 8.0 torr. Figure 4.8
is a photograph taken of the d.c. glow discharge after adding 0.3 torr of CO (3.6% CO/He
mixture). It is noteworthy to mention the left photo in Figure 4.8 showing that the
cathode is completely enveloped in a stationary sheath which is another indication that
the discharge resides within the normal d.c. glow regime [1,64]. In the right photograph
of Figure 4.8 we also see that the C, Swan band emission within the positive column is

diffusely distributed along the cell axis witin the field of view.

4.2.2 FT-IR SPECTROSCOPY DIAGNOSTIC SETUP

A Fourier Transform-InfraRed (FT-IR) spectrometer [19] (BioRad FTS-175C)
incorporating a cryogenicaly cooled indium antimonide (InSb) detector was used with
moderate resolution (16 cm™) to resolve the vibrational transitions of the CO 1% overtone
emission spectrum from v'=1 to 40 as well as at higher resolution (0.25 cm™) to resolve
rotational transitions of the fundamental v=1—-0 band. As shown in Figure 4.9, the
optical path was aligned to image the plasma spontaneous emission directly through the
side window using a 4 cm off-axis paraboloidal concave gold mirror. For al infrared
measurements, a short-pass filter (Infrared Optical Products, Inc. #W03187) with a cutoff
at ~4.9 um (2040 cm™) with a bandwidth of ~3.1 um (5500 cm™) was used to attenuate
the fundamental emission so as not to saturate the InSb detector. The total instrumental
response was determined using a blackbody calibration source at 700 K. For FT-IR
measurements of the optically pumped plasma, the intermediate optical path containing

“cold” CO (~290 K) between the plasma and cell port was reduced to 2.5 cm by using a
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recessed-flange fitted with a flush CaF, window. This helped to mitigate the effects of

CO self-absorption along the optical path.

FT-IR
Mirror / \
(;\‘_/W Personal
| Mirror Computer
C S
Plasma

Figure 4.9 Top view of experimental configuration for FT-IR
spontaneous emission measurements.

4.2.3 FT-IR EXPERIMENTAL RESULTS

4.2.3.1 OPTICALLY PUMPED PLASMA VIBRATIONAL LEVEL POPULATIONS

Using the FT-IR setup shown in Figure 4.9 and described in Section 4.2.2, Figure
4.10 shows results of vibrationally resolved (16 cm™) CO first overtone spontaneous
emission spectra, obtained, in the optically pumped plasma as a function of added helium
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[47]. The uppermost curve, corresponding to the case of 3% CO in argon at 100 torr (no
helium) and 11.6 watts CO laser pump power (unfocused), is labeled with the upper

vibrational levels of the Av=2 emission transition. The effect of helium quenching of the
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Figure 4.10 CO 1% overtone FT-IR spectra (16 cm™ resolution) of the 3 torr, 100 torr
argon optically-pumped plasma as a function of added helium. Top trace
isO torr helium, while others are, from top to bottom, 7.5 torr, 17.5 torr,
26.5 torr, 34 torr, and 42 torr, respectively.
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CO vibrationa distribution function (VDF) is readily observed [66,67]. A qualitative
indication of the high vibrational level populations in this optically-pumped plasma can
be ascertained by noting that intensities of the v=40 transition (at ~2400 cm™) in the
upper most spectrum is of the same order of magnitude as the low levels v=2-10. The
five lower spectra (top-to-bottom order) in Figure 4.10 illustrate the results of adding 7.5
torr (7%), 17.5 torr (14.5%), 26.5 torr (20%), 34.0 torr (25%), and finally 42.0 torr (29%)
of helium, respectively. As more helium is added, the signal from levels v>15 diminishes
rapidly, an indication of preferential V-T relaxation of the higher levels [66,67]. At the
42 torr (29%) helium concentration, the v'=20 population has been completely quenched,
leaving levels v < 15 significantly populated. As will become clearer in the following
sections of this chapter, we will use the results of Figure 4.10 to create plasmas with what
we term “high” vibrational disequilibrium and “mild” vibrational disequilibrium.
Separate LIF diagnostic strategies, described completely in Sections 4.3 and 4.4, will be

used to obtain LIF trans-rotational temperature measurements in each case.

4.2.3.2 D.C. GLOW DISCHARGE VIBRATIONAL LEVEL POPULATIONS

In order to characterized the population of the CO X!=*(v'=7) level in preparation
to performing A-X band LIF in a mildly vibrationally excited environment, we again
used FT-IR spectroscopy to resolve (8 cm™) the CO first overtone spontaneous emission
eminating from within the positive column of the CO/He d.c. glow discharge. A typical

result for the conditions stated in Section 4.2.1.2 isshown in Figure 4.11 [48]. Notein
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Figure 4.11 CO 1% overtone spectrum at 8 cm™ resolution of the 3.6% CO/He d.c.
glow discharge at 8.3 torr.

this figure that the signal from the v’=7—5 is roughly the same magnitude as lower level
transitions, an encouraging indication that the v”=7 is populated. To quantify the
fractional vibrational populations, we have used the technique of Reference [115] to
iteratively extract the normalized VDF from this 1% overtone spectra. These results are
shown in the Boltzmann plot of Figure 4.12. In this figure, the resulting vibrational level
population fractions are overlayed with a best-fit Treanor distribution at T,.:= 400 K and
Tvib = 2500 K. The rotational temperature was prescribed based on FT-IR CO
fundamental band emission spectroscopy measurements which will be described below in

Section 4.2.4.2. It should be noted that the v"=0 and 1 populations are derived from this
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best-fit Treanor curve. Agreement with the Treanor distribution [53] is good, and we see

that under the conditions stated in Section 4.2.1.2 the v"=7 iswell populated at ~0.1%.
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Figure 4.12 Vibrational Distribution Function derived from Figure 4.11 CO 1%

overtone spectrum. Solid line is a best-fit at Tyip = 2500 K to the
Treanor distribution function [53]. Note that T, = 400 K was
chosen based upon experimental rotationally resolved (0.25 cm™)
FT-IR CO fundamental spectra as discussed in Section 4.2.4.2.
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4.2.4 ROTATIONAL TEMPERATURE USING CO FUNDAMENTAL EMISSION

4241 OPTICALLY PUMPED PLASMA

In order to provide a comparison for the LIF temperature measurements within
highly vibrationally excited plasma, to be described in Sections 4.3.3 and 4.4.3, we aso
obtained rotationally resolved (0.25 cm™) R-branch FT-IR emission spectra of the CO
fundamental, v=1—-0 band as a function of added helium under opticaly pumped
conditions [47]. These measurements were performed with 100 torr argon, 3 torr CO,
and up to 42 torr of helium with 11.4 W laser power. A typical result is shown in Figure
4.13 for the case of 42 torr helium which corresponds to the lowest spectrum in Figure
4.10. As can be seen in Figure 4.13, thirty-four well resolved, high S/N transitions
ranging between R(2)-R(5) and R(10)-R(34), can be distinguished. Also shown in
Figure 4.13 is the combined FT-IR instrument and shortpass filter response used to
correct the peak values. To attain the line-of-sight averaged temperature, background
subtracted and instrument-response corrected peak intensities were then mapped onto a
Boltzmann plot, as described in Chapter 2 (in this case the appropriate normalization is
by the rotational degeneracy of the upper vibrational level). As can be seen in the
Boltzmann plot of Figure 4.14, it is clear that a linear region exists from R(19) to R(34).
The region from R(2) to R(18) shows a pronounced non-linearity due to CO self-
absorption [112]. In order to confirm that the plasma is optically thin in the spectral

region used for the least-squares temperature estimate, we used the HITRAN 2000
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Figure 4.13 CO fundamental spectrum obtained by FT-IR spectroscopy
(0.25 cm™ resolution) and used to extract aline-of-sight
average temperature of an (unfocused) optically pumped plasma.
Gas mixture for the spectra shown in figure is 100/42/3 torr
Ar/He/CO for which a least-squares fit indicates a rotational
temperature of 393 + 10 K.

database [116] to model the self absorption caused by the ~2 cm path length of cold CO
located between the plasma and the cell window. Figure 4.14 shows the results (dashed
curve) of these calculations overlayed on the Boltzmann plot. This result indicates that
lines J~19 to 34 coincide with a spectral region of negligable self-absorption (1% or
less), indicating that we may use these points to extract the gas temperature. For O torr

added helium (upper curve in Figure 4.10, a least-squares regression of these points
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results in arotational temperature of 536 + 10 K. For the case of 42 torr helium shown in

Figure 4.13, the corresponding temperature was estimated to be 393 + 10 K.
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Figure 4.14 Boltzmann plot and temperatures obtained from FT-IR fundamental
spectra (see Figure 4.13) of the 3% CO/Ar optically pumped plasma
with (i) no added helium and (ii) 42 torr helium added (refer to Figure
4.10). Also, the extend of “cold” CO self-absorption modeled using the
HITRAN 2000 database [116] is shown.

4242 D.C. GLOW DISCHARGE PLASMA

We repeated the rotationally-resolved FT-IR measurements (described in Section
4.2.4.1) for the CO/He d.c. glow discharge and again used the HITRAN 2000 database

[112,116] to model self-absorption at 290 K. The results are similar to those shown in
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Figure 4.14 and are not repeated here. The least-squares slope indicated a line-of-site
averaged CO rotational temperature of 395 + 10 K within the CO/He d.c. glow discharge
positive column. It should be mentioned that we based the rotational temperature of the
best-fit Treanor distribution [53] (Figure 4.12) using this experimentally-derived value.
Having fully characterized the VDF’s and trans-rotational temperatures of a set of
optically pumped plasmas created with known and reproducible conditions, we now

proceed to the development and demonstration of CO single-photon LIF.

43 D'-X BAND LIF ROTATIONAL TEMPERATURE MEASUREMENTS IN

HIGHLY VIBRATIONALLY-EXCITED CO

43.1 VIBRATIONAL STATE RESOLVED LIF EMISSION

Before performing LIF temperature measurements it is essential to obtain
resolved fluorescence emission spectra in order to verify that the detected signa
originated with the CO and to identify the emission transitions that will be used,
ultimately, for the LIF temperature measurements. For these measurements, we
employed narrowband laser excitation and vibrationa state resolved detection of an
unfocused optically pumped plasma.

The tunable excimer laser used for LIF excitation has been described in Chapter
3, along with the method of the wavelength range calibration and locking efficiency. The

experimental arrangement for the flow cell, excimer laser, and data acquisition systems
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Figure 4.15 Top view of the experimental setup for LIF measurements of either the glow discharge or optically
pumped plasma. The inset shows the relation between LIF collection volume and plasma.



are shown in Figure 4.15. Note the ArF mirror (1-3% transmission) used to attenuate the
excimer laser beam in some experiments. Also, For clarity purposes, the CO laser has
not been illustrated in Figure 4.15 and we refer the reader to Figure 4.3. Figure 4.16
shows a side-view illustration of the flow cell and optical paths for which fluorescence
was collected using two separate systems. In Figure 4.16, we see that the top viewport
provided access for an Optical Multichannel Analyzer (OMA) used for resolving the
vibrational band emission. This OMA consisted of a 30 cm, /4.0 aperture, single-grating
spectrometer (Acton Research SpectraPro -300i), a nitrogen gas purged ICCD camera
(Princeton Instruments | CCD-512-EFT-6/RB-E with 1.5x fiber optic taper and 512x512
15 um CCD pixels), a camera coolant circulator (Pl CC-100), a 12 bit, 1 MHz camera
controller (Pl ST-138), a high voltage pulser (Pl PG-200), and data acquisition/post-
processing software (WinSpec/32 version 2.5.15.5). Note that the ICCD camera had
~10% overal quantum efficiency in the UV. Automated wavelength calibration of the
OMA was performed using an Hg-Ar “pen” lamp (Oriel lamp 6035 and power supply
6060) [117] and the WinSpec/32 software. Emission was collected (f/12) using a single
38.1 mm diameter, 75 mm biconvex UVES lens (*68 mm focal length at A=200 nm)
resulting in an ~3x magnification of the plasma at the image plane. We note that the
optica configuration in Figure 4.16 was chosen to approximately match the entendue of
the collection lens and OMA spectrometer [118]. The inset in Figure 4.15 displays the
subsequent collocation of the area imaged by the » 0.5 mm OMA spectrometer dlit (3
mm?), the plasma region, and the unfocused excimer laser beam (=2 cm wide x 0.7 cm
thick). The resulting imaging volume from which the LIF signal was obtained was ~ 21

mm’.
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Also shown in Figure 4.16, the bottom viewport was used to provide optical
access for acquiring LIF excitation spectra using a small, low resolution monochromator

(Jobin-Yvon H-10, 10 cm, /3.5, 1200 g/mm UV blaze) [118]. Usingal” dia,, 100 mm
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135cm
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Figure 4.16 Side-view illustration of the OMA and monochromator collection
systems used for vibrational state resolved LI1F measurements of the
opticaly pumped plasma. Spacial dimensions shown are for entendue-
matching conditions.

(=85.5 mm focal length at =200 nm) UVFS biconvex lens with the geometry shown in
Figure 4.16, the collection is at f/8 and magnification =2.5x. Front and back dlits were

chosen to be 0.5 mm (bandpass of ~4 nm, FWHM) and the monochromator was set to
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A=270 nm. The imaging volume illustrated in Figure 4.15 was ~ 28 mm’. A
photomultiplier tube (PMT) housing, mounted to the monochromator, contained a 350U
(S5) PMT (Hamamatsu R212) with ~20% quantum efficiency at 270 nm. Signals from

the PMT were fed into a 300 MHz, 5x preamplifier (Stanford Research Systems SR240)
before being processed by an SR250 gated “boxcar” integrator [14,119]. Using an
SR245 computer interface, the boxcar averaged data was plotted and stored on a PC
computer. As shown in Figure 4.15, synchronization of the laser, boxcar gates, and
OMA gate was accomplished using multichannel pulse delay generator (Stanford
Research Systems DG-535). The gate signal from each instrument was used to trigger a
multichannel oscilloscope while the laser delay was adjusted on the DG-535 pulse delay
generator. Synchronization was confirmed, using the oscilloscope traces as a guide, by
maximizing the boxcar and OMA LIF signals.

Using the computer code given in Appendix D along with the molecular constants
for the CO X [94] states and D’ [41] (see Appendix D.1.1 and D.1.2), we searched for all
possible rovibronic absorption transitions within the tuning range of the ArF laser.
Sample output from the code as shown in Appendix D.2 indicates that two vibronic
absorption bands, X(v"=20)—D’(v'=2) at 192.53 nm and X(v"=21)—D’(v'=5) at 193.13
nm, are energetically possible. To this author’s knowledge, published data for the D'-X
band Einstein A-coefficients does not exist and so the strength of these transitions were
assessed from the following semi-classical Franck-Condon argument. Figure 4.17 shows
a potential energy diagram for CO in which the vibronic manifolds were computed using
the molecular constants of References [41], [94], dong with a Morse potential

approximation [25,72]. Inthis figure, we find that the X (v'=20)—D’(v'=2) is “more
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Figure 4.17 Potential energy (Morse) diagram for carbon monoxide

illustrating the relevant vibronic manifolds and LIF
schemes.
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vertical” than the X(v"=21)—D’(v'=5) transition to either D’ classica turning point.
Thus, we expected the X (v"'=20)—D’(v'=2) absorption transition to be stronger.

Figure 4.18 shows the resulting vibrational state resolved LIF emission spectra
when the ArF laser is tuned to a peak consistent with the CO P(15) X(v"=20)—D’'(v'=2)

at #193.217 nm (see Appendix D.2). We note that this spectrum is a composite of 18
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Figure 4.18 Vibrational state resolved D’-X band LIF using the OMA
described in the text. Here, narrowband ArF radiation pumps

the X(v"=20)—D’(v'=2) P(15) absorption line with subsequent
spontaneous emission D'(V'=2)—X(V).
(*) D' (V'=0)—>X(v"); v'=21-27, (#) D'(V'=1)->X(v"); v'=25-27
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separate spectra in which a 240 nm blaze grating (2400 g/mm) was used [120]. The
excimer beam in this case was not focused into a sheet, so that the average pulse energy
and incident intensity is estimated to be <1 mJ/pulse and <40 kW/cm?, respectively.

Using the line position code given in Appendix D, the primary spectral peak
wavelengths in Figure 4.18 were unambiguously assigned to D’(v'=2)—>X(V")
spontaneous emission. When the ArF laser was tuned off resonance, the resulting signal
decreased by at least two orders of magnitude. This observation implies that the ArF
laser locking efficiency is high, giving us confidence that the observed emission is
primarily due to pumping the X(v"=20)—D’(v'=2) P(15) rotational line. It isinteresting
to note the minimum in peak intensities in the progression from D’(v'=2)—>X(v"=22) at
A~205 nm to D'(v'=2)—>X(v"=30) at A=270 nm. This spectral trend is in opposition to
the specified diffraction grating efficiencies for L and || polarization as well as the
auminum substrate reflectance curve [120], but is consistent with a Franck-Condon
“parabola” in emission as described on page 197 of Reference [25]; there are two
intensity maxima to be expected in a v’-progression (V'=constant), one at small v and a
second at large v'. This observation is also consistent with the following semi-classical
argument using Figure 4.17. In this figure, a vertical line drawn from the left D'(v'=2)
turning point intersects the X(v”) manifold at v'~10 with wavelength at A~143.7 nm,
while a vertical line from the right D'(v'=2) turning point intersects the ground state
potential surface at v"~35, corresponding to A~332.2 nm. We then expect a minimum

intensity transition to lie at the average of the two wavelength limits (i.e., Amin~ ¥2[143.7

90



nm + 332.2 nm] = 238 nm). Observe in Figure 4.17 that indeed a minimum intensity

occurs at A~235.0 nm, corresponding to the D’ (v'=2)—X(v"=26) transition.

4.3.2 LIFEXCITATION AND COLLECTION

LIF excitation spectra of an unfocused optically-pumped plasma (see Figure 4.4,

left photo) were acquired by wavelength scanning the injection-locked ArF excimer laser

Figure 4.19 Photograph showing the vertical mount and optical collection
through the top viewport using the H-10 monochromator. We
note that this configuration is the same for either the d.c. glow
discharge (shown in photo) or the optically pumped plasma.
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and collecting subsequent LIF from one particular vibronic band using the small H-10
monochromator described in Section 4.3.1. The experimental setup is similar to that
shown in Figure 4.15 except the OMA was removed and the H-10 monochromator
mounted above the top viewport window to increase collection efficiency. Figure 4.19 is
a photograph of atypical arrangement. Emission was collected (f/8) and focused onto the
0.5 mm front dit using a single 1" dia.,, 100 mm biconvex UVFS lens with a 39 cm
object/image distance (2.5:1 magnification). The back dlit was chosen to be 0.5 mm,
giving a FWHM bandpass of ~4 nm. This bandpass was adequate for regection of
Rayleigh scattering, extraneous ro-vibrational bands, and possible photochemically
induced emission. While not the primary objective of this work, we mention that the ArF
laser radiation is known to photochemicaly dissociate CO X(v”"=0) molecules,
subsequently forming excited-state atomic carbon (*P°,), and emitting to the ground state
s, at 247.9 nm [121-123]. The mechanism is known as Resonantly Enhanced Multi-
Photon Dissociation of CO (REMPD) and proceeds (in absorption) through the weak,
spin forbidden transition X*'=*(v"=0)—a’[1(v'=2) [121-123]. It is important to note that
the vibrational state resolved LIF emission spectrum shown in Figure 4.18 does not
exhibit this feature because the ArF pump beam intensity was attenuated below the
REMPD threshold. This potential source of interference will be elaborated upon in
Chapter 5 regarding PLIF imaging and temperature measurement.

Figure 4.20 shows the resulting LIF excitation spectra taken with the
monochromator grating adjusted to capture fluorescence from the (2,32) vibrational band
at 294 nm (see Figure 4.18) while tuning the ArF laser through its gain profile at arate of

1 step/s at a pulse repetition rate of 10 Hz. The average pulse energy of the unfocused
92



€6

Synthetic LIF Signal

LIF Signal, mV

L S A N — 1 o o . 5

11 [ S S Trot:500K 777777777777777777777777777777777777777777777777777
oot l by
ozttt FHL Vot
osttt b1t
o3ttt Attt 1t
o1 kA J ________ b ______
| U ‘ U : U ‘ ‘ ‘ : : | ‘ ‘
_01 | L | L | L | L | L | L | L | | |
192.9 193.0 193.1 1932 1933 193.4 1935 1936 193.7 1938 1939
L o S S o o S o 7 100
P(13) : ‘ : : : : 1%
R(16) P(15) 1 s0
ol L Ran | 170
1 60
{ 50
1 40
3 | 3 | %
o { 20
U AL { 10
| L L n

193.0 193.1 193.2 193.3 1934 1935 193.6 193.7
Excitation Wavelength, nm

193.8

0
193.9

Excimer Locking Efficiency, %
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UV beam at the cell window was estimated to be 60 mJ/pulse (intensity ~2.5 MW/cm?).
Note that the locking efficiency was measured to be 50% or better in the central portion
of the gain profile (refer to Chapter 3 for details on locking efficiency measurements).

Figure 4.20b shows a synthetic spectrum (T,,=500 K) generated using the MoleLIF code
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Figure 4.21 Experimental X (v"=20)—D’(v'=2) LIF excitation scansin an
optically pumped plasma as a function of added helium. Top
most trace is a synthetic spectrum generated using the
MoleLIF code.
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(Appendix C) assuming that laser absorption occurs within the X(v'=20)—D’(v'=2)
band. As shown in the figure, the experimental LIF spectrum displays a simple set of
paired rotational lines consistent with the R/P branches of a '=-'% transition, correlating
well with the synthetic spectrum. Note that the anomalously low intensity of the P(14),

R(17) pair is presumably due to overlap with an O, Schumann-Runge absorption which
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Figure 4.22 Experimental X(v"=20)—D’(v'=2) P(15) LIF as afunction of incident
excimer beam energy. Solid line isa cubic polynomia fit of the data
points.

95



reduces the injected seed power, and hence locking efficiency of the ArF laser.
Nonetheless, as can be seen, the line positions are in excellent agreement with the
predictions and so we have assigned the peaks to P/R branches within the
X(v"'=20)—>D’'(v'=2) absorption band. A complete listing of these theoretical line
positions are given in Appendix D.2.

Another experiment, intended to provide further evidence that the LIF originates
from X—D' absorption was performed in which the same concentrations of helium as
used in the FT-IR quenching experiments (Figure 4.10) were added to the CO/Ar
mixture. As shown in Figure 4.21, the resulting LIF signal decreases rapidly with
increasing helium concentration. Note within Figure 4.10 that with 34 torr of added
helium, the CO 1% overtone v'=20—18 spontaneous emission signal has dropped by
nearly a factor of 10, while the v'=7—5 isonly ~4. These FT-IR 1% overtone emission
results are consistent with the LIF in Figure 4.21, implying that the X(v'=20) level
population does indeed absorb the ArF laser radiation. From this data, aong with the
vibrational state resolved LIF spectra in Figure 4.18 and excellent agreement with the
rotational assignments, we eliminate the possibility that the observed LIF in Figure 4.20a
originates from the 4™ Positive band system. We conclude that the observed LIF signal is
due to single photon alowed X(v"=20)—D’(v'=2) absorption.

Recall from Chapter 2 that the LIF regime in which temperature measurements
are acquired will determine which normalization factor to use in the data anaysis. In
order to assess the X(v'=20)—D’(v'=2) LIF signa response to incident laser power, we
performed an experiment in which the unfocused narrowband ArF laser was scanned

dowly three times across the strong P(15) absorption line (refer to Figure 4.20a) for
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various incident laser energies. Beam energy attenuated was accomplished using an ArF
mirror and various CaF, windows in succession [14]. The results of this experiment are
presented in Figure 4.22 along with a cubic polynomial regression best-fit. The results
imply that the X(v’=20)—D’(v'=2) P(15) absorption saturates at ~60-70 mJ/pulse

(unfocused) laser energy (=2-3 MW/cn).

4.3.3D’-X BAND ROTATIONAL LIF TEMPERATURE RESULTS

For temperature measurements, it is optimal to utilize absorption lines faling
within aregion of high ArF laser locking efficiency, while avoiding those which overlap
the strong ambient O, Schumann-Runge absorption bands. In Figure 4.20a, we find that
the P(15), R(18), P(17), and R(20) absorption lines appear to be reasonable choices for
our measurements. Based on the results shown in Figure 4.22, we have assumed the D'-X
LIF to be saturated since the incident excimer beam intensity was at least 2.5 MW/cm?
for al temperature measurements. Both the “Two-Line” and “Boltzmann plot” methods
are used to estimate the temperature as discussed in Chapter 2.5. The Two-Line
measurements used background subtracted peaks obtained from slow excitation scans (1
steps/s) over the entire gain profile, while the Boltzmann plot data were obtained by
slowly (0.5 step/s) tuning the laser across only the P(15), R(18), P(17), and R(20) six to
seven times. Figure 4.23 displays the resulting Boltzmann plot with temperature results
obtained using a least-square fit [95]. In the figure, the upper set of data was obtained by
focusing the excimer laser beam into a ~300 um thick x 2 cm wide sheet [75] using a 40

mm x 25.5 mm, 500 mm focal length (454 mm at 193 nm) cylindrical plano-convex
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Figure 4.23 Boltzmann plot of X(v"=20)—D’(v'=2) LIF along with
least-squares fit of data and extracted rotational temperatures.

UVFES lens (CVI Laser Corp. RCX-40.0-25.4-254.3-UV). The average temperature from
aleast-squares fit, is608 + 130 K (2c) where the standard deviation isc ~ 130 K. Recall
that the corresponding FT-IR measurement in Section 4.2.4.1 gave 536 + 10 K (15). A
repeated measurement using an unfocused ArF beam (FWHM profile =7 mm thick x 2.0
cm wide [101]), shown as the lower set of data in Figure 4.23, gave 536 + 103 K (20).
We also mention a measurement [47] (not shown) using the excimer sheet which gave

442 + 95 K (20) while the associated FT-IR result was 454 + 14 K (10).
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Branch

Peak | VA% | RetioSwn | Dmn | |AE] (em™) | T(K) Tag (K)
(au.) 2% + 20
P(15) | 129 531
1.1727 0.88406 103.588 +100
P(17) 11.0 - 508
+ 86
R(18) | 95 486
1.3014 0.90358 122.318 + 72
R(20) 7.3 +

Table4.1 Two-line data, ratios, and temperatures obtained using a ArF beam
focused into a sheet. Dataobtained on 11/16/01. FT-IR result
gave 536 + 10 K. “Accuracy” = + 50 K.

Branch

Peak | VA% | RetioSun | Dmn | 1Al Y | Tk) | T2 ®)
(a. U.) + 26 +2
P(1s) | 127 514
11651 | 088406 | 103588 | o,
P17) | 109 B 460
R(18) | 107 377 =
14459 | 090358 | 122318 | [0
R20) | 74 B

Table 4.2 Two-line data, ratios, and temperatures obtained using a ArF beam

focused into a sheet. Dataobtained on 11/16/01. FT-IR result gave

536+ 10 K. “Accuracy” =~ = 50 K.
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Branch
Pek | VA | RetioSun | Dmn | [AE| @) | Ty | T2 ®)
(au.) 2% *+ 20
Ps) | 9.2 520
11795 | 088406 | 103588 | “e-
Pa7) | 7.8 o7
+08
R(18) | 7.5 -
12295 | 090358 | 122318 | >~
R20) | 6.1 +

Table 4.3 Two-line data, ratios, and temperatures obtained using an unfocused
ArF beam. Data obtained on 4/25/03. “Accuracy” ~ + 50 K.

Temperature measurements obtained using the Two-Line method are shown in
Table 4.1 and 4.2 below using the focused UV “sheet” as well at Table 4.3 using an
unfocused ArF beam. Referring to the notation in Chapter 2, Section 2.5.1, the tables
display background subtracted peak values in arbitrary units, the ratio Sm:n, the (saturated)
exponentia prefactor Dn, the energy separation of the two lines, the resulting “branch
temperature”, and the average of the two branches. These Two-Line temperature
measurements are in good agreement with the FT-IR and D’-X band LIF results. The 2c
confidence intervals, computed using Equation 2.50 in Chapter 2, Section 2.51, indicate a

precision of £100 K and “accuracy” of = 50 K.
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4.4. A-X BAND LIF ROTATIONAL TEMPERATURE MEASUREMENTS IN

HIGHLY AND MILDLY VIBRATIONALLY EXCITED CO

44.1 VIBRATIONAL STATE RESOLVED LIF EMISSION

In a manner similar to that performed for the D’-X band, we repeated the
vibrational state resolved LIF emission measurements for the A-X bands using highly
vibrationally excited CO created within an unfocused optically pumped plasma (see
Figure 4.3 and Figure 4.4, left photo). The same apparatus, described in Section 4.3.1
and Figures 4.15, 4.16, were used. The only changes are with respect to the LIF
excitation scan monochromator; (i) we now used a UV optimized PMT (Hamamatsu
250S R166UH) having ~30% quantum efficiency at 200 nm, (ii) the front and back dlits
were 1.0 mm and 0.1 mm, respectively, giving a bandpass of ~8 nm (FWHM) (iii) the
center wavelength was set to A~ 201 nm. It is important to note that the OMA gate was
set to 100 ns.

The computer code and data given in Appendix D, D.1.1, and D.1.3 was used to
search for al energetically possible vibronic absorption bands accessible to the ArF laser
at 193 nm. Two bands, reasonable from a semiclassical Franck-Condon argument, were
found; the X'E*(v'=7)->A'I(v'=1) and X'T*(v'=12)->A'TI(v'=8). The X(7)—A(1)
vibrational wavelength is computed to be 193.11 nm while the X(12)—A(8) was 193.62
nm. Appendix D.3 shows a sample output of expected X(7)—A(2) rotational P, Q, and R

branch absorption line positions.
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Figure 4.24 shows the resulting vibrational state resolved LIF emission spectra
when the narrowband ArF laser was tuned to the X(7)—A(1) Q(10) line at (calculated)
193.20 nm. We note that similar specta were obtained pumping the X(7)—>A(1) Q(17)
and P(12) lines at 193.36 nm and 193.38 nm, respectively. In this case, the incident

excimer beam was unfocused and attenuated (~1 mJ/pulse = 1~42 kW/cm?) by using an
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Figure 4.24 Vibrationaly resolved LIF spectrum generated using the narrowband
ArF laser to pump the X'*(v'=7)—>AI(v'=1) Q(10) rotational line.
When tuned off resonance, the signal decreased by ~70x (see lower
trace near bottom of plot).
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ArF turning mirror as shown in Figure 4.15. We note that the spectrum in Figure 4.24 is
a composite of 8 separate spectra acquired using a 2400 g/mm grating blazed at 240 nm
[120]. When the laser was tuned off resonance, the signal decreased by ~70x, an
indication that the broadband ArF radiation component is relatively small and hence the
locking efficiency is high. In highly vibrationally excited CO plasmas, it is known [60]
that electron-mediated electronic state population transfer from high-lying X*£(v>39) to
A'TI(v<5) leads to spontaneous 4™ Positive emission. The strength of this emission, for
our conditions, was assessed by obtaining vibrationally resolved spontaneous emission
spectra of the blue glow (i.e, without ArF laser excitation) using the same optical
collection as that of the LIF spectrum of Figure 4.24. Our results indicate that the
spontaneous 4™ Positive emission due to electron-mediated E-V transfer was ~5 orders of
magnitude less than that due to the LIF shown in Figure 4.24 since the total exposure
time of the OMA required an increase from 2us to 200 ms in order to achieve a total
pixel count of ~700,000.

With the aid of the line position code (Appendix D), nearly all the emission bands
within Figure 4.24 have been assigned. The important assignments have been label in the
figure. Note that the A—>X emission lines labeled (1,6), (1,8), (1,9), and (1,10) are
present, consistent with our hypothesis that we were directly pumping a rotational line
within the X(7)—A(1) band. That this hypothesis is reasonable can also be argued from
the standpoint of the Einstein A-coefficients given in Appendix A, Table A.2. In this
table, we see that the strength of the A(v'=1)—X(Vv") spontaneous emission decreases

monotonically by two orders of magnitude as v” increases from 4 to 8. While the (1,6)
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appears to have the same intensity as the (1,8) in Figure 4.24, we note that it lies within
the VUV and is more strongly attenuated by the ambient O, present within the 72 cm
optical path between the flow cell and ICCD photocathode surface (42 cm from cell
window to the dit plus 30 cm within the OMA spectrometer). The influence of the
Schumann-Runge absorption at the edge of the VUV s illustrated in Figure 4.25 which
displays an experimentally obtained transmission spectra taken from Reference [124]. In
this figure, we find that there are sharp variations in transmission in the ~180-195 nm

range that, without purging or vacating the optical path, must be considered when

o WWW

Transmissivity (%)
&
I
———

175 180 185 190 195 200
Wavelength (nm)

Figure 4.25 This high-resolution (0.05 nm spectral bandwidth), deep-UV
spectrum of molecular oxygen shows total optical transmission
between 175 — 200 nm, illustrating the strong influence of the
Schumann-Runge bands in this spectral region. Note that the fine

structure is due to the rotational P/R branch triplet absorption.
Taken from Reference [124].
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analyzing the 4™ Positive band emission intensities. Furthermore, we note that the OMA
grating efficiency has a sharp cutoff below 200 nm [120]. Thus, with the exception of the
(1,9) at 202.68 nm, the (1,6), (1,8) and (1,10) emission intensities labeled in Figure 4.24
follow the trend given by the Einstein coefficients in Table A.2.  Note that the data in
Table A.2 implies that the (1,8) emission intensity at 200.70 nm should be half that of the
(1,9) at 208.81 nm. Since both these transitions lie outside the VUV they may be directly
compared (see Figure 4.25). However, in contradiction to this expectation, we actually
find the (1,8) is actually about twice the (1,9) as shown in Figure 4.24. The reason for
this is not clear, but perhaps indicates an error in the Einstein-A coefficients given in
Appendix A, Table A.2.

The emission spectrum within Figure 4.24 exhibits additional features worth
noting. In that spectrum we have been able to unambiguously assign transitions
originating from the lower A(v'=0) as well as those higher than the directly pumped
A(v'=1) level. Specificaly, we note the (0,5-9) as well asthe (2,v") , (3, v") bands. Not
shown in this figure are numerous peaks of low intensitiy that correlate well with levels
4< V' 9. The fact that we observe vibrational population transfer on atimescale < 100 ns
(OMA gate) suggests that the frozen vibrational level assumption, used in deriving the
LIF model developed in Chapter 2, is not strictly valid under the present conditions.

Figure 4.26 shows a vibrationa state resolved emission spectrum obtained by
exciting a rotational line within the X(12)—A(8) band. Again, we have been able to use
the line position code to attribute the most intense emission to (8, v'=13-21) as well as

the (7, v'=11-20), (9,v"=13-21), and (10,v"=19,20) progressions.
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Figure 4.26 Vibrationaly resolved LIF spectrum generated using the narrowband
ArF laser to pump a rotational line within the X'T*(v'=12)—
A'T1(v'=8) absorption band.
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442 LIFEXCITATION AND COLLECTION

Using the vibrational state resolved emission shown in Figure 4.24 aong with the
transition probabilities in Table A.2, the strongest emission (due to to X(v'=7)—>A(v'=1)
laser excitation) is the A(v'=1)—X(v"=6) at 186 nm. Concerns of systematic errors due
to VUV O, Schumann-Runge band absorption of CO A-X rotational emission lines,
however, prompted us to collect the dightly weaker A(v'=1)—>X(v"'=8) at 200.8 nm. We
note that this transition was sufficiently strong to obtain high S/N data. Since this
A(1)—X(8) band is also relatively close to the ArF 193 nm excitation line, we wished to
verify that stray light and Rayleigh scattering levels would be adequately rejected by the
H-10 monochrometer. We characterized this monochromator using Rayleigh scattering
of broadband ArF laser radiation within ambient room air. The monochromator grating
was tuned by hand in steps of ~0.1 nm with the boxcar averaged PMT signal recorded at
each step. The results, shifted to coincide with the A(1)—X(8) emission line at 200.8
nm, are shown in Figure 4.27 for a fixed back dlit of 0.1 mm and various front dit
apertures. From these results we find the 1.0 mm front/0.1 mm back slit combination
gives an ~8 nm FWHM bandpass but may transmit a small fraction of the Rayleigh
scattered component. Furthermore, when the center wavelength is set to pass A(1)—X(8)
emission line at 200.8 nm, a possible source of interference, under extreme vibrational
excitation, will arise from the coincidentally overlapping D'(v'=2)—X(v"=21) emission

at 199 nm (see Figure 4.18).
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Figure 4.27 Bandpass characterization of the H-10 monochromator.
Back dlit fixed at 0.1 mm, front dit varied.

We repeated the LIF excitation spectrum scans for the A-X band using the
experimental setup previously described in Section 4.3.2 and shown in Figure 4.20a.
Figure 4.28a shows an experimentally obtained 4™ Positive excitation spectrum obtained
for an optically pumped plasma created by a focused CO laser beam (see Figure 4.4, right
photo). Inthis case, the incident ArF laser beam was focused into a sheet as described in
Section 4.3.3. Since the maximum incident laser energy was measured to be ~46

mJ/pulse, we estimate the beam intensity to be ~45 MW/cm?. The LIF emission volume
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was ~3 mm®. Note that the locking efficiency was ~60% or better except in spectral
regions where ambient O, absorption diminishes the oscillator/amplifier radiation.

Using the line position code in Appendix D, we were able to identify nearly all
the spectral peaks intensities (for clarity, we have not displayed all assignments in Figure
4.28a). Assignments within the range 193.1 nm — 193.2 nm were, however, complicated
by the spectral overlap of conjested features and extraneous lines due, presumably, to the
coincidental D'(v'=2)—X(v"=21) emission as mentioned above. Four peak intensities,
relevant to Planar LIF imaging in Chapter 5, have been highlighted in Figure 4.28a;
Q(10), P(10), Q(17), and P(17).

Figure 4.28b shows a synthetic saturated LIF spectrum generated using the
MoleLIF code (Appendix C), and molecular constants in Appendix A, Table A.3. It is
important to note that the excimer intensity and locking efficiency in the synthetic
spectrum was assumed to be constant. The temperature of the synthetic spectrum was
chosen to be T,«=750 K based on a heuristic comparison of peak ratios in the 193.2 —
193.7 nm range. While this temperature is reasonable (see Figure 4.1 for the case of a
focused CO laser beam and 3.5% CO/Ar mixture), a more systematic and accurate
method of extracting the rotational temperature will be discussed below in Section 4.4.3.
Finally, note the excellent agreement of the bandhead positions, especially the
X(v"=12)—A(v'=8) absorption band where the excimer locking efficiency is about 50%.

Before making any A-X band LIF excitation scans to extract rotational temperature,
it was deemed necessary to determine the incident excimer laser intensities which
correspond to the linear and saturated signa regimes. To do this, we performed 15

excitation scans similar to that shown in Figure 4.28(a) (using the same plasma
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conditions) in which the beam intensity was varied over a range spanning at least five
orders of magnitude. Since these spectra were obtained using different PMT voltages
(ranging from -400 to -700 VDC) and optical collection efficiencies, atwo-line technique
was used in which we compared the Q-to-P branch peak intensities originating from the
same ground J’ rotational level. This Q/P ratio was expected to be a function of only the
incident spectral irradiance in the high-J’ limit so that an experimentally obtained
intensity plot (see Chapter 2.3, Figure 2.2) would expose the linear and saturation

regimes.
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Figure 4.28 (a) Lower; Experimental LIF excitation scan due to X (v'=7)—>A(v'=1) absorption.

(b) Upper; Synthetic spectrum generated using MoleLIF.
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Table4.4 Q(J")+P(J") ratios obtained from 15 separate A-X LIF excitation scans with ArF laser intensities
gpanning 5 orders of magnitude. Also shown istheoretical ratios for J'=10 and 17.




Only excitation lines lying within regions of high locking efficiency and low
Schumann-Runge absorption were used in this saturation study; Q(10)+P(10),
Q(11)+P(11), Q(12)+P(12), and Q(17)+P(17) (refer to Figure 4.28a and Appendix D.3 for
line positions). Excimer beam attenuation was performed using a combination of ArF
turning mirrrors and CaF/UVFS windows. Table 4.4 shows experimental results for
J'=10, 11, 12 and 17 transitions as well as theoretical ratios for J’=10 and 17, as
computed using the MathCad™ program listed in Appendix B. It isimportant to note that
the theoretical Q/P ratios were obtained using the Einstein A-coefficients listed in
Appendix Table A.2, A'TI(v'=1) CO/CO and CO/Ar quenching cross-section data listed
in Appendix Table A.1, and by assuming an excimer narrowband linewidth of 0.5 cm™
(15 GHz FWHM).  Previoudly, in Chapter 3, we have demonstrated that this is a
reasonable approximation to the excimer narrowband linewidth in the region of high
locking efficiency. We note that the results of this calculation (Appendix B) indicate
1F~ 1 MW/em® and 199 0.5 MW/cn?? at 500 K for a 3% COJAr mixture with the
vibrational population fraction assumed to be f,=7 = 0.5%.

As detailed in Chapter 2, for large J' we expect that the Q/P ratios will approach
two in the unsaturated limit and unity in the saturated limit. To aid in interpreting this
data we have, for a given intensity, averaged the ratios across the columns and placed the
result in the column lableled “Expt. Average”. Figure 4.29 shows a plot of the
experimentally obtained ratios along with the averages. We note that the data within the
parentheses of column “J” = 10 Expt” has not been plotted in Figure 4.29 since they are

believed to be “outlying” points [95]. Figure 4.29 also displays the theoretically obtained
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values listed in Table 4.4. In Figure 4.29 we find that the experimental averages are in
excellent agreement with the theoretical expectations for both J' = 10 and 17. These
results lend confidence that we can determine the LIF regime from the estimated incident

laser intensity and hence, the proper normalization.

4_ ................ Lo Coo
V  Expermenta Average
—— Theory; J' =10

------- Theory; J' = 17

Intensity Peak Ratio Q(J")/P(J")

0 . L .
1e-0052 3450.00012 3450001 2 3456001 2 3456 01 2 345687 2 3456 10 2 3456 100

Incident Narrowband Excimer Intensity, MW/cm?

Figure 4.29 Plot of both experimental and theoretical Q(J")+P(J’) ratios given in
Table 4.4 as afunction of ArF laser intensity.
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4.4.3 A-X BAND ROTATIONAL LIF TEMPERATURE RESULTS

4431 HIGHLY VIBRATIONALLY EXCITED CO

Figure 4.30 shows the results of two LIF excitation scans at 1 step/s taken within an
optically-pumped plasma created by an unfocused CO laser beam. Figure 4.30a
corresponds to an incident excimer beam intensity I~ 0.04 MW/cm? while that of Figure
4.30b is ~4 MW/cn?. Using the results shown in Figure 4.29, we find the spectrum of
Figure 4.30a corresponds to unsaturated, linear LIF while that of Figure 4.30b is partially
saturated. To demonstrate the consequences of using the proper normalization function
to extract rotational temperature, we have employed the Boltzmann plot method as
detailed in Chapter 2.5.2 to analyze both excitation scans in Figure 4.30. Under the
assumption that the LIF regime is linear, we used the appropriate Honl-London factors
for the P and Q branches to normalize the peak intensities shown in Figure 4.30a, with
the resulting Boltzmann plot shown as the uppermost set of points (m) in Figure 4.31. In
this case, note that both P/Q branch peak intensities fall close to the least-squares fit line
that results in a 2c rotational temperature of 528 + 51 K This case contrasts that of the
partially saturated peak intensities shown in Figure 4.30b, which have been improperly
“line- strength” normalized and plotted as the lower two data sets in Figure 4.31. Note
the offset between the P (A) and Q (e) branches. As discussed in Chapter 2.5.2, this is
expected because the P branch saturation intensity is about half that of the Q-branch, and

has not been properly accounted for by the normalization. Also, note in Figure 4.31 that
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Figure 4.30 A-X LIF excitation spectra (a) unsaturated, linear regime, (b) partially saturated regime.
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Figure 4.31  Boltzmann plot using “line-strength normalization of peak

intensities given in Figure 4.30. Top data set taken under the linear
LIF regime has been properly normalized. The lower two sets show
an offset in the P-Q branches due to improper normalization. A=P-
branch, e=Q-branch, m= combined Q and P-branch data.
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Figure 4.32 Boltzmann plot of same data shown in Figure 4.30 except the
partially saturated case has been “degeneracy” normalized.
The P-Q branch offset nearly vanishes since the proper
normalization is used. A=P-branch, e=Q-branch, m=
combined Q and P-branch data.

the temperatures have been extracted separately for each branch; Tp =525 £ 25 K and Tg
=448 + 25 K, giving an overall average of T = 486 + 25 K. Recall from Section 4.2.4.1
that the FT-IR rotational temperature of a similar optically pumped plasmagave T = 536
+ 10 K.

When the peak signals of the saturated LIF excitation scan shown in Figure 4.30b
are properly analyzed using ‘“degeneracy” normalization (Chapter 2.5.2.2, Equations
2.70a,b), we find that the P-Q branch separation nearly vanishes as shown in the lower

data set of Figure 4.32. We attribute the small offset between the four higher J-values to
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partial saturation. In this figure, we see that a single least-squares fit can now be made
resulting in a rotational temperature T = 503 + 50 K For comparison, the linear regime
LIF Boltzmann plot has been reproduced from Figure 4.31 and shown as the upper data

set in Figure 4.32.

4.43.2 MILDLY VIBRATIONALLY EXCITED CO

Using the CO/He d.c. normal glow discharge under mildly vibrationally excited
conditions as described in Sections 4.2.1.2 and 4.2.3.2, along with the apparatus setup
shown in Figures 4.15 and 4.19, we performed spatially averaged LIF temperature
measurements using the Boltzmann plot method. Figure 4.33a shows a typical LIF
excitation scan obtained at a Slow scan rate (1 step/s) using a beam energy measured to be
~60 mJ/pulse in the center portion of the ArF gain profile. The excimer beam was
focused into a sheet, resulting in an intensity of ~60 MW/cm®. We performed
caculations similar to those shown in Appendix B using the CO/He A'TI(v'=1)
guenching cross-section data shown in Appendix A, Table A.1, finding that the saturation
intensities of the rotational branches are similar in magnitude to those of the CO/Ar
optically pumped plasma. Thus, we expect that the absorption features shown in Figure
4.33a are well within the saturated LIF regime. For comparison, Figure 4.33b shows a
synthetic spectrum generated using the MoleLIF code assuming that T,=300 K. Using
the degeneracy normalized peak intensities of the spectrum shown in Figure 4.33a, we
obtained a least-squares rotational temperature of 306 + 32 K [49]. We note that FT-IR

temperature measurements were not obtained for comparison using this particular d.c.
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glow discharge experiment. However, FT-IR measurements were performed 12 months
prior under similar conditions, giving 395 + 10 K. The associated A-X band excitation
spectra were similar to that shown in Figure 4.33a, and the resulting least-squares
temperature was 432 + 44 (2c) K, implying an accuracy of +50 K obtained using the

Boltzmann plot method.
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CHAPTER 5

PLANAR LIF IMAGING AND TEMPERATURE MEASUREMENTS

USING THE CO A-X AND D’-X BANDS

5.1 PLANAR LASER INDUCED FLUORESCENCE

In Chapter 4 we used singlephoton CO X(v'=20)-»D'(v'=2) and
X(v"'=7)—A(v'=1) LIF to perform spatially averaged temperature measurements within
both extreme and mildly vibrationally-excited CO plasmas. The background subtracted
LIF transition peaks had sufficient S/N to provide £50 K (2c) accuracy. In this chapter,
we present spatially resolved temperature measurements within model plasma
environments (see Chapter 4) using Planar L1F (PLIF) imaging.

The primary goal of PLIF imaging was to demonstrate single laser “shot”
temperature measurements within a vibrationally-excited CO plasma. In general, this
capability is important because it can provide spatially resolved measurements of
temperature and species concentration within time-varying flowfields [14-
17,23,26,27,29,125-128]. We have addressed the following three important issues
bearing upon the outcome of our proof-of-concept measurements; (i) as compared to the

LIF measurements in Chapter 4, the smaller PLIF measurement volume associated with
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image formation onto a CCD array results in a reduction of the signal per pixel, (ii)
replacement of the monochromator requires a suitable imaging filter to reject interfering
radiation, and (iii) sufficient temperature measurement sensitivity must be maintained by
choosing sufficiently rotational transitions having a large energy separation (see Chapter
2, Section 5.2.1, Equations 2.48 and 2.50) while aso resulting in high signal-to-noise
ratio (S/N) PLIF images.

To perform PLIF imaging, the laser beam is formed into a thin “sheet”, directed
into the flow region of interest [14-17]. A synchronized camera, usually oriented
perpendicular to the plane of the sheet, is used to record the subsequent LIF eminating
from within the small “slice” volume during the laser excitation time period. Figure 5.1

illustrates the typical geometry in which the camera lens optics are represented by an
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Figure 5.1 Typical geometry for planar LIF imaging of illuminated flowfield.
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equivalent lens aperture and principal points separated by distance AP [129]. Also shown
in the figure is the object-to-lens distance s;, the lens-to-image (on photocathode)
distance s, the ICCD camera photocathode, and the CCD chip pixel array.

Due to the extended size of the laser beam necessary for planar imaging, the
signal available from each volume element AL x AW x tgeet in most PLIF experiments is
low relative to the signal available in ordinary pointwise LIF [15,16]. Recall in Chapter
4, Sections 4.3.3 and 4.4.2 that we acquired LIF temperature measurements using a laser
sheet of dimension W~20 mm wide x tge~0.03 mm thick with average beam intensities
of 34 MW/cnm? (D’-X) and =4 MW/cm? (A-X), respectively. Although the SIN was
adequate, it is not clear from these experiments whether single-shot imaging is possible
since the data was boxcar averaged at a 10 Hz laser repetition rate. In addition, the total
signal resulted from photons emitted from a relatively large collection volume (Vo = 20
mm°) and accumulated on a relatively large cross-sectional area photomultiplier tube
(PMT).

Using the geometry and nomenclature given in Figure 5.1 along with Equation
2.20 in Chapter 2, we find the photoelectron generation rate (i.e., “signal”) per pixel for
the linear LIF regime under a given object-to-CCD image magnification m = 1.5-L /AL

= | -sy/s: | and f-number (denoted here smply as f/# or f) is[14]

3BlZEL . ALpixm

AS" Yn |
32CAV ., f2[L+mf 21l

pix

= nB(Tf,. (5.2)
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where n° is the total population number density, B(T) is the temperature dependent
rotational Boltzmann fraction, f,~ is the vibrational level population fraction, Bi, the
absorption Einstein coefficient, Avia IS the laser narrowband component linewidth
(FWHM), E. the average energy within the magnified pixel element AL x AW (see
Figure 5.1), Luix the pixel length, Y3 is the fluorescence quantum yield, and n is the
combined detector quantum efficiency and bandpass transmission. In the saturated LIF

regime we find from Equation 2.26 in Chapter 2

coll 9A 1
AST;':( = nOB(T)fV,,- A, . zplx sheet n , (5.2)
{u 9, } 64f 2[1+m[
9

coll

where A, is the sum of Einstein A-coefficients corresponding to collection band
photons, g, g» are the lower and upper state degeneracies, respectively, Agix=L pix-Whix IS
the pixel area, and ts.e IS the laser sheet thickness. Equations 5.1 and 5.2 both include
the 1.5:1 fiber optic taper ratio from the ICCD camera Micro-Channel Plate (MCP)
phosphor screen to the CCD chip. Note that for a fixed magnification, both expressions
depend inversely upon the sguare of the f/#, so that it becomes important to pay careful
attention to collection efficiency. More important, however, is the linear dependence of
the average beam energy E; within the magnified pixel element AL x AW in Equation 5.1
and illustrated in Figure 5.1. In typical PLIF imaging applications, the laser energy is
generally not large enough to produce saturation in which the signal becomes

independent of E; and Y,, as shown by Equation 5.2 [14]. Consequently, the
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measurements obtained using linear regime PLIF need to be corrected for any spatia
variations in fluorescence quantum yield and laser sheet energy [14,17,130]. However, to
avoid complicating issues involving correction factors, we have attempted to explore
proof-of-concept PLIF imaging and temperature measurements as close to the saturated
regime as possible.  While the unintentional imaging of non-saturated fluorescence
induced by sub-threshold spatial and temporal intensity variations is certainly an
important consideration [14], we have placed it secondary to the issue of spectra
interferences and choice of imaging filters. These filtering schemes will be discussed

below in Sections 5.2.1 and 5.3.1 for the A-X and D’-X bands, respectively.

5.1.1 PLIFEXCITATION AND COLLECTION

The experimental setup for the PLIF imaging, shown in Figures 5.2 and 5.3,
closely follows that previously described in Chapter 4, Section 4.3.1. Figure 5.2 shows a
side-view illustration of the optical collection arrangement relative to the flow cell
geometry. Figure 5.3 is a top view of the experimental arrangement for the flow cell,
ArF laser, and data acquisition systems. Synchronization of the ArF laser, ICCD camera,
and boxcar averaging system again utilitized a multichannel delayed pulse generator.

Notice in both figures that we have replaced the Optical Multichannel Anayzer
(OMA) with a vertically mounted ICCD camera fitted with a 105 mm UV-Nikkor lens
(spectral range of 190 nm to 1300 nm) with apertures /4.5, /5.6, f/8, /11, f/16, f/22, and

/32 and magnification range 0.0155 < m < 0.5050 [129]. The distance between principal

points, AP, is9 mm as shown in Figure 5.1 [129]. As described in Chapter 4, Section
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4.3.1 and shown in Figure 5.2, the LIF resonance peaks were monitored with the small H-
10 monochromator as the ArF laser wavelength was tuned.

The ICCD camera (Princeton Instruments | CCD-512-EFT-6/RB-E), which was part
of the previous OMA system, consisted of a Gen Il UV-NIR Enhanced (180-800 nm)
intensified photocathode 1.5:1 fiber-optically coupled to a 512x512 CCD array with pixel
Size Lpix = Whpix = 15 um (see Figure 5.1) [131]. The photocathode Quantum Efficiency

(QE) was 13 % in the 150-300 nm range for a5 ns exposure. The camera gating had an
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Figure 5.2 Side-view illustration of the ICCD camera used for PLIF
imaging and the entendue-matched L 1F monochromator
collection systems.

127



8¢t

Boxcar <«— from Energy Meter
Averagers
&
X -Pr lifi <<
> eanl 1ers Boxcar Trigger A
ICCD Camera
(mounted above cdll)
LIF Mono. ;
(below call) Y Oscilloscope
ICCD Gate
I [ Monitor
G} ICCDH.V. ICCD P.C.
| [N Pulse and Pulser
Cylindrica — A
Focusing ICCD Trigger
Lens 9
— .
- ArF Mirror Delayed Pulse
to Boxcar Energy [l \/ attenuator Generator
Meter ¢ Laser Trigger
Tunable Excimer Laser =

N

Figure 5.3 Top view of the experimental setup for PLIF imaging of either the glow discharge or optically

pumped plasma.

192.8 - 193.8 nm




on/off ratio of 5x10°%1 with a sensitivity of 1-35 “counts” per photoelectron, depending
on the variable gain setting, which ranged from 0 to 1000 (arbitrary units). Using the 12
bit A/D converter, the image dynamic range was 2 = 4096 “counts”. Nonuniformity of
pixel response was quoted as 12%. The CCD readout noise was 1-1.5 counts/pixel-
second) in Gate mode. Detection of extremely weak signals is typically limited by the
dark current of the intensifier’s photocathode, refered to as the Equivalent Brightness
Intensity (EBI). The EBI for this camera is quoted as being < 5 counts/pixel-seconds,
which represents < 0.1% of the 12-bit A/D dynamic range. The camera controller (PI
ST-138) regulates the temperature of the CCD array via a Peltier effect thermoelectric
cooler in order to reduce this “dark current” noise response. For all measurements in this
chapter, the camera temperature was set to —34 °C, which required that the camera
housing be continuously flushed with dry nitrogen gas so that condensation did not form
on the CCD or photocathode. All statistical analyses of image S/N within this chapter are

based on the assumption of photon-noise limited ICCD camera operation [14,132].

5.1.2 A-X AND D’-X BAND PLIF FOR THE OPTICALLY PUMPED PLASMA

Recall from Chapter 4, Section 4.4.2 (also Figure 4.29) that the P and Q-branch
saturation intensities for a 3% CO/Ar mixture at 100 torr and 500 K were estimated to be
~1 MW/cm? and ~0.5 MW/cm?, respectively. As mentioned above, we desired to work
within the fully saturated regime (I/I** > 10) to avoid complicating issues of local energy
variations. However, high intensities have the potential to induce photochemical

processes [14] that may lead to further quenching and/or spectral interferences (e.g., CO
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REMPD [121-123] as discussed in Sections 5.2.1 and 5.3.1). A set of calibrated neutral
density filters was not available, so we chose to attenuate the ~65-80 mJ/pulse ArF beam
with a 45° ArF turning mirror (=1-3% transmission) as discussed in Chapter 4, Sections
4.3 and 4.4. Thisisillustrated in Figures 5.3 and 5.4 (left photograph). Note in Figure
5.4 that we also used a 2.3 cm x 1.0 cm aperture to mask some of the low energy,
broadband amplified spontaneous emission (ASE) [107] at the beam edges.

The laser sheet, 2 cm x 300 um (FWHM), was formed using a single 500 mm
UVFS cylindrica planoconvex lens (F454 mm at 193 nm). We have estimated the
resulting laser intensity, called the “HighUV” case, to be =0.7 - 2.2 MW/cm? so that for
the A-X P(10) and Q(10) transitions, 1/1™ ~0.7 - 2.2 and I/I™ ~1.5 - 4.5, respectively.
Unfortunately, both of these intensity ratios lie within the non-linear LIF regime with the
Q-branch being closer to saturation than the P-branch (see Chapter 2, Figure 2.2 and
Chapter 4, Section 4.4.2 and Figure 4.29). For this reason we have used only the Q-
branch for A-X PLIF imaging. Saturation studies of the D’-X band P(15) transition in
Chapter 4, Section 4.3.2 (Figure 4.22) indicated that I5™ ~ 2 MW/cm® so that the
resulting PLIF is probably only partially-saturated.

We performed an additional set of experiments in which a set of seven CaF;
windows (=37% total transmission) were introduced after the ArF mirror. The intent was
to characterize the influence of possible photochemically-induced emissions (to be
discussed below) that have a potential to interfere with the desired fluorescence. This
attenuation stack/ArF mirror combination is shown in the right photograph of Figure 5.4.

The resulting sheet intensity, referred to as the “LowUV” case, was ~260 — 800 kW/cm?.
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Figure 5.4 Left: photograph of the ArF attenuation mirror, ASE mask, sheet-forming
lens, and energy meter. Right: CaF, window attenuation stack placed
between the mask and ArF mirror.

The camera image was brought into focus on a paper Modulation Transfer
Function (MTF) test pattern placed horizontally within the cell and bisecting the axis (see
Reference [139]). The ArF laser sheet height was then adjusted to match the plane of the
MTF pattern by observing the visible fluorescence on the paper’s edge. Since the
imaging depth of field was ~4x greater than the laser sheet thickness at lens aperture
/4.5, the alignment was not particularly difficult. Once the sheet was established within
the object plane of focus, the alignment could not be disturbed. The CO laser beam
height was adjusted, using the C, Swan “blue glow” as a visual guide, to be coincident

with the ArF laser sheet.
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The demagnification for all optically-pumped plasma images was chosen to be
m=0.5 (in practice, we confirmed that m~0.49 using test images) using a 2 cm extension
ring so that the axial extent of the plasma PLIF image filled the entire width of the CCD
chip (512x512 pixels, ALix=15 um, Lccp=Wcpp=7.68 mm). As shown in Figure 5.2, the
lens-object distance was $,=31.5 cm, leading to a 23.6 mm x 23.6 mm field of view, a
resolution of ~200 um (5 pixels), ~1 mm depth of field at lens aperture /4.5, ~3 pixel
diameter “circle of least confusion”, and an optical collection efficiency Q/4rn ~ 0.06%
(f/13.5) (see Appendix E) [133]. The collection volume for a single pixel was ~6x10
mm? (note that this is~10"x smaller than that of the LIF).

Two different imaging filters were used to mitigate spectral interference,
depending upon the LIF bands being explored. For A-X band PLIF we used an aqueous
urea filter [134] while for the D’-X PLIF imaging we used a Schott™ UG-11 filter glass
[135]. The sources of spectral interference and the transmission characteristics of these
filters will be discussed further in Sections 5.2.1 and 5.3.1.1 for A-X and D’-X band

PLIF, respectively.

5.1.3 NONEQUILIBRIUM PLASMA CONDITIONS; “CASE A” AND “CASE B”

To explore the diagnostic potential of A-X and D’-X band PLIF imaging, we have

created two optically pumped plasma environments, both consisting of CO/Ar mixtures

but exhibiting significant differences in trans-rotational temperatures.
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The first environment, Case A, consisted of 3% CO/Ar at 103 torr without

focusing the CO laser beam and was the identical to the conditions in Chapter 4 where
gpatially averaged measurements were obtained along the plasma centerline.  Those
measured trans-rotational temperatures ranged between 460 K - 608 K (+100 K, 2c)

using the D’-X and 503 K - 528 K (£50 K, 2c) using the A-X band.

Pyrex Flow Cell
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T I_l l Ar Purge
nl nl In g
Gas Flow \ -~ \Y
) < I CO Laser
Ar Purge \
Volume CaF, Lens
Optically Pumped
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Figure 5.5 Top view of apparatus for creating the Case B environment.
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The second environment, Case B, consisted of 8% CO/Ar at 108 torr along with focusing
the CO laser beam using a 1” diameter, 250 mm CaF> lens as shown in Figure 5.5. This
case was motivated by the results shown in Chapter 4, Figure 4.1 in which the CO VDF,
and consequently, the translational temperature were shown to be dependent upon the CO
partial pressure [20]. We note that the results in that figure were obtained for a focused
CO laser beam.

While the visible extent of the “blue glow” (Figure 4.4) is qualitatively useful, we
have made quantitative estimates of focused CO laser beam diameters (FWHM) within
the imaging region for later comparison with the PLIF images. Figure 5.6 is a top view
illustration of the imaging viewport, CCD chip field of view (m = 0.5), laser sheet,
optically pumped plasma, and the diverging CO laser beam due to the focusing optic.
The unfocused Gaussian beam diameter (FWHM), djar, has been estimated [113] to be
~6.6 mm. Using Figure 5.6 and the principles of geometric optics [114], the beam
diameter within the imaging field of view using a lens with focal length F placed a

distanceL >>Fis

— =1 . (5.3)

Table 5.1 displays the results of Equation 5.3 for three focusing cases using F=250 mm

and m=0.5.
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Figure 5.6 Geometry of Case B focusing and image coordinate system.

faoser Left Edge Image Center Right Edge
Focusin L (cm) d(mm) d (mm) d (mm)
# pixelswide # pixelswide # pixelswide
g Case
Unfocus 6.6 6.6 6.6
ed o 140 140 140
” » 4.5 4.0 3.4
Loose 40.0 47 30 20
T e 2.0 1.4 1.0
Tight 30.5 4 30 20

Table 5.1 Estimated CO laser beam diameters within imaging region.
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5.2 A-X BAND PLIFIMAGING AND TEMPERATURE MEASUREMENTS

In this section we present CO A-X band PLIF imaging and temperature
measurements for both Case A and Case B optically pumped plasmas (Section 5.1.2).
Using the Two-Line method (Chapter 2, Section 2.5.1), we extract a two-dimensiond
temperature field from the PLIF images using only the Q-branch, and compared the result
with gpatially averaged LIF temperatures obtained simultaneously along the plasma

centerline.

5.2.1 SPECTRAL INTERFERENCES AND THE IMAGING FILTER

A number of potential spectral interference sources must be considered for A-X
band PLIF imaging. These are (i) scattering of the ArF laser radiation (193 nm) by the
gas (Rayleigh) as well the experimental apparatus [14,15,136], (ii) “passive” C, Swan
band (“blue glow”) emission in the 400-650 nm range [52,57,58] and 4" Positive band
emission (180-250 nm) due to E-V transfer under the present extreme vibrational
nonequilibrium condition [60], (iii) spectral overlaps between the X(7,J)—A(1,J)
absorption transitions and CO Resonance-Enhanced Multi-Photon Dissociation
(REMPD) free carbon emission [121-123], and (iv) spectral overlaps between the
X(7,7)—A(1,7) and X(20,J)—D’(2,J) absorption. Each of these items are addressed in

the following sections.
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5.2.1.1 RAYLEIGH SCATTERING INTERFERENCE

In Chapter 4, Section 4.41 we presented a vibrational state resolved
A(V'=1)->X(v") LIF spectrum (Figure 4.24) produced by tuning an unfocused
narrowband ArF laser (=1 mJ/pulse, 42 kW/cm?) to the X(7)—>A(1) Q(10) transition at

193.20 nm. Thisresult isreproduced below in Figure 5.7 where we have assigned the
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Figure 5.7 A-X Q(10) vibrational state resolved LIF, ArF laser line, and ureafilter
transmission curve.
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transitions above the signal peaks. Notice in this figure that the (1,6), (3,8), and (0,6)
emissions are at shorter wavelengths than the ArF laser line at 193.5 nm. In Chapter 4,
Section 4.4.1 we mentioned that these transitions lie within the vacuum UV (VUV) and
as such, chose to collect LIF only from those transitions that are Stokes-shifted to longer
wavelengths, such as the (1,8) at 200.8 nm. To achieve high SIN, it is imperative to
reject scattered ArF laser radiation and to collect as much of the Stokes-shifted (A > 195
nm) A-X band emission as possible. Note from Figure 5.7 that to achieve this goal, we
require an imaging filter with a very sharp cut-on at ~195 nm. An agueous ureafilter has
been reported in the literature [134] as having been used to regject such ArF laser
scattering. Depending upon the urea molar concentration (moles/liter = M), the sharp
cut-on wavelength was shown to vary between 200 nm — 206 nm [134]. A 2" diameter x
1 cm path UVFS dye cell (NSG Precision Cells, Inc., T-35, 16.6 ml capacity) was filled
with a 0.01 M concentration of laboratory grade urea and distilled water and, by
placement in front of the OMA spectrometer, used to filter the A-X Q(10) LIF of the
Case A optically pumped plasma prior to disperson. From the resulting filtered
vibrational state resolved spectrum, the peak intensities from each band were extracted.
By defining the unfiltered spectrum peak transmission as 100%, we then computed the
urea filter transmission by comparison. Additional spectra were obtained under the same
optical and plasma conditions using diluted solutions as shown in Figure 5.7. Notein this
figure that at 193 nm where the transmission has been interpolated, the 0.01 M and 0.005
M solutions are predicted to have ~0% transmission while the 0.0025 M solution is ~3%.

On the other hand, the two former solutions exhibit greater attenuation (T~35% and 20%)
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of the desired Stokes-shifted A-X LIF, especialy the (1,8) at 200.8 nm, than the latter
(T~50%). Since the transmission estimates at 193 nm are approximate, we chose to use
the 0.005 M urea solution.

In order to assess the rejection quality of this filter, we acquired planar Rayleigh
scattering images with the flow cell open to the ambient room air (see Section 5.2.1). In
order to avoid O, LIF due to the strong Schumann-Runge bands [96,110,127], the ArF
laser was tuned to the middle of the gain profile (#193.355 nm) where absorption is
minimal. Figure 5.8a shows the resulting single-shot inverse gray-scale image without
the 0.005 M urea solution, while Figure 5.8b is that acquired with the filter. Figure 5.8d
isan axia dlice plot at r=0 (see Figure 5.6 for coordinate system) showing that the beam
energy is asymmetrically shaped with the maximum at z ~ 9 mm upstream. In this
author’s opinion, this asymmetry is due to a slight misalignment of the injected oscillator
beam within the amplifier cavity. Using heat-sensitive paper placed in the beam path
(prior to sheet formation), the seed beam profile could be identified by a circular
diffraction pattern residing within the main rectangular profile. The center of this pattern
was slightly displaced in a direction consistent with the maximum shown in Figure 5.12d.
Comparison of Figure 5.12a with Figure 5.12b suggests that the filter indeed rejects
Rayleigh scattered radiation, with the exception of the small circular feature at the upper
right in Figure 5.12b. The origin of the remaining light was determined by placing a

piece of paper over the bottom viewport turning mirror and
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acquiring an additional image, shown in Figure 5.12c. Figures 5.21d,e show an axial
dlice along r=0 that indicates the scattered light has been essentially suppressed when the
bottom mirror is covered. However, since this mirror was necessary for spectral

monitoring, it was not covered for the following experiments.
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5.2.1.2 PASSIVE EMISSION DUE TO SWAN AND A-X BANDS

In Chapter 4, Section 4.4.1 we used the OMA to estimate the relative intensity of
C; Swan and 4" Positive band emission in the absence of ArF laser excitation as
compared to LIF under the same optical conditions. We found that these “passive”
emissions induced by extreme vibrational nonequilibrium were =5 orders of magnitude
less than the LIF emission. Here, we have repeated this experiment to ascertain the
extent of spectral interference using the Case A optically pumped plasma. Figure 5.9a
shows atypical inverse gray scale image of the optically pumped plasma obtained at f/4.5
lens aperture and 50% gain for 4 s at 10 Hz repetition rate without ArF laser excitation.
Using a 150 ns gate, the total exposure time is 6 us. The CO laser beam and gas flow
propogation are from right-to-left in the image (see Figures 5.5 and 5.6 for reference). In
Figure 5.9, the faint, dark, horizontal region across the lower half of the image is the
signal obtained from all “passive” emission from the optically pumped plasma. Using the
radial-axial coordinate system defined in Figure 5.6, we have taken radial slice plots
across the image axial midsection (+12 mm upstream, pixel 256) with and without optical
pumping, shown in Figure 5.9b. In this figure, the lower scale is calibrated in radial
distance (mm) across the cell diameter while the upper axis is the corresponding pixel
number. In Figure 5.9b, we find that when the CO laser is blocked so that no optical
pumping can occur, a radial slice of the resulting “dark-currrent” noise is nearly constant
at =60 “counts” (out of a possible 4096 counts). Superimposed upon Figure 5.9b is a
radial slice plot through Figure 5.9a at the same axial midsection which shows the

presence of a low S/N emission between -2 mm < r < 6 mm. For reference, we aso
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indicate the estimated diameter (FWHM) of the unfocused CO laser beam as given in
Table 5.1. Based on these results, we conclude that interference due to this passive
emission is negligable for single-shot imaging (150 ns gate). Furthermore, it is
considered negligable for the multiple-shot images in which the ICCD was exposed for

no more than 35 shots (=6 us) at f/4.5 aperture.
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5.2.1.3 CO RESONANCE-ENHANCED MULTIPHOTON DISSOCIATION

In Chapter 4, Section 4.3.2 we mentioned the coincidental overlap of CO
Resonance-Enhanced M ulti-Photon Dissociation (REMPD) within the tuning range of the
ArF laser. This two-photon REMPD process is thought to proceed through weak, spin
forbidden rotational transitions of the X'=*(v"=0)—a’I1(v'=2) to an (as yet) unknown

dissociative state of suspected triplet character [122,123]. Dissociation results
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Figure 5.10 CO REMPD excitation scan using ArF laser intensity ~60 MW/cm?
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in 'P°,—>'S, free-carbon atom emission at 247.8 nm (the remaining unbound oxygen
atom is in the ground state) [121-123]. Notice in Figure 5.7 that the 0.005 M urea filter
will not reject REMPD free-carbon emiission. In this work, we have used two strategies
to avoid this interference; (i) employ an ArF laser intensity below the CO REMPD
threshold and (ii) choose A-X band PLIF resonances not coinciding (spectrally) with any
CO REMPD absorption transitions.

Figure 5.10 is an LIF excitation scan of the Case A plasma which reveals the
weak resonant rotational structure associated with X*=*(v"=0)—a’[1(v'=2) absorption. It
is very important to note that the ArF laser sheet intensity used in this LIF scan was ~60
MW/cm?. The LIF was collected using the small H-10 monochromator (see Figure 5.2)
set at A~248 nm with ~2 nm FWHM bandpass. We note that this experimental spectrum
closely resembles the synthetic model spectrum computed by the authors of Reference
[121]. If the ArF laser has high locking efficiency, then it is possible to avoid
interference altogether by judiciously choosing a rotational transition within the
X(v"=7)—A(v'=1) band that does not overlap a REMPD absorption line. Within Figure
5.10, we see that there are numerous resonances within the range 193.2 nm — 193.25 nm
and 193.355 nm — 193.405 nm that coincide with these A-X band.

Figure 5.11 shows an A-X band LIF excitation scan overlaid onto the CO
REMPD spectrum of Figure 5.10. Again, we note that the CO REMPD was obtained
with an unattenuated ArF laser sheet having 160 MW/cm?, whereas the A-X band LIF
spectrum in Figure 5.11 was obtained with the ~2.2 MW/cm? HighUV intensity. Notice
in Figure 5.11 that there isa slight overlap between the Q(10) and one of the CO REMPD

trangitions. In this figure, we estimate that the relative positional uncertainty between the
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A-X LIF and REMPD features is~ £0.003 nm. If the ArF laser intensity is above the
REMPD threshold when performing PLIF imaging using the urea filter, the extent of the
overlap interference will depend upon (i) the ArF laser locking efficiency and (ii) the
(predominantly) Doppler-broadened linewidths. Figure 5.12 shows that the A-X Q(17)
transition has little chance for interference from CO REMPD when the ArF laser locking

efficiency is high.

Signdl, a.u.

0
193.18 193.19 193.20 193.21 193.22
Excitation Wavelength, nm

Figure 5.11 Overlay of A-X band LIF and CO REMPD excitation scans
to show potentia interferences near Q(10) transition.
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Using the OMA system described in Chapter 4, we performed vibrational state
resolved LIF spectra by pumping the X(7)—A(1) Q(10) absorption resonance using a

focused ArF laser sheet of HighUV intensity. The resulting spectra was similar to that

shown in Figure 5.7; no REMPD emission at 247.8 nm was detected under the Case A

plasma condition.

Signdl, a.u.

Excitation Wavelength, nm

Figure 5.12 Overlay of A-X band LIF and CO REMPD excitation scans
to show potentia interferences near Q(17) transition.
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5.2.1.3 D’-X BAND INTERFERENCE

Figure 5.13 is an X(7)—>A(21) LIF excitation (solid line, collecting (1,8) emission
at ~201 nm) overlaid with an X(20)—D’(2) LIF excitation scan (dashed line, collecting
(2,30) emission at =272 nm). It is evident from this figure that there is no Q(10)
interference by the D’-X bands. Figure 5.14 is a similar plot showing the absense of

potential D’-X band interference with the Q(17) line.
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Figure 5.13 Overlay of A-X band LIF and D’-X band LIF excitation scans
to show potentia interferences near Q(10) transition.
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Figure 5.14 Overlay of A-X band LIF and D’-X band LIF excitation scans
to show potentia interferences near Q(17) transition.

5.2.2 A-X BAND IMAGING RESULTS

The PLIF images in this section correspond to the Q(10) absorption line at
~193.20 nm. The ArF laser was slowly tuned to this transition while monitoring the
boxcar averaged LIF signal, shown as the encircled region within Figure 5.15. After this
“on resonance” signal was maximized, the camera intensifier was triggered

synchronously (150 ns gate) with the ArF laser at a 10 Hz repetition rate while the CCD
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array was exposed for a specified period of time. For example, a single-shot image was

acquired by setting the CCD exposure timeto 0.10 s. Multiple-shot images were
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Figure 5.15 A-X Q(10) LIF using spectral monitor to find on and off-resonance
conditions. Notethe boxcar time constant = 10 shots.

acquired by increasing the CCD exposure time while gating the intensifier at the laser
repetition rate. This process was then repeated for the “off resonance” condition, shown
in Figure 5.15, by tuning the laser off-resonance (increasing wavelength) to minimize the
LIF spectral monitor signal. Note in Figure 5.15 that the ArF laser energy was nearly
constant at *56 mJ/pulse during this ~6 minute time period and that the background

subtracted S/N~30 using a 10-shot (1.0 s) boxcar averaging time constant.
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Figures 5.16 and 5.17 display typical single-shot imaging results for Case A and
Case B optically pumped plasmas, respectively. Note that the lens aperture was /4.5 in
both cases. In both Figure 5.16a and 5.17a, the “net signal” was obtained by subtracting
the off-resonance image from the on-resonance image using the WinSpec/32 post-
processing software. Figures 5.16¢,d and 5.17c¢,d are radial and axial slice plots of the
on-resonance, off-resonance, and net signal taken at image locations z = 12 mm and r =
1.5 mm, respectively, with the corresponding pixel numbers placed along the top abscissa
(the coordinate axis orientation was defined in Figure 5.6. The vertical dashed lines in all
radial slice plots (c) demarcate the CO laser beam diameter (FWHM) according to the
estimates given in Table 5.1, Section 5.1.2. It is important to note that they have been
overlayed such that their centerlines coincide with the radial signal maximum.

Figure 5.16c shows a radial slice plot of the on-resonance, single-shot, Case A
image. The maximum gray scale value of is ~500 + 56 (1o) counts with a S/IN~9 at r ~
+1.5 mm, z = 12 mm. The radial signal decreases symmetrically from this maximum
with increasing radius and approaches the off-resonance background of ~50 + 7 (1o)
counts for r <-6 mmand r > +9 mm. The radial off-resonance background has a similar
gray scale distribution but with a maximum of ~57+ 19 (1c) counts and S/N=3. These
values along with a summary of all results are summarized in Table 5.2. The spatialy
averaged on and off-resonance gray scale values in the vicinities of r = -12 mm and +12
mm are nearly identical and have been attributed to the “dark current” background noise.
We note that the on/off resonance data, as summarized in Table 5.2, was obtained by
subtracting the average “dark current” obtained from the vicinity of r=-12 mm (i.e., pixel

0). The net radial signal has a maximum of =413 + 59 counts (1) with S/N~7, and a
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On Off Net
Figure " Resonance | Resonance Image
# th# Shots
S/N S/N S/N
(Noise) (Noise) (Noise)
9 3 7
Caen | ¥ 4| 1 (56) (19) (59)
(no focus) 518 45 18 17 10 14
' ' (202) (58) (181)
18 12 13
Case B >lras (166) (71) (166)
(“loose” focus) 19 12 13
191 1 18 (168) (78) (179)
15 11 11
Caen | 2| 4| 1 (221) (73) (198)
(“tight” focus) 16 13 10
22 1 56 1 3 (188) (67) (243)

Table 5.2 Summary of A-X Q(10) PLIF; S/IN is in bold and 1o noise is in
parenthesis.

radia profile FWHM of 8 mm. We attribute the net radial signa profile to the
distribution of CO X(v"=7,J"=10) population fraction. To understand this, first note that
the CO laser FWHM was estimated to be =7 mm in Table 5.1. Furthermore, we have
estimated (Appendix B) the absorption of the ArF laser beam through a 1 cm path length
of plasma was < 1%, assuming a typical X(v”"=7) vibrational population fraction of
~0.7% and a rotational temperature of 500 K. From this, it is reasonable to expect the

laser energy, E_, to be nearly constant across the plasma radius and, by Equation 5.1, the
157



signal is directly proportionally to the relative ground state population fraction, f,- » and
the quantum yield, Y. Using Equations 2.24 and 2.25 in Chapter 2, Section 2.3.1 and the
guenching cross-sections in Table A.1, Appendix A, we estimated that Y, can vary by
~25% for rotational temperatures between 300 K - 500 K in a 3% CO/Ar mixture.
However, the distribution of absorbers along the z-axis is more difficult to interpret. In
Figure 5.16d, the axial gray scale slice plot exhibits a broad distribution from z=0 mm to
z=24 mm with a maximum at z ~ 11 mm. Note that this profile is qualitatively ssimilar to
that obtained from Rayleigh scattering, Figure 5.8d. Hence, the strong variations in the
ArF laser beam profile, coupled with the nonlinear PLIF regime, makes it difficult to
determine the distribution of absorber population fraction. This situation could be
aleviated by homognizing the ArF laser profile using phase-randomizing optics [101].

The single-shot, on-resonance Case B image shown in Figure 5.17c, has a
maximum of ~2988 + 166 (1c) counts with S/N=18. The off-resonance background is
~850 + 71 counts. The net signa maximum is found to be ~2158 + 166 counts (S/N~13)
while the radial profile FWHM is ~6 mm narrower than that of Case A. While this net
signal maximum is 5x greater than that of Case A, Table 5.2 shows that the 1o standard
deviation “noise” increased by ~2.8x so that the overall S/N increase is only ~2x.

In general, multiple-shot accumuation images of Figures 5.18 and 5.19 show
similar spatial distribution of gray scale values as the single-shot, except for increased
S/IN. However, the data within Table 5.2 reveals an important trend regarding the
dependency of /N on the number of accumulated shots, M. It iswell known that under
low-light level conditions, high-performance ICCD camera systems become photon-noise

limited at short (< 1ms) exposure times such that the photon count obeys Poisson
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statistics, varying as YM [14,119,132]. The signal is expected to accumulate linearly
with M so that the SIN~VM [14,119,132]. Observe in Table 5.2 for Case A that the on-
resonance image S/N for M=18 isonly 2x larger than the single-shot, rather than V18~4x
which would result in §/N~30. This expectation is consistent with that obtained using the
simultaneous spectral monitoring LIF shown in Figure 5.15. In that figure, using a

boxcar averaging time-constant of M=10 shots, we find a net SIN~30. Notein Table 5.2,
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Figure 5.20 Single Shot Histogram; A-X Q(10) PLIF Case A plasma,
/4.5 aperture.
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however, that the PLIF imaging noise did increased by ~4x. Thus, if the on-resonance
image signal were to be increased by M=18, the gray value would have been ~ 9000,
exceeding the 12-bit dynamic range. Figures 5.20 shows a gray-scale histogram obtained
from the brightest PLIF regions in Figure 516 [ 6 mm <r <+9mm; 0mm<z< 24
mm)]. The abcissa represents the 12-bit dynamic range while the ordinate is the number
of occurances of each count. It isobvious from Figure 5.20 that gray scale overflow did
not occur since the values do not exceed 1024 counts. However, it is possible that at the
50% ICCD gain setting used, the camera response became nonlinear (i.e., saturated).
This may explain why the signal did not increase VM. If so, then this is encouraging
since it implies that high S/N is possible with lower gain and less shot accumulations.
Figures 5.21 and 5.22 are specia cases of the Case A plasma environment created
using a “tight” CO laser beam focusing condition as shown in Table 5.1, Section 5.12.
The CO laser FWHM was predicted to be 1.0 mm wide at the image right edge, 1.4 mm
in the middle, and 2.0 mm at the left edge, resulting in a divergence angle of ~2.4°. From
the image in either figure, the divergence angle was measured using a protracter and
found to be~2.5°. Radial dlice plots taken at z=12 mm upstream, shown in Figures 5.21c
and 5.22c, are again demarcated with the predicted CO laser beam width (FWHM). Itis
interesting to note the striations in the PLIF intensity oriented parallel to the in radial
direction within the PLIF images of Figures 5.21a and 5.22a. The axia dlice plots
indicate that the striations vary in intensity up to ~20% within the range 2 mm <z < 12
mm. Striations of this type were also observed in previous D’-X and A-X band PLIF

images discussed above, but since they vary by < 5%, they are not easily distinguishable
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from the photon-shot noise in the axial slice plots. However, as we will show in the next
section discussing PLIF temperature measurements, these striations can lead to
systematic errors in these measurements. While the source of these striations are not
completely understood, this has lead us to believe that the striations are due to spatially
coherent diffraction patterns within either the oscillator seed beam itself or possibly a

misalignment of the tel escopic optics arrangement.

5.2.3 TEMPERATURE MEASUREMENT STRATEGY AND SENSITIVITY

In this section, we present two-dimensional PLIF temperature field “maps”

extracted using the so-called Two-Line method (Chapter 2, Section 2.5.1) for both the

Case A and Case B conditions (Section 5.1.1). For al PLIF temperature measurements,

we have chosen to use the Q(10) and Q(17) absorption transitions that (i) are well
separated by ~352.308 cm™ and provide adequate measurement sensitivity, (i) lie within
a spectral region of the ArF laser tuning range for which the average incident intensities
and locking efficiencies are similar, (iii) do not exhibit significant overlapping absorption
resonances with CO REMPD or the D'-X band as discussed in Section 5.2.1, and (iv)
have Two-Line ratio normalization functions which are (presumably) valid for the
nonlinear PLIF regime.

Recall from Section 5.2.1.3, Figure 5.11, that we noted some uncertainty in the
relative spectral positions between the Q(10) and a CO REMPD resonance which is a
source of potential interference if the ArF laser intensity is above the multiphoton

threshold. Also recall that the vibrational state resolved LIF spectra using the HighUV
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ArF laser intensity under Case A plasma conditions did not indicate any REMPD
interference with the Q(10) resonance. As a precaution, however, we have aso
employed an additional LowUV (I ~ 260 — 800 kW/cm®) laser intensity for PLIF
temperature measurements, as discussed in Section 5.1.2.

Both of the HighUV and LowUV intensities lie just below the Q-branch
saturation threshold within the nonlinear PLIF regime. Expressions that connect the

rotational temperature to the two-line signal ratios (Chapter 2, Section 2.5.1) were
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Figure 5.23 A-X band LIF excitation scan using spectral monitor; On & Off
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derived only for the linear and saturated limits, and hence, it is not clear whether the
normalization factor should be expressed in terms of the Honl-London line strengths (see
Equation 2.52 for linear) or the population degeneracies (see Equation 2.56 for saturated).
Note, however, in Chapter 2, Sections 2.5.1.1 and 2.5.1.2, that both Q-branch pre-
exponential factors are (2J,"+1)/(2J,"+1) for both the linear (Equation 2.53b) and
saturated (Equation 2.57b) LIF limiting regimes. We have exploited this coincidence by
presuming the proper nonlinear regime normalizaton function is aso given by
(23,"+1)/(23,"+1).

As shown in Chapter 2, Section 2.5.1.1, Equation 2.55, the ratio of quantum
fluorescence yidlds, Y /Y, is a potentia source of a systematic error, especialy when
performing a Two-Line temperature measurement within the linear LIF regime. We have
assumed in all PLIF temperature analysisthat Y /Y, = 1. This assumption was based on
the LIF excitation scans in Chapter 4 in which we did not observe any clear bias in the
Q(10) and Q(17) peak intensities.

Systematic errors related to the performance of the CO laser and the elapsed time
between on-resonance PLIF imaging should be mentioned. Regarding the CO laser, three
significant observations were noted during these PLIF experiments; (i) the inability to
trigger the up-pumping mechanism without the aid of a focusing lens, (ii) sometimes the
blue glow would “split” into two “lobes”, indicating spatially non-Gaussian beam
(presumed to be the TEM(1,0) mode [114]) and (iii) occasional unsteady behavior of the
blue glow and LIF signal. All three of these phenomena can be associated with
contaminated Brewster windows [137,138] that degrade the intensity of lasing on low

lying CO laser vibrational level transitions (i.e., 10, 2—1, etc.).
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Figure 5.24 is the boxcar averaged LIF signal obtained by the spectra monitor
showing the Q(10) and Q(17) on and off-resonance time history for the Case A optically-
pumped plasma using LowUV ArF laser intensity. Note that the ArF laser average
energy is also plotted in the figure. At t=0 minutes, the CO laser was filled with liquid
nitrogen and the optically pumped plasma was initialized. Seven minutes were required
to tune (=2 Hz) the ArF laser across the A-X band LIF features to find the Q(10)
absorption resonance, indicated by the circle. After acquiring both multiple-shot and
single-shot Q(10) PLIF images, the ArF laser was then tuned (increasing wavelength) off
resonance and the imaging repeated. The CO laser was then refilled with liquid nitrogen
at t=20 minutes and the entire procedure, as shown in Figure 5.24, was again repeated for
the Q(17) feature. Note that ~15 minutes elapsed between Q(10) and Q(17) PLIF
imaging. This fairly long time period between the acquisition of the on-resonance PLIF
images is significant because it is not possible to ascertain the extent to which the CO
laser beam quality and, consequently, the plasma conditions changed. Unsteady behavior
was observed during some experiments in which the on-resonance LIF signa would
exhibit large fluctuation. At the same time, the blue glow would exhibit both intensity
and spatial fluctuations. The author acquired and accepted PLIF images only when the

LIF monitor signal and blue glow remained stable for both on-resonance conditions.

5.2.4 A-X BAND PLIF TEMPERATURE RESULTS

Four single-shot images were acquired under Case A and Case B conditions for

each Q(10) and Q(17) transition, both on and off-resonance. Each off-resonance image,
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chosen at random, was subtracted from a corresponding on-resonance image also chosen
at random, resulting in a net signal image. Next, a Q(17) net image, chosen at random,
was divided by a Q(10) image, also chosen at random. Using the degeneracy ratio (D17:10
= 5/3), the temperature field was then extracted using Equation 2.45 in Chapter 2, Section
2.51. We note that the process of dividing the two images resulted in a large “noise”
outside of the plasma regions where the photon counts were near the dark-current
baseline. This noise was smoothed by constructing a digital imaging filter [139] for use
with the WinSpec/32 software, details of which are described in Reference [139]. It is
important to note, however, that this digital filter was designed to only reject spatial
features having spatial wavenumbers greater exceeded the experimentally determined
Modulation Transfer Function cutoff wavenumber, ~52 cm™. We have confirmed that
this filter does not affect the temperatures within the bright PLIF regions, but does
succeed in reducing random, numerically-induced ‘“noise” within regions where the
image photon count (gray scale value) was at the dark-current baseline. For cosmetics,
we then “clipped” the temperature field values below 200 K and above 800 K (in some
cases, 1200 K). It is very important to understand that this procedure did not alter any
temperature results within the PLIF regions.

After computing the set of four temperature fields, we extracted an average
temperature from a 2.31 mm (z) x 13.85 mm (r) region along the plasma centerline
having spatial coordinates[4.61 mm < z < 18.46 mm, —1.85 mm <r <. +0.46 mm]. For
example, Table 5.4 shows four, single-shot (and 25 shot), average centerline temperatures

along with 1o uncertainties. Note that these uncertainties represent the extent of spatial
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Opti caIIy 40-Shot PLIF
Pumped | Intensity | Tyjg Average (1)
Plasma

Condition Average (20)

363+ 14
364 + 12
Case A | HighUV gggf ig’
367 £ 25

Table 5.3 Average axia centerline A-X PLIF
temperature measurements
(September 7, 2003).

Single-Shot | 25-Shot PLIF
Optically PLIF
Pumped | Intensity Trial Average Trial Average
Plasma (1o) (1o)
Condition S -
Average (20) Average (26)
456 + 54 374+ 16
408 + 41 418 + 23
: 468 + 68° 405 + 21°
CaseA | HighUV 522+ 88 424+ 18
463+ 74 405 + 35

Table5.4 Average axia centerline A-X band PLIF temperature

measurements (September 23, 2003).
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Table 5.5 continued

590 + 98

O
=) : Multi-Shot Spectral Spectral
= Single- .
% Shot PLIFE PLIF Monitor M onitor
0= - LIF LIF
5 & | Intensity : Tria Average
S _g Trid Average (10) (1o) Two-Line | Excitation
S & A ) _ Scan
s} verage (20) Average (20) Boltzman
g n Plot
QD
13 Shots
589+ 39 532 + 38
351+ 50 496 + 41
. 681 + 66 455 + 31 + n
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Figure 5.25 A-X band PLIF temperature measurements, Case A, High UV (see Table 5.5).
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Figure 5.26 A-X band PLIF temperature measurements; Case A, Low UV (see Table 5.5)
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Figure 5.27 A-X band PLIF temperature measurements; Case B,HighUV (see Table 5.5)
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Figure 5.29 A-X band PLIF temperature measurements; Case B, Low UV (see Table 5.5)




variations in temperature for each particular trial. Below each list of trial results, we
present the average temperature and the 2o confidence interval. For example, in Table
5.4, the average (of four) single-shot temperature for the Case A plasma using the
HighUV intensity was 463 + 74 K. Highlighted trial values indicate that the
corresponding temperature field has been selected for presentation as one of the Figures
5.25105.29. For example, in Table 5.4 note that the single-shot trial having a centerline
temperature of 468 + 68 K (third from top) is closest to the mean. The corresponding
PLIF temperature field is shown in Figure 5.25b along with radial and axial dlice plots
(dashed line).

In general, the Case A plasma dlice plots shown within Figures 5.25 to 5.27
indicate good agreement between single-shot and multiple-shot temperature
measurements. For example, Figure 5.27c,d (Table 5.5) indicate that the 26-shot
accumulation temperature field had an average centerline temperature of 369 + 33 K
while the single-shot had 367 + 225 K. Note the degradation of the temperature field
outside of the estimated CO laser diameter FWHM (—4 mm < r < +3 mm) in a region
where the Q(10) and Q(17) image had only dark-current gray scale values. In Figure
5.25c¢, the dlice plot shows that the temperature is largest in the center and decreases
symetrically with increasing radius to 300 K at r ~-6 mm and r ~+5 mm, where the noise
then overtakes the temperature field. Figure 5.26 shows a similar radial profile (taken on
adifferent day) having a systematic offset such that the temperature at the plasma edge is
~50 K below room temperature. Any effort to interpret the physica meaning of these
radia temperature profiles must be met with caution because in some cases the curvature

was opposite to those shown in Figures 5.25¢ and 5.26¢c. These systematic errors may be
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related to changes in CO laser performance during the elapsed time between Q(10) and
Q(17) PLIF images or to a nonlinear ICCD camera response at the 50% gain setting.
This implies that the uncertainty of the PLIF temperature measurements near the plasma
edges is probably much greater than that of quoted in Tables 5.3 — 5.4, which are valid
along the plasma centerline. It is interesting to note that spontaneous vibrational Raman
scattering temperature measurements [140], performed for a tightly focused optically
pumped plasma, resulted in a uniform radial temperature distribution within the vicinity
of the CO laser beam.

As expected, the Case B plasma, PLIF temperature measurements imply that the
trans-rotational temperatures are higher than Case A. Figures 5.28a,b and 5.29a,b show
temperatures ranging between 464 + 149 K to 530 + 223 K for single-shot and 489 + 53
K to 590 + 98 K for multiple-shots (see Table 5.5). Note that the confidence intervals at
these elevated temperatures are greater than those exhibited for Case A, which is
consistent with the anticipated loss in measurement sensitivity as discussed in Section
5.2.2 and shown in Figure 5.23.

Along with the PLIF results summarize in Tables 5.3, 5.4, and 5.5, we aso list the
corresponding LIF Two-Line and Boltzmann plot least-squares temperatures. The LIF
Two-Line measurements were made from plots similar to that shown in Figure 5.24
acquired simultaneously with the PLIF images, while the least-squares temperatures were
obtained from a Boltzmann plot of absorption resonance peak signals extracted from slow
(1 H2) LIF excitation scans made on the same day and plasma conditions as the PLIF

images. An example of the Boltzmann plot is shown in Figure 5.30 for the Case A
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plasma using the LowUV ArF laser intensity. As shown in Figure 5.30, we have

performed both alinear and saturated LIF regime analysis on the excitation scan peak
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Figure 5.29 Case A LowUV; Boltzmann plot and Q-branch temperature.

intensities (see Chapter 2, Equations 2.65 and 2.70a,b). We note that the linear regime
analysis included locking efficiency corrections as described in Chapter 3. Although we
have aso plotted the P-branch in Figure 5.30, it must be emphasized that the temperature
analysis is performed only for the Q-branch. Note that in Figure 5.30 the P-branch data
lie closest to the Q-branch when the regime is assumed to be linear. This trend was aso
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observed for the HighUV intensity in both Case A and Case B plasmas and tends to

support our assumption that the PLIF is not fully saturated.

Comparing the Case A plasma PLIF centerline temperatures in Table 5.5 with the
Two-Line and least-squares LIF, we see reasonable agreement. We note however, that
both single and multiple shot temperatures (~350 K) are, on average, dightly lower than
the Two-Line (~380 K) and least squares results (~467 K). The Case B single-shot
(~497 K) and multiple-shot (~539 K) are also lower, on average, than the two-line (~658
K) and least-squares measurements (~694 K). This implies that the PLIF temperature
measurements are systematcially biased towards lower temperatures. It may be possible
that the Q(10) absorption transition has some interference with CO REMPD, especialy
for Case B (Section 5.2.1, Figure 5.11). This is plausable for three reasons; (i) Case B
has nearly 3x higher CO partial pressure than Case A which increases optical density (ii)
the elevated temperatures within the Case B plasma have increased Doppler broadened
linewidths which lead to more overlap, and (iii) the observed bias towards lower
temperatures is consistent with the hypothesis that the net Q(10) signal is larger due to a
REMPD overlap.

On the other hand, it is possible that this systematic error in temperature could be
related to the quantum fluoresecence yield ratio, Y17/Y 10, which we have assumed to be
unity. Note from Chapter 2, Equations 2.16, 2.21, and 2.43-2.45 that the nonlinear LIF
regime signal ratio is a function of Yi7/Y1. In this case, the bias towards lower
temperature would indicate a higher quenching of the Q(17) absorption resonance LIF
signal. However, this hypothesis is contrary to the observed results obtained by the LIF

gpectral monitor. In Table 5.4, we see that the spatially averaged centerline temperature
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using both the Boltzmann plot least-squares and simultaneous Two-Line method show

good agreement.

5.3 D’-X BAND PLIFIMAGING

In Chapter 4, we demonstrated that the A-X band LIF temperature diagnostic requires
only relatively mild vibrational excitation to achieve +50 K accuracy. However, under
extreme vibrationa nonequilibrium, the higher vibrational levels are significantly
populated and so the D’-X band diagnostic becomes available for temperature
measurements. In this section we will demonstrate the capability to perform D’-X band
PLIF imaging that, in principle, exhibits sufficient S/N for two-dimensiona temperature
measurements. Single-shot and time integrated D’-X PLIF imaging using only the
HighUV (0.7 MW/cm? - 2.2 MW/cn?) laser sheet intensity (Section 5.1.1.1) is presented

here for both Case A and Case B optically pumped plasma conditions (see Section 5.1.2).

5.3.1 SPECTRAL INTERFERENCES AND FILTERING

In Chapter 4, Section 4.3.1 we presented a vibrational state resolved
D'(v'=2)—>X(v") emission spectrum (Figure 4.18) produced by tuning a narrowband
(=0.5 cm™ FWHM) ArF laser, with relatively low intensity (<40 kW/cn), to the P(15)
X(v"'=20)—>D’'(v=2) transition at 193.217 nm. Most of this Stokes-shifted emission
occurred in the 240 nm to 330 nm range for which numerous commercial spectral filter

options exist [135,141].
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Figure 5.31 shows a low resolution (=5 nm), vibrational state resolved D'-X LIF
emission spectrum using the OMA for Case A conditions. The ArF laser was operated in
broadband mode with ~30 mJ/pulse. The beam was unattentuated and focused into a
sheet so that the intensity was ~30 MW/cm? [46]. In this figure, we clearly see the strong

REMPD emission at 247.8 nm.
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Figure 5.30 D’-X Vibrational state resolved LIF using a broadband
ArF laser sheet with intensity ~30 MW/cm? [46]

One particularly attractive filter for D’-X PLIF imaging is UG-11 Schott™ glass
[135] because it is inexpensive and easy to use. Depending upon thickness, it has an
80%-95% transmission from ~240 nm to 350 nm (FWHM) and 25% from =680 nm to
750 nm. Figure 5.32 shows a vibrational state resolved D’(v'=2)—X(v") LIF emission
spectrum with and without a 2” square, 2 mm thick UG-11 filter placed directly in front

of the OMA front dlit. In that figure, the filter curve for a2 mm thick glass was obtained
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by computing the square of the transmission for 1 mm thick filter glass [135]. Itisclear
from Figure 5.32 that the UG-11 filter adequately attenuates al LI1F emission below ~260
nm. Using the OMA as well as the ICCD camera imaging system, we aso verified that

this filter rejected all scattered ArF laser radiation at 193 nm (not shown).
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Figure 5.31 D’-X vibrational state resolved LIF with and without UG-11
imaging filter. Also, transmission for 2 mm thick UG-11 filter.
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5.3.2 D'-X BAND IMAGING RESULTS

The image acquisition methodology in which an on and off-resonance image(s)
are acquired is the same as discussed in Section 5.2.2. For example, Figure 5.33 is a
boxcar averaged LIF time history showing the on and off-resonance signals acquired by
the spectral monitor system simultaneously with the Case A PLIF images shown below in

Figures 5.34 and 5.36. The boxcar averaging time constant was 10-shots (1 s) in this
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Figure 5.32 D’-X P(15) LIF using spectral monitor to find on and off-resonance
conditions. Notethe boxcar time constant = 10 shots.
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figure, which resulted in a background subtracted S/IN~35. In genera, the D'-X band
PLIF signa levels are ~ %2 of those obtained in Section 5.2.2, due presumable to (i)
transmission characteristics between the urea and UG-11 filters, (ii) vibrational level
population fractions, and (iii) rovibronic Einstein B-coefficients (absorption).

For convenience, a summary of the results are presented in Table 5.6 giving the
S/N and the accompanying 1o standard deviation “noise” (in parentheses) obtained from
a small areal strip along the brightest part of the image. The images and slice plots
corresponding to each of these cases are presented in Figures 5.34 to 5.37 below.

In general, these results indicate that the background subtracted D’-X PLIF
images have adequate S/N to perform quantitative temperature measurements using the
CO X(v"=20) population. It is interesting to note, however, two trends revealed within
Table 5.6; (i) as with the A-X band PLIF case, the D’-X PLIF multiple-shot image S/N
does not increase as ~YM, where M is the number of accumulated shots, and (ii) when
compared to the respective on-resonance gray scale values, the D’-X PLIF image off-
resonance values are much lower than in the A-X PLIF images (see Section 5.2.2).

The deviation of multiple-shot S/N from the expected behavior is unclear, but, as
shown in the gray-scale histograms of Figures 5.38 and 5.39 below, the 12-bit dynamic

range was not exceeded in either the Case A or Case B plasmaimages.
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On Off Net
. # Resonance | Resonance lmage
ngre fil# | Shots,
M SN SN SN
(Noise) (Noise) (Noise)
7 2 7
casen | M| 1 (39) (7) (32)
(nofocss) 1 18 | 45 | 35 18 > 16
: : (180) (24) (202)
14 3 13
15 | 4 1
caeB | V| 4 (87) (14) (87)
(“loose” focus) 19 6 18
519 | 56 | 11 7 ) (75

Table 5.6 Summary of D’-X P(15) PLIF; S/N isin bold and 16 noisein

parenthesis.
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Regarding the background, one could argue that the relative off-resonance backgrounds
were lower for the D’-X P(15) images, as compared to the A-X Q(10) images, simply
because the ArF laser locking efficiency was higher. While certainly possible, this is
unlikely since (i) the images were acquired only hours apart on the same day, using the
same CO laser sustained plasma conditions, and without interruption of the ArF laser 10
Hz operation (i.e., the only difference was the imaging filter, (ii) both transitions have
similar wavelengths and lie within a spectral region for which the ArF laser locking
efficiency does not change rapidly; the A-X Q(10) lies at 193.20 nm while the D'-X
P(15) is at 193.22 nm, (iii) comparing Figures 5.15 and 5.33 we see that the ArF laser
energy (and locking), are similar (see Chapter 3 for details). The most likely explanation
is that the broadband ArF laser component excites more nearby resonant absorption
transitions of the A-X Q(10) than for the D’-X P(15). This can be understood by
considering two points; (i) the UG-11 filter blocks all Stoke-shifted A-X band PLIF but
transmits much of the D’-X band (see Figure 5.32), and (ii) the difference in the
respective transition state densities near the absorption line being excited by the
narrowband component. Note that the free-running ArF laser amplifier has a natura
bandwidth of ~150 cm™* (FWHM) [98,99,104,107,108]. Using Equations 2.46¢,d from
Chapter 2, Section 2.5.1, we find that the rotational energy separation Aky (cm™) between

two rotronic levelsin the high-Jlimit is

Ak, ~2J'(BI-B) (5.4)
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where the Be values for the X, A, and D’ states are given in Table A.3 of Appendix A.
Using these values, we find for the A-X band Q(10) at 193.20 nm, AF ~ 6 cm™
while for the D’-X P(15) at 193.22 nm, AF ~ 28 cm™. Thus, the density of absorbing
rotationa transitions near the D’-X P(15) line is ~5x less than those near the A-X Q(10)
line. Unless the ArF laser locking efficiency is 100%, the broadband component will
inadvertantly excite more extraneous transitions in the A-X band case than with the D'-X,

leading to the A-X band LIF having a greater on-to-off resonance signal ratio.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

This thesis has detailed the proof-of-concept development of a single-photon,
LIF/PLIF trans-rotational temperature diagnostic employing the CO A-X (4™ Positive)
band for use in mildly vibrationaly excited, low temperature (=300 K — 800 K), high
pressure molecular plasmas. For plasma conditions exhibiting extreme vibrational
nonequilibrium at low trans-rotational temperatures, the CO D’-X band may also be used.

A pulsed, injection-locked, ArF excimer laser has been employed to produce
narrowband (0.5 cm™) radiation having a tuning range coincident with rotational
absorption transitions within the CO X'=*(v'=7)—>ATI(v'=1), X £*(v"'=12)—>ATI(v'=8),
and X'=*(v"=20)—D'*=*(v'=2) vibronic bands. We have simplified a method found in
literature [109] used to quantify the fraction of narrowband ArF laser radiation output
(i.e., “locking efficiency”) as a function of tuning wavelength. Our method employed a
monochromator to monitor a portion of the amplified spontaneous emission (ASE) as the
ArF laser was continuously (in time) tuned across it’s gain profile, rather than scanning
the monochromator at numerous fixed laser wavelengths [109]. The resulting locking

efficiency, measured simultaneously with LIF spectrum and total beam energy, was used
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to correct the spectral peak intensities within the linear regime. LIF temperature
measurements were performed using a 10 cm monochromator with ~8 nm bandwidth
(FWHM) which collected Stokes-shifted fluorescence corresponding to A-X (1,8)
emisson at (pumping X(7)) and A-X (8,13) emission (pumping X(12)) at ~201 nm. For
the D’-X band, the monochromator was set to ~273 nm to collect the (2,32) emission.
Proof-of-concept saturated LIF temperature measurements were we performed using the
A(1)-X(7) band within a well characterized model environment, tailored to exhibit mild
vibrational nonequilibrium (d.c. normal glow discharge with the X*=*(v"=7) level ~0.1%
populated) and low trans-rotational temperature (400 K). The results indicate +50 K
measurement accuracy at 400 K. This accuracy was maintained for both linear and
saturated A-X and D’-X band LIF regimes when applied to opticaly pumped plasma
environments exhibiting extreme vibrational nonequilibrium (3% CO/Ar mixture at 103
torr having X(v'=7) =0.5% and X(v"=20) ~0.1% populated) with trans-rotational
temperature of ~500 K.

By attenuating the ArF laser intensity over a range spanning 5 orders of
magnitude, we found that the A-X Q(10) and Q(17) absorption transitions saturated at
~0.5 MW/cn? within the 3% CO/Ar mixture at 103 torr at =500 K, consistent with
simple predictions that neglected rotational relaxation. Under similar conditions, we
found that the D’-X P(15) absorption transition saturated at ~1 MW/cm?.

Using vibrational state resolved LIF, we identified all Stokes-shifted emission
subsequent to exciting the X(v"=7)—>A(v'=1) Q(10) and Q(17) transitions within a 3%

CO/Ar optically pumped plasma. We observed emission originating not only from the
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directly pumped A'I(v'=1) level, but also a substantial fraction emitted from
A'TI(v'=2,3) and higher. This was also observed to occur for emission subsequent to
X2 (v'=12)—ATI(v'=8) pumping, but not for X'*(v'=20)—D’*2*(v'=2). Though not
central to the development of this diagnostic, this result is interesting from the standpoint
of the relatively short OMA gate (150 ns) used.

A 2" diameter x 1 cm wide UVFS dye cell containing a 0.005 molar urea solution
(aqueous) [82] was found to reject all Rayleigh scattered ArF laser radiation while
transmitting ~35% of the Stoke-shifted (1,8) emission band at 200.8 nm. A commercial
UG-11 glass filter was found adequate for both Rayleigh scattered light as well as CO
REMPD emission when exciting the D’-X P(15) transition.

For optically pumped 3% CO/Ar (unfocused CO laser beam) and 9% CO/Ar
(focused) mixtures exhibiting extreme vibrational nonequilibrium, we have demonstrated
single-shot A-X Q(10) and D’-X P(15) PLIF image S/N~10. For an ICCD camera
operating within the shot-noise limited regime, the /N was expected to increase as ~VM,
where M is the number of accumulated images. This behavior was not observed for
either the A-X Q(10) or the D’-X P(15) PLIF imaging cases studied, which may indicate
problems with the laser/ICCD camera synchronization. While the PLIF regime was
nonlinear, the fractional absorption of the ArF laser sheet across the plasma diameter was
estimated to be < 1%. In this case, the resulting PLIF radial profiles (assuming uniform
fluorescence quantum vyields) using using the X!Z*(v'=7)->AMI(V'=1) Q(10),
X3 (v'=12)->ATI(v'=8) R(8), and X'T*(v'=20)—>D''=*(v'=2) P(15) absorption bands

are indicative of the radial distribution of the respective ground state populations. It was
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not possible to extract information regarding the axial population distribution because (i)
the ArF laser sheet intensity profile was highly nonuniform, and (ii) the average beam
intensity was below the saturation threshold. Single-shot PLIF temperature field
measurements using the X'=*(v'=7)>ATI(v'=1) Q(10) and Q(17) transitions indicate
+100 K - 200 K precision within both 3% and 9% CO/Ar optically pumped plasmas.
Increased precision (=425 K - 50 K) could be achieved with multiple shot (10 to 25)
accumulations.  For the 9% CO/Ar opticaly pumped (focused) plasma, PLIF
measurements confirmed the expected rise in temperature. However, the results indicate
that there is a systematic error up to 40% under these conditions. Interference between
the A-X Q(10) and a weak CO REMPD absorption transition may be the cause of this
systematic error.

In the future we recommend (i) that the urea filter molar concentration be
optimized to increase the transmission of A-X (1,8) emission at 201 nm while
suppressing Rayleigh scattered laser radiation at 193 nm, (ii) performing single-shot PLIF
imaging and temperature measurements using this optimized urea filter for the mildly
vibrationally excited, 3.6% CO/He d.c. norma glow discharge at 8 torr, (iii) using a
homogenized ArF laser beam intensity profile (iv) understanding the extent to which CO
REMPD intereferes with A-X band PLIF for each environment under consideration, (V)
attenuating the ArF beam just below the CO REMPD threshold but insuring that the
entire profile is above the A-X band saturation threshold.

Regarding the operation of the ArF laser source, it may be of interest to explore
A-X band LIF using only the narrowband output ArF oscillator (< 1 mJ/pulse) to perform

linear regime temperature measurements without the complicating issue of the amplifier’s
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broadband interference. Operation of this laser in “single-pass” mode (i.e, without
Cassegrain telescope optics in the amplifier), while reducing the beam energy and
increasing the divergence, would provide a spatially-homogeneous beam profile with
suppressed broadband ASE [134,142]. Furthermore, it may be possible to implement a
simultaneous two-wavelength operation of the narrowband ArF laser, as reported in
literature using the KrF laser [143]. Thiswould allow two-line PLIF measurements to be
made without the uncertainty of changing plasma characteristics. We also note that two-
line PLIF combustion temperature measurements (OH Py(8) and Qi(11)) have been
reported using “fast wavelength switching” of the Lambda Physik COMPex 150T ArF
laser [144]. The ability to perform simultaneous two-line PLIF measurements would be
especially useful in unsteady nonequilibrium environments such as a low temperature

molecular plasma shock tube.
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APPENDIX A

o AllT Effective All"l(_v’zl) Effective

Collision | Vibrational Quenchln_g Vibrational Rel_axatlon Referenc

Partner level v Cross-Section Cross-Section e

c (A? c (A%

CcO 0 60° — [82]
CO 9 130° — [83]
CcO 14 208° — [84]
Ar 0 3.3 11.4' [86]
Ar 1 25.6 12.4' [87]
Ar 1 25¢ — [85]
Ar 9 3.8 — [83]
He 0 0.035° 0.37 [86]
He 1 1.09 0.45' [87]
He 1 2.7° — [85]
He 9 0.51° — [83]
He 14 < 0.016° — [84]

Table A.1 *2C'0 effective quenching and vibrational relaxation cross sections at 300K .

& Obtained from rotationally-resolved LIF using tunable vuv laser to pump

the X-A (0,0) Q(14) and Q(24) lines.

P Pumped the X-A (0,9) Q(22) using atomic O emission line at 130.6 nm.

¢ Pumped the X-A (0,14) P(10) and R(14) using atomic H emission Lyman-o

lineat 121.6 nm.

4 Used synchrotron radiation to excite X-A (0,0-7) bands.

® Authors state that A(v'=1) quenching is “nearly the same” as this value given.
Note that later work of same authors and others indicates these values are
probably too low by at least an order of magnitude.

" Note that vibrational relaxation cross-section is for A(V'=1- v'=0).
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A4

9

10

11

AeﬁV'

eff

vl 01 1] 2] 3 ] 2 5 6 7 8 iy
7 oo o a0 | 20| oo | 0 500 00 B0 B0 B 100 v o
[0 2 om0 w0 | | 10 | 35| S, | 59| €0 08 00
2 | 620|013| 160 | 157 | (004)| 067 | 078 13'77_ 26 18'53_’34 28'2%8 2(2'01_221 2(2;% 12.40 | 8.06
3 | 558|067 | 201 | (000)| 137 | 092 | (0.00) | 051 13;37_ gl 18'7‘%5 2(8':% gfgﬁ 1274 | 7.85
4 | 404|318 060 | 125 | 075 | 015 | 100 | 032 igf;% 18fg4 18';‘1‘2 2(862.333 1251 | 7.99
5 | 252|458| 006 | 1.83 | (001)| 135 | 019 | 041 | 066 ig%)z 18'31_;4 28'13_’28 12.14 | 8.24
6 | 145|444 | 149 | 069 | 092 | 057 | 065 | 084 | (000) | 044 [ {030 | B9 | 1180 | 847
7 o077 |370| 298 | (000)| 148 | (0.04) | 115 | (0.00) | 0.74 | (0.21) | (0.11) 18f§4 1161 | 8.61

Table A.2 Absolute vibronic Einstein A, transitions probabilities (units of 10

+7 <1
S

) and effective lifetimes t*"

(ns) for the **C**0O A-X bands as measured by electron impact excitation and emission spectroscopy;
reproduced from Table 2 in Reference [31]. Authors of Reference [31] generated the values in parentheses

fromamodel. Values of (0.00) correspond to transition probabilities of less than 10

+5 <1
S

. Transition

wavelengths (nm) lying outside the vacuum UV are given below the probabilities. Note these wavelengths
were computed using the molecular constantsin Table A.3.




xis* Al D'zt
Reference [94] [30] [41]

Te 0.0 65079.09165 89438.4

We 2169.81358 1518.24 651.4
OeXe 13.28831 19.4 20.4
eYe 1.0511x10% 7.6584x10™ —
OeZe 5.74x10° -1.4117x10" —
Dele 9.83x10” 1.434x107 —
®ebe -3.16x10° -8.051x10™ —
©eCe — 2.36x10° _
®ele — -2.9x10” —

Be 1.93128087 1.6115 0.805x10™

o1 1.750441x10% 2.3251x107 2.656x10°

0o 5.487x10” 1.5911x10° —

o3 2.54x10°® -5.716x10™ —

0 — 8.2417x10° —

s — -5.9413x10°® —

06 — 2.1149x10” —

o7 — -2.991x10° —

De 6.1214x10° 7.29x10° 8.886x10°

B1 -1.153x10” 1.05x10” 8.423x10”

B> 1.8x10%° — —

Table A.3 2C'*0 molecular constants for X'=*, A'I1, and D''* electronic
states. Notation and usage follows traditional Dunham expansion

coefficients for energy term values. All unitsareincm™.
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v (HWHM) Temperature ' (HWHM) Exponent, n
(cm™) (K) (cm ~/atm)
CO-CO* 296.8 0.087 0.73
CO-Ar 301.5 0.14 0.75
CO-He" 301.5 0.046 0.73

Table A.4 Lorentian collision broadening parameters for 2C*°0 used in this work.
2T and n obtained from IR rotationally resolved spectraof CO X'=*,
Reference [90].
P T obtained from rotationally-resolved narrowband VUV laser absorption
spectra for numerous CO A'TI( v’=0— V') bands, Reference [91].
©CO X'z* from Reference [92].
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APPENDIX B

LIF SATURATION AND ABSORPTION CALCULATIONS FOR CO-ARGON
OPTICALLY-PUMPED PLASMA CONDITIONS

Input code for MathCad 7.0 (M athsoft Engineering & Education, Inc.)

Pump X(v"=7) to A(v'=1)

. -1
k g 1= 1.38065810 23.%" K= 0.69503875%

Define Vibrational Level Transition Quantum Numbers:

v|0W::7 vup::l

Optically-Pumped Plasma Gas Properties:

_ Mo Myr

Mg = 28-amu My =39.948amMu W g :F————
Meot Mar

U cogr = 16.462amu X g = 3.0% Xar=1=Xeg

Xgr =97°% p :=103torr T:=500K

ni=—- Neo =XgoN Ng i=XgN
L:=1.0cm 0 vib = 3120K 0 rot = 2.78K
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6
N oo =5.96810'° -

8 -
N o = 193101 ecri

Einstein A and Lifetime of A(v'=1) (from Beegle, et al.)

— 7 1 . 7 1 o 1
Al,0 '=5.1810 — Al,l =2.2510 — A1,2'_3'105'_

Sec Sec Sec
7 1 7 1 7 1
A, '=1.0910— A, '=18610— A, _:=15210 ——
13 sc L4 sc b° sec
1 1 1
A, =591 — A _:=171F— A, _:=5010—
16 sc L7 sc L8 sec
1 1
A, =101°— A, . :=2010—
1,9 = | L10 o

AsUM 1:=A) o+ AT A SHA A T A

AsIM 5 =A ) o+ A o+ A gt A oA g

Asum :=Asum 1+ Asum 5

Asim =1.28610° esec Tt g =1
Asum

T eff = 7.776pnsec

Molecular Constants, X-State (from Huber & Herzberq):

T g1:=00cm ™
® o7 = 2169.81358cm *
B o := 1.93128087cm *
D ¢1/=6.121410 *.cm *
X o 1= 13.2883%cm
o 11:= 1.75044110 *.cm *
B 11:=-115310°cm*
@Y g = 1051210 %.cm
o 19=5.48710 "-cm *
B 15:=1810%cm*
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®Zgq '=5.7410°cm*
o 13:=25410 %cm
wagy =9.8310 "-cm*

@b g :=-31610%.cm’*

Molecular Constants, Al[l-State (from Tilford & Simmons):

B = 16115cm *

T = 65079.09165cm *
® g =151824cm *
X gpi=19.4cm *

0Z gp'=- 1411710 "-cm *
0 gy =143410%.cm*
@b gp1=-805110*.cm*
o€ g '=2.3610 *-cm *
od gpi=-2.910"-cm *
@Y op'=7.658410 t-cm
o 91/ 2325110 2.cm’*
o 9p'= 1501110 >.cm *
o 93'=-5.71610 *.cm*
o 9g'= 8241710 °-cm *
o 95'=-5.941310 °.cm
o 95'=2114910 "-cm*
o 97:=-2.99110 *-cm *
D gp'=7.2910 ®-cm’*

B 1:=10510 -cm *

Term Values:
1

o 1 o
mlow"Vlow*'—2 mup"Vup*'2
(CTPR Mg — OX aq M Myr+ OZ o1 M+ 08 aq - Myn 4+ OO aq My
low =@ el Miow= WXe1 Mgy + Y g1 Mjgw T Zeg1 Mgy T P Mgy + 0 g1 Mgy

— 2 3
Blow=Be1= @ 11Mjowt * 12Mjgw + & 13M|qw

— 2
Digw =De1t B 11Migwt B 12M|ow
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= 2 3 4
Glup =T ez-f— ® ezm Up_ (DXeZ'm up + oy ezm up + ©0Z ezm up

- 5 6 7 8
qup =AMy, + ob e2Myp + L egxMyp + od e2Mup
Gup ::Glup+ qup

— 2 3 4
Blyp=Bep— aopMypt o opMyp™+ a p3Mypy™ + & o4Myy

i 5 6 7
B2yp =0 o5Myp + & pgMyp + & o7My,
B up =Blyp+ B2y

Dyp=Dext+ B 2rmyp

Compute Rotational Levels and Energies for P and Q-branches:

Ji=2.30 Pp=J-1 JQ;=J
Jiow =2J3+1
J
=2.(2. = 2.(2.
9pyp 2(20P+ 1) 9 Qup,’ 2(2Q,+1)

Flow, := B gy J(3+ 1) - D g F(3+ 1)

= Jp./ - JIPN2 2
FUpP:=B ;- PP+ 1) D yp \JPJ> (IPy+ 1)

“— 2 2
FUpQ; i=B ypJQ; Iy 1) = D yp(IQ)) (I, + 1)

Compute Ground State Total Population Fraction:

T
Qrot _6_
rot
Q ot =179.856
FlowJ
(23+1) kT

f = 6.606°%
rotlO
Ttot =T NEQuib T rot
n =N a0 f
coX7 ; co’ tot ;
-3
fiot =6.60810° <%
10

. 1

2
N oox7, = 3.94210"

cm3
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Compute Transition Wavelengths:

1
AG'=G,;,— G Ay i=—
up low *v AG

AFP;:=FupP - How, AFQ,'=FupQ,- Flow,
AEP;:=AG+ AFP;  AEQ):= AG+ AFQ,

c

Cc
Op =——— ® =
PJ }\PJ QJ XQJ

Compute Normalized Honl-London Rotationa Line Strengths:

_ J-1
SP -_—— Q -
J 2(2J3+1) J

N =

Natural Broadening (FWHM)

VupVY low

A® =
n 2T

Collision Broadening (FWHM)

-1 0.75
cm [T
Ao =0.14——pX4-C-
coar am & \301.5K>

A® c :=2~<Aw coco A® coar>
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A, =193.10983nm

Q) =193.20075nm

AP, ) =193.31856nm

A [, =270.563kHz

A® oo = 15.518MHz

A® g =806.315MHz

Ao = 1.64%GHz



Total Lorentzian Collision+Natural Broadening (FWHM)

Ao)L::Ao)n+Ao)C

Doppler Broadening (FWHM) at Nomina Wavelength

20, [2In(2)kgT
A® 4= .
d C mco

Total Voigt Lineshape (Whiting's) Approximation (FWHM)

Ao, :=0.5346A0 | + J 0.2166A0 | *+ Ao 4

imaX::ZOC

20
. . . max
1:=1..20C ® yg¢'= 9-GHz do:=

| max
detuningi =i-do— O pax

-2772-

[ detuni ng, 2 Ao
/ A® L

gq = 1-——
ll Ao)v

\ Ao A('OV

e 92,::

2

/ detuning.
1+4 1

Ao | =1.644GHz

©, =1552.445THz

Ao 4 =4.69%GHz

Ao, =5.63%GHz

10

10+

9 max

2
/A(,O L /A(,O L
Ao, 1.065+ 0.447 —— | + 0.058 ——

\A(,OV \AC‘)V
gnrm,, ::gl|+92|+93i'<94i— 95|>
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9y =9 max9my,

ERE 6.76%GHz

9 max

Compute Single-Photon Integrated Absorption Cross-Section for P & Q Branches:

(XPJ>2'7‘V

v ,V P
up>* low J  8mh

( 2,
B o A,y Sq Y
QabSJ Vup Y low QJ 8-1-h

Sp (23+1)

A N B
Yup¥low  2.9p + 1

3 SQ 23+ 1)

AQJ. —
J

B paps, N0 p,
© Pabs, :=f'g max
BQabSJ'h'(D QJ

© Qabs, = 9 max

c

a PJ:: n coX 7, Pabs,

oA =N -
QJ coX?J Qast

A _
VupViow 23Q,+1

3
3 cm
B paps, = 15791075 « 9N

L watt 'S€C3
3
3 cm
B Qaps, = 3679 1073

watt -sec’

_17100 L

Vup Y low Sec

L1
Sec

Ap =401310
10

g
Sec

A, =8488 1P
10

2
c Pabslo =7.994°"Ang

2
c Qabslo =18.642Ang
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ODp :=n -0 L
PJ coX?J Past

oD QJ =N COX?J'G QabSJ'L

-0D

P;
TransPJ =e

-0D Q

TransQJ =e J

AbsPJ =1- TransPJ AbsQJ =1- TransQJ

Excimer Laser Sheet Properties (193nm):

width :=2.1:cm  thick :=300.um area:=width-thick
At:=17nsec f|ggy=10HZz E| :=1.0mJ
® +=193.35nm
LMok L
L qeant Lv Ao |
B =B 'glowlo B =B 'glowlo
Pse" PabslO g Qse’ QabslO g
RJplO QuplO
B | B |
W _ Pable L W _ QabslO L
Pabs = — Qabs ~——
CA(,OL CA(,OL
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Aw | =16GH:

op =315210° -1
10

cm
oq _734910°3 .1
10 cm
ODp =315210 3
PlO
OD~ =7.34910°
QlO
| =093eMW
ot
I, =0058— MW _
cnf-GHz
1
W paps =3.07310° —

1
Sec

W (e = 7162107



_BpglL _BoselL
_rPeL R
CA(,OL CA(,OL
1

Sec
1

seC

W pp = 1.6981C° -

W (e = 358210 -
Ndot y pApi=-W pgng N COX7
Ndot XAQ =-W Qd)sn COX?]_O

Ndot y pp=-1212107F =1

o’ -sec
. 1

_ 1
Not y o =~282310° o
cm -sec

CO 4th Positive A(v=1) Effective Quench Rates with Argon and CO

S AXcoar ::25~Ang2 S AXcoco 100-Ang2

QAXcoar =% AXcoar MarVcoar  QAXcoco =% AXcoco MoV coco

7 1
Q AXcoco ~5:18910" ~—

Qitot =Q AXcoar T QAXcoco

1
Q ~ 38681 -
AXcoar -
1
Q. =4.3831¢F «
tot o
Compute Saturation Intensity:
| Asum + QtOt
Psat '~
B
Pabslo'/1+ Ylow,
c-A
°L | 9P,
| pogt =1 17MW
cnt
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Asum + Qtot

| =
Qsat "5
Qabslo'/l_'_ g IOWlo
Cc-A® L \ g QUplO
I
SatRatioP .=
| psat
I
SatRatioQ :=
Qsat

| st = 04030

c

SatRatioQ = 1.894
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APPENDIX C

THE FORTRAN 77 SYNTHETIC LIF SPECTRA CODE ‘MOLELIF’ (VERSION 6.0)

C.1 SAMPLE INPUT FILE ‘INPUT.DAT’

1.3e-3, 2.0e-4, 29.0, 1.0e4
70.0, 17.0, 16.0, 0.063
550. 0, 4000.0, 104.0, 3.0
28.0, 40.0, 0.087, 0.14

1. 0e-14, 2.5e-15

het ero

0.0, 15.0, 0.0, 10.0

Col l ection Volume (cnmt3), Collection Eff., QuantumEf. (%, PM Gain
Pul se Energy (mJ), Pulse Tinme (ns), Laser Linewidth (GHz), Laser Beam
Area (cm2)

Ttrans (K), Tvib (K), Total Pressure (Torr), LIF Species Mle Fraction
(9

LIF Species W. (anu), Buffer W. (anu), Self-Broad Coef (cm1/atn),
Buf f - Broad Coef

Sel f - Quenchi ng x-section (cnt2), Buffer Quenching x-section (cm2)
Specify "hetero" or "homp"-nucl ear LIF species

First &d, Last Gd, First Exc, Last Exc

C.2 SAMPLE EXERPT FROM FILE ‘EINSTEINA.DAT’
22 34

. 18e+000 1509. 81715
. 25e+000 1560. 30790
. 00e+000 1613.60272
. 09e+000 1669. 93009
. 86e+000 1729.54377
. 52e+000 1792. 72631
. 90e+000 1859. 79329
. 70e+006 1931. 09827
. 00e+005 2007. 03867
. 00e+000 2088. 06277
. 00e+000 2174.67811
. 00e+000 2267.46160

RPRRPRRPRPRPRPRRRERRER
RPOOWONOURAWNERO
PNRPUORORRERWN U

e
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C.3 MAIN INPUT AND SUBROUTINES

khkhkkhkhkhhhkhhhhhhhhhkhhhhhdhhhhhhhhhdhhhdhhhdhdhddhdddhrddrrdx*x*x NETL 2003 *kkk*k
’

program Mol eLl F

hkhkhkkhkhkhhhkhhhhhhkhhhhhhhhdhhhdhhhdhdhdhdhdhdhdhhdhdhhhhhhdhhhdhhhdhhhddhddhddrdrrdrx*

Mol eLI F: Version 6.0

*
*
*
*
*
* Original @ LIF code provided by Professor Walter Lenpert
* The Chio State University

* Department of Mechani cal Engi neeri ng,

* Nonequi | i bri um Ther nodynami cs Laboratories (NETLab) &

* Departnent of Chemistry

*

*

*

*

*

*

*

Last nodified on Decenber 1, 2003 by
Robert John Lei weke, M S.

Candi date for Ph. D.
Graduat e Research Associ ate

hkhkhkkhkhkhhhkhhhhhhhhhhhdhhhdhhhdhhhdhhhdhhhdhdhdhhdhdhhhhhhdhhhdhhhdhhhddhdddhddrdrrdrx*x

implicit doubl eprecision (a-h,o-2)

| ogi cal LIF, absorb

character*6 nukespec

i nteger vgdMAX, vexMAX, Onega, hal fpnts
di mensi on PopFrac(0: 200), array(50000)

doubl e precision LineWdth, LS, kBoltz, kBoltzGas, |ifmass
doubl e precision nelec, nmuvac

common/ const 1/ Te(2), we(2), wexe(2), weye(2), weze(2)
common/ const 2/ Be( 2) , al phae(2), gammae(2), De(2), betae(2),

& beta2(2), gamm2(2), ganma3(2), gamma4(2),
& gamma5(2), gamma6(2)

common/ const 3/ weae(2), webe(2), wece(2), wede(2),
& deltae(2), delta2(2)

common/ const 4/ Gvv(0: 55,2), Bvv(0:55,2), Dvv(0:55,2), Hvv(0:55,2)
common/ fizconl/pi, ¢, h, kBoltz, qgelec, anu, kBoltzGas, atm
common/ fi zcon2/ nel ec, nuvac, epvac, pasca
common/ prins/ zero, half, one, two, three, four, five, eight
common/ split/wreq(9, 0: 200), HLFactor (9, 0: 200)
common/ spi nst at/ spi ndegn(2), LS, odd, even, Gatio
common/ enr gy/ Ener gy(2, 0: 200), freq(5, 0: 200), wave(5, 0: 200)
conmmon/ em ssn/ PLI F(0: 200), QLI F(0: 200), RLIF(0: 200)
common/ absr bn/ Pabs(0: 200), Qabs(0: 200), Rabs(0: 200)
common/ gaspr op/ xspec, xbuff, press, Trot, Tvib, |ifnass,
buf f mass,

&ThetaVi b, ThetaRot, xLIFSelf, xLIFBuff
common/ el ecquant / Lanbda(2), Qrega(?2)
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*

E o T R R I T I R R . N N T T I O R

common/ rotquant/firstJP(2), firstJQ2), firstJR(2)

common/ vi bquant/vstate(4), vgdMAX, vexMAX

common/ wi dt hs/ Li neW dt h(0: 200), wi dthLrz, FWHM aser, brdSel f,
&br dBuf f

common/ | aser/ Pul seTi ne, Arealaser, EnrgylLaser

common/ det ect / pntzai n, Col | ect Vol , CollectEff, QuantEff

common/ specl/fstwave, fnlwave, wavei nc, nspec

common/ spec?2/ SuntSpec(25000)

common/ ei nA/ Acoef (0: 55, 0: 55), vbandhead(0: 55, 0: 55), AvEff(0:55),
& Acol | (0: 55), tauvEff(0:55)

conmmon/ ei nB/ B12P(0: 200), B12Q( 0: 200), B12R(0: 200), foscl2

Enter/open file for storage of screen I/O [for printing]

open(unit = 60, file = "screen.out")
zero = 0.0dO

half = 5.0d-1

one = 1.0d0

two = 2.0d0

three = 3.0d0

four = 4.0d0

five = 5.0d0

ei ght = 8.0d0

Note that from E=h*nu (joul es) and nu=c*freq (Hz), we get
E=h*c*freq,
where h*c is a conversion factor between wavenunber and j oul es:

h*c = joules*cm= J/cm1l

Defi ne fundanental constants. Note that the vacuum speed of
light, c

is defined here in units of cm sec and Bol tzmann's constant,
kBol t z,

is expressed in ternms of wavenunber, i.e., kBoltz == k/hc so that
it has units of cm1/K kBoltzGas is the usual gas-kinetically
def i ned

value in ternms of J/K. Atomic mass unit (amu) as well as the
el ectron rest mass (nelec) are expressed in kg. Planck's
const ant

isin joule-sec, "pascal"” is 1 atmin newons/m2, and the

f undanent al

charge (qgel ec) in Coul onbs.

Be CAREFUL! The perneability and permttivity of vacuum val ues
are in MKS units, but this code uses centinmeters in npost spectral
situations (like wavenunber cm1). Thus, nuvac (perneability) in
MKS units is newtons/anpere”2 and epvac (permttivity) MKS units
are farads/meter = coul omb”2/ (newton*neter). \Wenever you use
these constants in this code, nmake damm sure that neters are
converted to centineters!

pi = 3.14159265358979d0
h 6. 626075540d- 34
c 2.99792458d10
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gel ec 1.6021773349d- 19
nel ec 9.1093897d- 31
kBoltz = 6.95038759d-1
kBol t zGas = 1.380658d- 23
amu = 1.6605402d- 27
atm = 760. 0d0

pascal = 1.01325d5

muvac = four*pi*1.0d-7
epvac = one/ (muvac*c**2)
LIF = .true.
absorb = .false
loop =0

* Begi n program cal | s.

cal | Header

wite(6,*) Begin Step 1
read(5, *)istep

i f(istep.eq.9)goto 1000

call Getlnput (I oop, nukespec)

cal | Ter mval ues(nukespec)

cal | Header

wite(6,*) Proceed to Step 2
read(5, *)istep

i f(istep.eq.9)goto 1000

call StepSize

cal | Header
wite(6,*) Now, do Step 3'
read(5, *)istep

i f(istep.eq.9)goto 1000

wite(6,*)’ '
R =T T T e e
80 write(6,100)
100 format (' Enter # Rotational States to Calculate ")
wite(6,*)’ '

BvApprx = Bvv(0, 1)
Jrot Apprx = | NT(DSQRT(one + four*kBoltz*Trot/BvApprx) + 1)

write(6,105) Trot, JrotApprx
105 format (1x,' Note: For Trot = ,F7.1, ' K Max Jrot = ,13)

I =T T I e
read(5, *, err=80) nr ot

vgdfst = vstate(1l)
vexcfst = vstate(2)
nvgd = INT(vstate(3) - vstate(l) + 1.0d-2)
nvexc = INT(vstate(4) - vstate(2) + 1.0d-2)

do j = 0, nvexc
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vstate(2) = vexcfst + j
doi =0, nvgd
vstate(1l) = vgdfst +
call Quanta(nrot)
call Splittings(nrot)
call Honl London( nrot)
call Einstein(nrot)
call PopStats(PopFrac, Q Qrati o, nrot, nukespec)
call LI Fsignal (PopFrac, Q Qrati o, nrot)
cal |l LineShape(nrot, ndat, hal f pnts, PopFrac, arr ay)
call SpectraSun(ndat, hal fpnts, array, LI F, absor b)
enddo
enddo

cl ose(unit = 60)
call SpectraQut

1000 stop

end
*

khkhkkhkhkhhhkhhhkhhhhhhhhhhhdhhhhhhdhhhdhhhdhdhdhdhddhddddddrrdx*x*x NETL 2003 *kkk*k
’

subr outi ne Header
khkhkkhkhkkhkdhhkdhhkdhdhdhhkhkhhkdhhkdhhkdhdhkhdhhkhkhhkdhhkdhhdhhdhhdhhohkdhhkdhkddhddhddhdkhkhkdhhkdhkddddddkh*xk*%x%

implicit doubl eprecision (a-h,o-2)

wite(6,*)’ '
Wite(e,*)l*****************************************************I
wite(6,*)’ Mol eLl F Version 6.0
Wite(e,*)l*****************************************************I
write(6, 200)

lete(e *)' khhkkkhhkkhhhkkkhhhkhdhhkhdhdxkddhhdhdxddhddhdxddh*dhx*dkx*dhkx*kx%x!
wite(6,*)’ '

200 format (' Program Steps', 10x, "' Description',//,

% 3x,"Step 1 ......... Di spl ay I nput Paramaters',/,
% 3x,"'Step 2 ......... Conput e Excitation Stepsize',/,
% 3x,"Step 3 ......... Perform Spectral Calcul ations',/,
% 3X,' ol
% 3x,'Type 9 ......... Term nate Program ,/)

return

end

*

khkhkkhkhkhhkhkhhhkhhhkhhhkhhhhhhhhhhhdhhhdhhhdhdhdhdhddhhrhrddrx% NETLab 2003 *kkk*k
’

subrouti ne Getlnput (I oop, nukespec)
khhkkkhhhkkhkhhkhkkhhhhhhhddhhhdhhddhhhdhdxddhhdhdxddhddhdxddhddhdxddhddddxddhx*xdd*x*d,*x*%x
implicit doubl eprecision (a-h,o-2)

character*50 ness
character*6 nukespec

di mensi on nmess(18), var(18)
i nteger Orega, vgdMAX, vexMAX, vexc, vgd
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doubl e precision LineWdth, Iifmass, LS
| ogi cal expon

common/ prins/ zero, half, one, two, three, four, five, eight
common/ gaspr op/ xspec, xbuff, press, Trot, Tvib, |ifnass,
buf f mass,
&ThetaVi b, ThetaRot, xLIFSelf, xLIFBuff
common/ vi bquant/vstate(4), vgdMAX, vexMAX
common/ wi dt hs/ Li neW dt h(0: 200), wi dthLrz, FWHM aser, brdSel f,
&br dBuf f
common/ | aser/ Pul seTi ne, Arealaser, EnrgylLaser
common/ det ect / pntzai n, Col l ect Vol , CollectEff, QuantEff
common/ ei nA/ Acoef (0: 55, 0: 55), vbandhead(0: 55, 0: 55), AvEff(0:55),
& Acol | (0: 55), tauvEff(0:55)
conmmon/ ei nB/ B12P(0: 200), B12Q( 0: 200), B12R(0: 200), foscl2

Read in all the Einstein A-coefficients froma data file.

open(unit = 40, file = "einsteinA dat')
read( 40, *) vexMAX, vgdMAX

do vexc = 0, vexMax
do vgd = 0, vgdiax
read( 40, *) dumy, dummy, Acoef(vexc,vgd), vbandhead(vexc, vgd)
enddo
enddo

cl ose(unit = 40)

Now we define the character nessages for the user-friendly
interface. Note that "nvar" is the nunber of these nice
nessages.

nvar = 18

mess(1)="LIF collection volune (cm3) ="'
mess(2)="LIF collection efficiency =
mess(3) ="' Detector quantum efficiency ="
mess(4)="Photomultiplier Gain ="'

mess(5) =' Laser beam area (cm2) =

mess(6) =" Laser beam energy (ml/pulse) ="'
mess(7)="Pul se duration (ns) ="

mess(8) =' Laser Beam Spectral FWHM ( GHz)

mess(9) =" Total gas pressure (Torr) ="'

mess(10)='LIF species nmole fraction (%="
mess(11)="LIF Species MI. W. (anu) =
mess(12)="Buffer Gas Mol. W. (amu) =
mess(13) =" Trans- Rotati onal tenperature (K) ="'
mess(14)="Vi brational tenperature (K) ="'
mess(15)="First gd state vibrational quantum nunber =
mess(16) =" Last gd state vibrational quantum nunber =
mess(17)="First exc state vibrational quantum nunmber =
mess(18) =' Last exc state vibrational quantum nunber =

Now we read in the simulation conditions froma data file.
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i f(loop.eq.0)then
open(unit = 40, file = "input.dat")
read(40, *)Col l ect Vol , CollectEff, QuantEff, pmzin
read(40, *) EnrgyLaser, Pul seTime, FWHM aser, Arealaser
read(40, *) Trot, Tvib, press, xspec
read(40, *)Iifmass, buffnmass, brdSelf, brdBuff
read(40, *)xLI FSel f, xLI FBuff
read( 40, *) nukespec
read(40, *)vstate(1l), vstate(3), vstate(2), vstate(4)
cl ose(unit = 40)

loop = loop + 1

xbuff = 1.0d2 - xspec
el se
endi f

* Assign the vari abl e names.

var (1) = Coll ect Vol
var(2) = CollectEff
var(3) = Quant Ef f
var(4) = pnmGEin
var(5) = Arealaser
var(6) = EnrgylLaser
var(7) = Pul seTinme
var(8) = FWHM aser
var(9) = press
var (10) = xspec
var(11) = lifnass
var(12) = buffmass
var(13) = Trot
var(14) = Tvib
var (15) = vstate(1l)
var (16) = vstate(3)
var(17) = vstate(2)
var(18) = vstate(4)

100 conti nue

wite(6,*)’ '
wite(6,*)’ '

doi =1, nvar
val ue = var (i)
cal | Det Format (val ue, expon)
i f(.not.expon)wite(6,300)i, mess(i), var(i)
i f(expon)wite(6,310)i, mess(i), var(i)
enddo

300 format(l4,4x, A0, F10. 4)
310 format(I4, 4x, A50, E10. 4)

wite(6,*)’ '
wite(6,*)’ '

write(6, 400)
231



400 format(' Enter Paraneter # to Change:',/,' (Entering 0 EXITS)', $)
wite(6,*)’ '
wite(6,*)’ '
read(5, *) change
nchange = | NT(change + 1.0d-2)

i f (nchange. eq. 0)t hen
go to 1000

el se
write(6,500)var (nchange)

500 format (' AOd Value = ',E10.4,/,' Enter NEW ', %)

read(5, *) var (nchange)
goto 100

endi f

1000 conti nue

* Wite paranmeters to screen.out file.
wite(60,*)" '
le t e( 60 *)' SRRk S Sk S b S I I R S Sk S R Rk S S bk S b S
wite(60,*)" | nput Par aneters
le t e( 60 *)' SRRk S Sk S b S I I R S Sk S R Rk S S bk S b S
wite(60,*)" '
doi =1, nvar

call Det Format (var (i), expon)

i f(.not.expon)wite(60,300)i, mess(i), var(i)

i f(expon)wite(60,310)i, mess(i), var(i)
enddo

wite(60,*)" '
wite(60,*)" '

Col l ectVol = var(1)
CollectEff = var(2)
Quant Ef f = var (3)
pnmGai n = var (4)
ArealLaser = var(5)
EnrgyLaser = var (6)
Pul seTine = var(7)*1.0d-9
FWHM aser = var(8)
press = var(9)
xspec = var(10)
[ifmass = var(11)
buf f mass = var (12)
Trot = var(13)

Tvib = var(14)

vstate(1l) = var(15)
vstate(3) = var(16)
vstate(2) = var(17)
vstate(4) = var(18)
return

end
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hkhkhkkhkhkhhkhhhhhhhhhhhhhhhdhhhdhhhhhhdhhhdhhhddhddhdddhdddrrdkx*x NETL 2003 *kkk*x
’

subrouti ne Det For mat (val ue, expon)

khkhkkhkhkhhhhhhhhhkhhhhhhhhhhhdhhhdhhhdhdhdhddhdhhhhhdhhhdhhhdhhhdhhhdhhhddhddhrddrxdx*x

*

implicit doubl eprecision (a-h,o-2)

common/ pri s/ zero, half, one, two, three, four, five, eight
| ogi cal expon

max = 4

i f(val ue. ne. zero)t hen
exponent = DLOGLO(val ue)

expon = .fal se.
i f (exponent. gt. nax)expon = .true.
i f(exponent.lt.-2)expon = .true.
el se
expon = .fal se.
endi f
return
end

khkhkkhkhkhhhkhhhkhhhhhhhhhhhdhhhhhhdhhhdhhhdhdhdhdhddhddddddrrdx*x*x NETL 2003 *kkk*k
’

subrouti ne TernVal ues(nukespec)

hkhkhkkhkhkhhhhhhhhhhhhhhhhhdhhhdhhhdhhhdhdhdhddhhdhdhhhdhhhdhhhdhhhdhhhddhddhddhrddrxdx*x

implicit doubl eprecision (a-h,o-2)

character*6 nukespec

i nteger Orega, v, vexc, vgd, vgdMAX, vexNMAX
doubl e precision LS, |ifnmass

di mensi on del Lam( 2)

common/ spi nst at/ spi ndegn(2), LS, odd, even, Gatio
common/ rotquant/firstJP(2), firstJQ2), firstJR(2)
common/ el ecquant / Lanbda(2), Qrega(?2)

common/ vi bquant/vstate(4), vgdMAX, vexMAX

common/ const 1/ Te(2), we(2), wexe(2), weye(2), weze(2)
common/ const 2/ Be(2) , al phae(2), gammae(2), De(2), betae(2),

% beta2(2), gamm2(2), ganma3(2), gamma4(2),
% gamma5(2), gamma6(2)

common/ const 3/ weae(2), webe(2), wece(2), wede(2),
% deltae(2), delta2(2)

common/ const 4/ Gvv(0: 55,2), Bvv(0:55,2), Dvv(0:55,2), Hvv(0:55,2)
common/ pri s/ zero, half, one, two, three, four, five, eight
common/ gaspr op/ xspec, xbuff, press, Trot, Tvib, |ifnass,
buf f mass,
&ThetaVi b, ThetaRot, xLIFSelf, xLIFBuff
common/ ei nA/ Acoef (0: 55, 0: 55), vbandhead(0: 55, 0: 55), AvEff(0:55),
& Acol | (0: 55), tauvEff(0:55)

Define the total Spin, S, of both upper and | ower el ectronic
states and the Miultiplicity Milet = (2*S + 1)
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Spin = 0.0d0
Mol et = I NT(two*Spin + one)

Defi ne nol ecul ar constants for the ground el ectronic state,
denoted by index 1. Data taken from Reference [6].

data Lanbda(l), Onega(1)/0, 0/

data Te(1l), we(l), wexe(1l)/0.0dO0, 2169.81358d0, 13.28831d0/

data weye(1l), weze(1l), weae(l), webe(1)/1.0511d-2, 5.74d-5,
% 9.83d-7, -3.16d-8/

data wece(1l), wede(1)/0.0dO, 0.0d0/

data Be(1), al phae(1), gammae(1), ganma2( 1)/ 1. 93128087d0,
% 1.750441d-2, 5.487d-7, 2.54d-38/

data ganma3(1l), gamma4(1l), gamma5(1l), gamma6(1)/0.0d0, 0.0dO
% 0. 0d0, 0. 0do/

data De(1), betae(l), beta2(1)/6.1214d-6, -1.153e-9, 1.8d-10/

data deltae(l), delta2(1)/5.83d-12, -1.73d-13/

Defi ne nol ecul ar constants for the excited el ectroni ¢ state,
denoted as 2. Values taken fromTilford & Si mobns.

data Lanbda(2), Onega(2)/1, 0/
data firstJP(2), firstJQ2), firstJR(2)/1.0d0, 1.0dO, 1.0d0/

data Te(2), we(2), wexe(2)/65079.09165d0, 1518.24d0, 19.4d0/

data weye(2), weze(2), weae(2), webe(2)/7.6584d-1,-1.4117d-1
% 1. 434d- 2, - 8. 051d- 4/

data wece(2), wede(2)/2.36d-5, -2.9d-7/

data Be(2), al phae(2), gammae(2), ganma2(2)/ 1. 6115d0, 2.3251d- 2,

% 1.5911d-3, -5.716d-4/
data ganmma3(2), gamma4(2), gamma5(2), gamma6(2)/8.2417d-5,
% -5.9413d-6, 2.1149d-7, -2.991d-9/

data De(2), betae(2), beta2(2)/7.29d-6, 1.05d-7, 0.0d0/
data deltae(2), delta2(2)/0.0d0, 0.0d0/

Due to nuclear spin statistics, homp-nucl ear nol ecul es require
that even = zero but for hetero-nuclear, even = one.

odd = one

i f (nukespec. eq. ' hetero')then
even = one

el sei f (nukespec. eq. ' hono' )t hen
even = zero

el se

endi f

Now compute each electronic state's spin statistical weight
spindegn = (2 - delLam*(2*S + 1).

do ne =1, 2
i f(Lanbda(ne).eq.0)then
del Lam(ne) = one
el se
del Lam(ne) = zero
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endi f

spi ndegn(ne) = (two - del Lan(ne))*DFLOAT( Mol et)
enddo
Gatio = (two - delLam(2))/(two - del Lam( 1) *del Lam(2))

Here we define the first allowed quantum | evel for the ground

electronic state to be firstJ(2)-Jmn" == deltad such that
Jmin" == firstJ(1) = firstJ(2) - deltald.

firstJP(1) = firstJP(2) + one

firstJQ1) = firstJQ?2)

firstJR(1) = firstJR(2) - one

Specify the LS energy due to split electronic states,
i f necessary.

LS = zero

Define the LIF Species' characteristic tenperatures of
vi bration and rotation.

ThetaVi b
Thet aRot

3070. 0dO
2.78d0

Comput e nol ecul ar termval ues for each el ectronic state.
Here, the maxi mum nunber of vibrational states for the
excited electronic state is taken to be the sane as the
ground el ectronic state. This is usually not true, and
non- physi cal energies must be expected if the vibrationa
| evel is beyond the accuracy limt of the nolecul ar
constants. This neans that you nust know the limtations
of the system under study.

do ne =1, 2
do v = 0, vgdMAX
vm = DFLOAT(v) + half

v = vnr*2
vnmB = vnmr*3
vt = vnr*4
vnb = vnr*5
vnme = vnr*6
vnvy = vnr*7
vnmB = vnr*8
Gvv(v,ne) =Te(ne) + we(ne)*vm - wexe(ne)*vn
& + weye(ne)*vnB + weze(ne)*vml + weae(ne)*vnb
& + webe(ne)*vnb + wece(ne)*vn¥ + wede(ne)*vnB
Bvv(v, ne) = Be(ne) - al phae(ne)*vm + ganmae(ne)*vnP
& + ganma2(ne) *vnB + gamma3(ne)*vnmd
& + ganma4(ne) *vnb + gamuab5(ne)*vnb +
& ganmma6( ne) *vnv
Dvv(v, ne) = De(ne) + betae(ne)*vm + beta2(ne)*vnR
Hvv(v, ne) = deltae(ne) + delta2(ne)*vm
enddo
enddo
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For each excited vibrational |evel, we sum over
all ground vibrational levels to conpute the effective Einstein
coefficient. The inverse of this value is the effective
spont aneous decay lifetine for that particular excited
vi brational state. Later, in subroutine Einstein, we will use
this to conpute the overall rovibronic effective rate. Note here
that we protect fromdivide-by-zero when we invert AvEff(vexc),
with an arbitrarily (and ridicul ous) |arge val ue.

E R I T

H 1 1
Wr i t e( 60’ *) hkhkhkkhkhkhhhkhhhkhhhkhhhhhhhhdhhhhhhdhdhddhhddrxdx*

wite(60,*)" Effecti ve Spontaneous Em ssion & Lifetines’
VVf| t e( 60 *)' Rk Sk I Sk S b S I SRR S S kS b S R R S S S b S

wite(60,*)" '

wite(60,*)" Note: "unknown" ==> AvEff < 1074 /sec
wite(60,*)" '

wite(60,*)" vexc AvEff (1077/sec) Lifetime (ns)
wite(60,*)" '

do vexc = 0, vexMax
Sum = zero
do vgd = 0, vgdMAX
Sum = Sum + Acoef (vexc, vgd)
enddo
AvEf f (vexc) = SunrGatio
i f (AVEff (vexc).gt.1l.0d4)then
tauvEf f (vexc) = one/ AvEff (vexc)
write(60,801)vexc, AvEff(vexc)/1.0d7, tauvEff(vexc)*1.0d9
el se
write(60, 800)vexc
endi f
enddo

800 format (1x, 12, 10x, ' unknown' , 8x, ' unknown')
801 format(1x,12,10x, F6. 2, 8x, F7.2)

return

end
*

hkhkhkkhkhkhhhkhhhhhhhhhhhhhhhhhhhhdhhhdhhhdhdhddhddhdddrddrrdx*x*x NETL 2003 *kkk*k
’

subroutine StepSize
khhkkkhhhkkhkhhkhkkhhhhhhhddhhhdhhddhhdhdxddhhdhdxddhddhdxddhddhdxddhddddx*dhx*xddx**,%x*%x

implicit doubl eprecision (a-h,o-2)
doubl e precision kBoltz, kBoltzGas, LineWdth

common/ specl/fstwave, fnlwave, wavei nc, nspec

common/ fizconl/pi, ¢, h, kBoltz, qelec, anu, kBoltzGas, atm

common/ pri s/ zero, half, one, two, three, four, five, eight

common/ wi dt hs/ Li neW dt h(0: 200), wi dthLrz, FWHM aser, brdSel f,
&br dBuf f

doi =1, 5
wite(6,*)’ '
enddo

wite(6,*)’ '
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80

100

200

300

320

340
400
500

*

wite(6,*) Specify Excitation Scan Wavel engt h Range'

Wi te(6, *) - mmmmmmmmm e

write(6,100)

Wi t@(6, *) - mmmmmmmmm oo

format (' Enter Starting Absorption Wavelength (nm:")

read(>5, *)f st wave

Wi t@(6, *)" - e mmmmmmmmm oo

write(6, 200)

Wit @(6, *) " mmmmmmmmmm oo

format (' Enter Endi ng Absorption Wavel ength (nm: ')

read(>5, *)f nl wave

Wit @(6, *)" - e mmmmmm e

write(6, 300)

Wit e(6, *) " mmmmmmmmmm oo

format (' Enter Nunmber of Points < 25,000')

read(5, *) nspec

wavei nc = (fnlwave - fstwave)/(nspec - 1)
waveavg = (fnlwave + fstwave)/two
freqi nc = c*wavei nc*1. 0d- 3/ waveavg**2

nfreqpnts = I NT(FWHM aser/ freqi nc)

i f(nspec. gt.25000)t hen
write(6, 320)

format (' Max # of points exceeded - TRY AGAIN ')

goto 80
endi f

wite(6,*)’ '

Wi te(6, *) ' - e mmmmmm e

write(6, 340)wavei nc*1. 0d3

Wi te(6, %) mmmmmmmmmm oo

write(6,400)waveavg, freqinc

Wit @(6, *) " mmmmmmmmmm e e oo

write(6,500) FWHM aser, nfreqgpnts

Wit @(6, *) " mmmmmmmmmm oo

wite(6,*)’ '
wite(6,*)’ '

format (' Wavel ength Increment =',F6.3," pni)
format (' Increnent at ',F5.1," nm=",F7.4," Giz')

format (' Points within the',F5.1,"'

return
end

GHz Laser Source ", 13)

khkhkkhkhkhhhkhhhkhhhhhhhhhhhdhhhhhhdhhhdhhhdhdhdhdhddhddddddrrdx*x*x NETL 2003 *kkk*k
’

subrouti ne Quanta(nrot)

hkhkhkkhkhkhhhhhhhhhhhhhhhhhdhhhdhhhdhhhdhdhdhddhhdhdhhhdhhhdhhhdhhhdhhhddhddhddhrddrxdx*x

*

E o

First, this subroutine cal cul ates ground and excited state
energies for each value of Jlow for the current (vexc, vgd)

absorption bands in the main | oop
237
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Note that this branch index notation is not the sane as that of
subroutines Splittings, Honl London, and Li neShape.

* expansi on defined in introduction to Huber and Herzberg. The O
* and S-branches correspond to two-photon transitions and may not
* be inmportant for nost LIF applications.

*

* Next, we calculate the O P,Q R and S Branch absorption

* frequencies in cm1 units.

*

* Not e t hat absorption wavel engths are conputed in Angstrom

*

* Branch Nane = 0 P Q R S

* e e e e e e e e -

* Delta J =Jup - Jlow =-2-1 0 1 2

* Branch Index = 1 2 3 4 5

*

*

*

*

*

*

hkhkhkkhkhkhhhkhhhhhhhhhhhdhhhdhhhdhhhdhhhdhhhdhdhdhhdhdhhhhhhdhhhdhhhdhhhddhdddhddrdrrdrx*x

implicit doubl eprecision (a-h,o-2)
i nteger vib, deltad, branch, vgdMAX, vexNMAX
doubl e precision kBoltz, kBoltzGas, |ifmass

common/ enr gy/ Ener gy(2, 0: 200), freq(5, 0: 200), wave(5, 0: 200)
common/ gaspr op/ xspec, xbuff, press, Trot, Tvib, |ifnass,
buf f mass,

&ThetaVi b, ThetaRot, xLIFSelf, xLIFBuff
common/ fizconl/pi, ¢, h, kBoltz, qgelec, anu, kBoltzGas, atm
common/ const 1/ Te(2), we(2), wexe(2), weye(2), weze(2)
common/ const 4/ Gvv(0: 55, 2), Bvv(0:55,2), Dvv(0:55,2), Hvv(0:55,2)
common/ vi bquant/vstate(4), vgdMAX, vexMAX
common/ pri s/ zero, half, one, two, three, four, five, eight

First, compute the ro-vibrational energies for each electronic
state. W conpute up to Jlow = nrot+2 to avoid negative
transition energi es when conputing freq(branch>3, nrot)

do ne =1, 2
vib = INT(vstate(ne) + 1.0d-2)
Qv = Gvv(Vvib, ne)
Bv = Bvv(vib, ne)
Dv = Dvv(vib, ne)
Hv = Hvv(vib, ne)

do J =0, nrot+2
aJ = DFLOAT(J*(J + 1))

alJ2 = ajJ**2
aJ3 = aJ**3
FvJd = Bv*aJ - Dv*aJ2 + Hv*aJ3
Energy(ne,J) = Gv + FvJ
enddo
enddo
* Now conmpute the O P, Q R S branch absorption energies in
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wavenumnber
and wavel engths in Angstrom

deltad = -2
do branch =1, 5
do Jlow = 0, nrot
Jup = Jlow + deltald
dEnrgy = Energy(2,Jup) - Energy(1, Jl ow
freq(branch, Jl ow) dEnr gy
wave( branch, Jl ow) 1. 0d8/ freq(branch, Jl ow)
enddo
deltalJ = deltad + 1
enddo

return
end
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subroutine Splittings(nrot)

hkhkhkkhkhkhhhhhhhhhhhhhhhhhdhhhdhhhdhhhdhdhdhddhhdhdhhhdhhhdhhhdhhhdhhhddhddhddhrddrxdx*x
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Thi s subroutine conmputes wavel engths due to energy

transitions split into additional wavel engths due to spin-orbit
interactions. Up to M= 2S+1 = 3 nultiplicity is nodel ed here.
Triplet-splitting is maintained for conveni ent user changes in
the the multiplicity (for exanple, from 1Sig-1Pi to 2Si g-2Pi).

In the case of singlet energy levels, no splittings occur
Thus, the values for f1, f2, and f3 are set to zero. Note that
t he special case of 1Sig-1Sig (LamJp=0 & Lamow=0 ==> dLan=0)
el ectronic transitions do not allow a Q branch, so these should
be set to zero in that situation.

The basis for these calculations are Hunds' (b). Note
that either Hunds' (a) or (b) lead to the same description for
Sigma-Pi transitions. For nore details on this topic, see
Her zberg pg. 245.

hkhkhkkhkhkhhhkhhhkhhhhhhhhhhhdhhhdhhhdhhhdhdhdhdhdhhdhdhhhdhhhdhhhdhhhdhhhdhrhdddhddrdrrdrx*

implicit doubl eprecision (a-h,o-2)
i nteger branch, findex
di mensi on f1(0: 200, 3), f2(0:200,3), f3(0:200,3)

common/ split/wreq(9, 0: 200), HLfactor(9, 0:200)
common/ pri s/ zero, half, one, two, three, four, five, eight

First, we calculate and store the Energy level splittings in cm1
as a function of J for ground and excited states. Note that
branch = 1, 2, 3 are the P, Q R-Branches, respectively.

do branch =1, 3
do Jlow = 0, nrot+2
f1(Jl ow, branch) = zero
f2(Jl ow, branch) = zero
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f3(Jl ow, branch) = zero
enddo
enddo

Now Cal cul ate P/Q R branch transition frequency splittings
wfreq(findex,J). P-splittings are in array |locations

findex = (1,2,3), Qin (4,5,6) and Rin (7,8,9). Each branch may
have up to three splittings dependi ng upon the nmultiplicity.

For multiplicity =1 (singlets), all wireq values are zero

(no splits). If you want the multiplicity = 2, then you

must change the wfreq functional to have doubl et val ues such that
branches with findex = (1,4,7) and (2,5,8) are non-zero. For
triplets, we make the wfreq functional non-zero for all findex.
The follow ng index table should help as a guide to making the
appropri ate changes:

P Q R

Doubl et or Triplet => findex =1, 4, 7
Doubl et or Triplet => findex = 2, 5, 8
Triplet => findex =3, 6, 9

do Jlow = 0, nrot+2
do branch =1, 3
findex = 3*(branch - 1) + branch
wfreq(findex, Jl ow) zero*f 1(Jl ow, branch)
wfreq(findex, Jl ow) zero*f 2(Jl ow, branch)
wfreq(findex, Jl ow) zer o*f 3(Jl ow, br anch)
enddo
enddo

return
end
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subrouti ne Honl London(nrot)

hkhkhkkhkhkhhhhhhhhhhhhhhhhhdhhhdhhhdhhhdhdhdhddhhdhdhhhdhhhdhhhdhhhdhhhddhddhddhrddrxdx*x

*
*
*
*
*
*
*
*
*
*
*

E o

The "Honl - London" factor is the ro-electronic transition
strength S(J"). This subroutine conputes the nornalized
Honl - London factor:

HLf act or (findex,J") = Sn(J") == S(J")/ (23" + 1)

where J" is the lower rotronic state energy |evel.

hkhkhkkhkhkhhhkhhhhhhhhhhhdhhhdhhhdhhhdhhhdhhhdhdhdhhdhdhhhhhhdhhhdhhhdhhhddhdddhddrdrrdrx*x

implicit doubl eprecision (a-h,o-2)

common/ split/wreq(9, 0: 200), HLfactor(9, 0:200)
common/ pri s/ zero, half, one, two, three, four, five, eight

Note that P-splittings are in wfreq array indices 1, 2, 3;
R-splittings in 4, 5, 6; Qsplittings in 7, 8 9. Currently,
t hese Honl - London factors are for Sig+ <-> Pi transitions.
See Hertzberg page 207. It is inportant to note that the
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* followi ng indexing table for HLfactor(findex,J) is consistent
* with that of subroutine Splittings:
*
* P Q R
o e e e
* Miultiplicity =1 => findex =1, 4, 7
* Multiplicity =2 => findex =2, 5 8
* Multiplicity =3 => findex =3, 6, 9
*
* For multiplicity =1 (singlet), only Hifactor([1,4,7],J) are
* non-zero. If multiplicity = 2 (doublet), then the set (2,5,8)
* are included. For multiplicity =3 (triplet), all normalized
* Honl - London functions are to be used.
do Jlow = 0, nrot+2
For the case of no splittings (Multiplicity = 1); These functions
shoul d be non-zero (unless there is no Q branch).
HLfactor(1,Jlow) = half*(Jlow - one)/(two*Jl ow + one)
HLf actor(4,Jlow) = half
H.factor(7,Jlow) = half*(Jlow + two)/(two*Jl ow + one)
* For Doublets (Miultiplicity = 2), this, along with (1,4,7) should
* be used.
HLf actor(2,Jl ow) = zero
HLf actor (5,Jl ow) = zero
HLf actor (8,Jl ow) = zero
* For Triplets (Multiplicity = 3), this should be included al ong
* with the other two sets (1,4,7) and (2,5, 8).
HLf actor(3,Jlow) = zero
HLf actor (6,Jl ow) = zero

HLf actor(9,Jl ow) = zero
enddo

return

end
*
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subrouti ne Einstein(nrot)
khhkkkhhhkkhkhhkhkkhhhhhhhddhhhdhhddhhhdhdxddhhdhdxddhddhdxddhddhdxddhddddxddhx*xdd*x*d,*x*%x

First, we calculate the "oscillator strength" f12, which is the
di mensionless ratio (0 < f12 < 1) of the actual absorption to
that of a hypothetical nodel in which absorption is attributed
to the dissipating termof a classical electromagnetic dipole
oscillator. This ratio is useful for calculating the density

of the ideal oscillators required to produce the sane absorption
effect as the actual ground-state absorbers. The em ssion
strength can be conputed fromthe reciprocity relationship

L T S T . I

gl*f12 = g2*f21
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*

where g is the state degeneracy g(J,S) = (2J+1)*(2S+1).

Not e that we divide the groupi ng of physical constants by 100
in order to account for the conversion of neters to centineters
as well as frequency in Hertz to wavenunbers. This calcul ation
is performed for a P(10) absorption |ine such that

g2/ gl = (2J'+1)/(23"+1) = 19/21 = 0.904762.

Al so, note that we elimnate non-physical, negative val ues
of Einstein B-coefficients by using the first allowed ground
electronic state rotational level as a criterion

hkhkhkkhkhkhhhkhhhhhhhhhhhdhhhdhhhdhhhdhhhdhhhdhdhdhhdhdhhhhhhdhhhdhhhdhhhddhdddhddrdrrdrx*x

i mplicit doubl eprecision (a-h,o-2)
i nteger vgd, vexc, vgdMAX, vexMAX
doubl e precision kBoltz, kBoltzGas, nelec, nuvac, LS

common/ vi bquant/vstate(4), vgdMAX, vexMAX
common/rotquant/firstJP(2), firstJQ2), firstJR(2)

common/ spi nst at/ spi ndegn(2), LS, odd, even, Gatio
common/ const 4/ Gvv(0: 55, 2), Bvv(0:55,2), Dvv(0:55,2), Hvv(0:55,2)
common/ enr gy/ Ener gy(2, 0: 200), freq(5, 0: 200), wave(5, 0: 200)
common/ ei nA/ Acoef (0: 55, 0: 55), vbandhead(0: 55, 0: 55), AvEff(0:55),

& Acol | (0: 55), tauvEff(0:55)

conmmon/ ei nB/ B12P(0: 200), B12Q( 0: 200), B12R(0: 200), foscl2
common/ prins/ zero, half, one, two, three, four, five, eight
common/ fizconl/pi, ¢, h, kBoltz, qelec, anu, kBoltzGas, atm
common/ fi zcon2/ nel ec, nuvac, epvac, pasca

common/ split/wreq(9, 0: 200), HLfactor (9, 0:200)

Conmput e the appropriate (absorption) Einstein B-coefficients for
the current vibronic absorption bands. The |oop index here
is Jlow = J".

vgd = INT(vstate(1l) + 1.0d-2)

vexc = INT(vstate(2) + 1.0d-2)

Ei nst ei nA = Acoef (vexc, vgd)

x1 = mel ec*epvac*c/ (two*pi *1. 0d2*gel ec**2)

foscl2 = x1*(19.0d0/21.0dO0) *HLfactor (1, 10) *Ei nst ei nA/

& freq(2,10)**2

cnst = vbandhead(vexc, vgd)*G ati o*1. 0d- 24/ (ei ght *pi *h)

do Jlow = 0, nrot+2

B12P(Jl ow) = cnst*(wave(2,Jl ow)**2)*Ei nst ei nA*HLfactor (1, JI ow)
B12Q( Jl ow) = cnst*(wave(3, Jl ow) **2)*Ei nst ei nA*HLf act or (4, JIl ow)
B12R(Jl ow) = cnst*(wave(4, Jl ow)**2)*Ei nst ei nA*HLfactor (7, JI ow)

enddo

return

end
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subrouti ne PopSt at s(PopFrac, Q Q ati o, nrot, nukespec)
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This subroutine calculates the total ro-vibrational partition
function, Q for the LIF species nmolecule. It is assuned that
the ground state of the transition is also the electronic ground
state (Te=0). LS split electronic states are included in the
calculation, if appropriate, as are the spin statistics.

W | oop over both vibrational and rotational |evels (of even/odd
J to incorporate appropriate spin-statistical effects) in order
to conmpute the total two-tenperature, coupled ro-vibrationa
Partition Function and ro-vib popul ati on. For honbgeneous
di atom cs, every other rotational line is mssing, but for
het er ogeneous di atom cs, we need themall (see subroutine
Ter nVal ues where (even=1, odd=1)for heterogeneous, and (even=0,
odd=1) for hononucl ear di atom c nol ecul es.

This even-odd spin-statistical accounting is easily recogni zed as
the so-called rotational "symetry nunber” when the rotationa
partition function is approximated by a continuous integration
fromJ=0 to J=infinity

Qot(Trot) = Trot/(symunt Thet aRot )

where symmum=1l for any hetero-nuclear diatomc (CO NO etc.) and
symmunme2 for any hono-nuclear (2, N2, etc.) diatom c nol ecul e].

Note that rotational and translational tenperatures are NOT
assuned to be equilibrated. This nmeans that we nust conpute the
coupl ed ro-vibrational Partition Function using separate
tenperatures. W then conpare this result with the approxi mate
decoupl ed Partition Function

Q Trot, Tvib) =~ Qot(Trot)*Qui b(Tvi b)

hkhkhkkhkhkhhhkhhhhhhhhhhhdhhhdhhhdhhhdhhhdhhhdhdhdhhdhdhhhhhhdhhhdhhhdhhhddhdddhddrdrrdrx*x

implicit doubl eprecision (a-h,o-2)

character*6 nukespec

i nteger vib, vgd, vgdMAX, vexMAX, Qrega

doubl e precision LS, LSengy, kTvib, kBoltz, kBoltzGas, |ifnmass
di mensi on PopFrac(0: 200)

conmmon/ em ssn/ PLI F(0: 200), QLI F(0: 200), RLIF(0: 200)
common/ spi nst at/ spi ndegn(2), LS, odd, even, Gatio
common/ const 4/ Gvv(0: 55,2), Bvv(0:55,2), Dvv(0:55,2), Hvv(0:55,2)
common/ el ecquant / Lanbda(2), Qrega(?2)
common/ vi bquant/vstate(4), vgdMAX, vexMAX
common/ gaspr op/ xspec, xbuff, press, Trot, Tvib, |ifnass,
buf f mass,

&ThetaVi b, ThetaRot, xLIFSelf, xLIFBuff
common/ pri s/ zero, half, one, two, three, four, five, eight
common/ fizconl/pi, ¢, h, kBoltz, qgelec, anu, kBoltzGas, atm
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Note that Boltzmann's constant is defined in ternms of wavenunber,
i.e., units of k/hc are cm1/K, NOT J/K  Thus, kTvib gets
converted to units of wavenunmber (cm1).

i f (nukespec. eq. ' hetero')then
symum = one

el sei f (nukespec. eq. ' hono' )t hen
symum = two

endi f

kTvib = kBoltz*Tvib
Qi b one/ (two*DSI NH( Thet aVi b/ (t wo* Tvi b)))
Q ot Tr ot/ (symunt Thet aRot )

Qaprx = Qi b*Q ot

i f (I NT(LS).eq.0)nLSst at es
i f (I NT(LS). ne.0)nLSst at es

1
2

Note that we junp out of the follow ng | oop over rotationa
states if the magnitude of the Boltzmann fracti on exponent is
"l arge" (chosen here to be 20.0). This helps to avoid
accunul ation of errors in the sumand avoids floating point
overfl ows.

L N

Qsum = zero

doi =1, nLSstates
LSengy = LS*(i - 1)
do vib = 0, vgdMAX

Qv = Gvv(vib,1)
Bv = Bvv(vib, 1)
Dv = Dvv(vib, 1)
Hv = Hvv(vib, 1)
Evib = G/ + LSengy

do Jlow = 0, 200
aJ = DFLOAT(Jl ow*(Jlow + 1))
aJ2 ajJ**2
alJ3 = aJ**3
gJ = two*Jl ow + one
FvJd = Bv*al - Dv*aJ2 + Hv*aJ3
exponent = (Bvib + Tvib*FvJ/ Trot)/kTvib
i f (exponent. gt.20.0d0)goto 300
Qsum = sum + even*spi ndegn( 1) *gJ* DEXP( - exponent )
300 conti nue
enddo

enddo
enddo

Next, we conpare the conbined ro-vibrational Partition
Function with the approxi mate ro-vibrationally decoupl ed case:

Q= GsuntQib
Qatio = Q Qaprx

* Last, calcul ate ground el ectronic state popul ati ons for
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each ro-vibrational state beginning at J=0, for the current
* Vi bronic transition

vgd = INT(vstate(1l) + 1.0d-2)

Gv = Gvv(vagd, 1)
Bv = Bvv(vgd, 1)
Dv = Dvv(vgd, 1)
Hv = Hvv(vgd, 1)
Evib = Gv + LSengy

do Jlow =0, nrot + 2

gJ = two*Jl ow + one

aJ = Jlow (Jl ow + one)

alJ2 = ajJ**2

alJ3 = aJ**3

FvJd = Bv*aJ - Dv*aJ2 + Hv*aJ3

exponent = (Bvib + Tvib*FvJ/ Trot)/kTvib
PopFrac(Jl ow) = even*spi ndegn(1)*gJ*DEXP(-exponent)/Q
enddo

return

end
*
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subroutine LI Fsignal (PopFrac, Q Qratio, nrot)

hkhkhkkhkhkhhhhhhhhhhhhhhhhhdhhhdhhhdhhhdhdhdhddhhdhdhhhdhhhdhhhdhhhdhhhddhddhddhrddrxdx*x

Thi s subroutine conputes the total (integrated) nunber of
photons coll ected by the detector for each rotational branch
seperately.

First, the Lorentzian (Natural + Collision) and Gaussian
(Doppler) linewi dths are used to conpute the Voigt |inew dth,
FWHM in GHz. Then, the rates for quenching and pre-di ssociation
(if necessary) are conputed. Using this, the ro-vibrationa
popul ati on fractions, and Einstein-B coefficients we conpute
stimul ated enission rates, Fluorescence Quantum Yi el ds, and
nunber of photons emtted during the excitation tinme.

The nunber of photons detected are based upon the collection
efficiency and detector quantum efficiency.

E o T D R I T R N

hkhkhkkhkhkhhhkhhhhhhhhhhhdhhhdhhhdhhhdhhhdhhhdhdhdhhdhdhhhhhhdhhhdhhhdhhhddhdddhddrdrrdrx*x

i mplicit doubl eprecision (a-h,o-2)

doubl e precision LineWdth, kBoltz, kBoltzGas, |ifmass, nelec
doubl e precision nuvac, Intensity, IsatP, IsatQ IsatR LS
doubl e precision IratioP, lratioQ IratioR

i nteger vgd, vexc, vgdMAX, vexNMAX
di mensi on PopFrac(0: 200)

common/ vi bquant/vstate(4), vgdMAX, vexMAX

common/ rotquant/firstJP(2), firstJQ2), firstJR(2)

common/ enr gy/ Ener gy(2, 0: 200), freq(5, 0: 200), wave(5, 0: 200)
conmmon/ em ssn/ PLI F(0: 200), QLI F(0: 200), RLI F(0: 200)

245



common/ absr bn/ Pabs(0: 200), Qabs(0: 200), Rabs(0: 200)
common/ gaspr op/ xspec, xbuff, press, Trot, Tvib, |ifnass,
buf f mass,
&ThetaVi b, ThetaRot, xLIFSelf, xLIFBuff
common/ wi dt hs/ Li neW dt h(0: 200), wi dthLrz, FWHM aser, brdSel f,
&br dBuf f
common/ | aser/ Pul seTi ne, Arealaser, EnrgylLaser
common/ det ect / pntzai n, Col I ect Vol , CollectEff, QuantEff
common/ ei nA/ Acoef (0: 55, 0: 55), vbandhead(0: 55, 0: 55), AvEff(0:55),
& Acol | (0: 55), tauvEff(0:55)
conmmon/ ei nB/ B12P(0: 200), B12Q( 0: 200), B12R(0: 200), foscl2
common/ pri s/ zero, half, one, two, three, four, five, eight
common/ fizconl/pi, ¢, h, kBoltz, gelec, amu, kBoltzGas, atm
common/ spi nst at/ spi ndegn(2), LS, odd, even, Gatio

vgd = INT(vstate(1l) + 1.0d-2)
vexc = INT(vstate(2) + 1.0d-2)

Acol | (vexc) = AvEff (vexc)

call LineWdths(nrot)
call LossRate(Qate, PreRate, densLI F, densBuff)

Conmput e the incident |aser power (W, intensity (Wcm2), and
the excitation volune (cntt3). Resistance of coax signal cable
is specified in Ohns.

Power Laser = 1.0d-3*EnrgylLaser/ Pul seTi ne
Intensity = PowerlLaser/ Arealaser

pmCur nt = Quant Ef f * pnfzai n*gel ec/ Pul seTi ne
Resi st ance = 50. 0d0

do Jlow = 0, nrot+2
if(Jlow ge.firstJP(1))then
JupP = Jlow - 1

el se
goto 400

endi f

if(Jlow ge.firstJQ(1))then
JupQ = Jl ow

el se
goto 400

endi f

if(Jlow ge.firstJR(1))then
JupR = Jlow + 1

el se
goto 400

endi f

Conput e the nunber density of ground el ectronic-state absorbers
within rotational state Jlow (#/ cm3).

i f (PopFrac(Jl ow).eq.0)goto 400
Absr bDens = PopFrac(Jl ow) *densLIF
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Conpute the Stimnul ated Absorption Rate (1/sec) for each branch,
for the current main-l1oop absorption band (vgd, vexc).

WL2P = B12P(Jl ow) *Intensity/ (c*FWHM aser *1. 0d9)
WL2Q = B12Q(Jl ow) *I ntensity/ (c*FWHM aser *1. 0d9)
WL2R = B12R(Jl ow) *I ntensity/ (c*FWHM aser *1. 0d9)

Conmput e roel ectroni c degeneracy ratio gl/g2 and 1/(1+[gl/9g2])
for each branch.

spinrati o = spindegn(1)/spindegn(2)

rotrati oP = (two*Jlow + one)/ (two*Jl ow - one)
rotrati oQ = one

rotrati oR = (two*Jlow + one)/ (two*Jl ow + three)
glg2P = spinratio*rotrati oP

0192Q = spinratio*rotrati oQ

g1g2R = spinratio*rotratioR

gf acP = one/ (one + glg2P)

gf acQ = one/ (one + gl1g2Q

gf acR = one/ (one + glg2R)

Conpute the Stimnul ated Emi ssion B-coefficients [cnm3/(Wsec”3)].

B21P = B12P(JI ow) *glg2P
B21Q = B12QJIl ow) *g1g2Q
B21R = B12R(JI ow) *g1g2R

Conmpute the Stinul ated Emi ssion Rates (1/sec).

W21P = B21P*Intensity/ (c*FWHM aser *1. 0d9)
W1Q = B21Q*I ntensity/ (c*FWHM aser *1. 0d9)
W21R = B21R*Intensity/ (c*FWHM aser *1. 0d9)

Conpute the saturation intensity ratio Isat/l and the
nondi mensi onal fl uorescence rate function, PH .

x1 = Aveff(vexc) + Qate + PreRate

xP = (B12P(Jlow) + B21P)/(c*FWHM aser*1. 0d9)
IsatP = x1/xP

IratioP = IsatP/Intensity

PH P = one/(one + IratioP)

xQ = (B12QQJlow) + B21Q/(c*FWHM aser*1. 0d9)
IsatQ = x1/ xQ

IratioQ = IsatQ Intensity

PH Q = one/ (one + IratioQ

xR = (B12R(Jl ow) + B21R)/ (c* FWHM aser * 1. 0d9)
IsatR = x1/ xR

IratioR = IsatR/ Intensity

PH R = one/(one + IratioR)
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Conput e the nunber of photons per unit volune emtted into 4*p
steradi ans during the excitation pulse tinme. Note that we
have assumed negligabl e self-absorption and radiation trapping.

Pphot ons = AbsrbDens*Acol | (vexc) *gf acP* PHI P*Pul seTi ne
Qohot ons = AbsrbDens*Acol | (vexc) *gf acQ* PHI Q Pul seTi ne
Rphot ons = AbsrbDens*Acol | (vexc) *gf acR* PHI R* Pul seTi ne

W& adhere to the quantum sel ection rule that the first J-levels
allowed in each state depend on the quantum nunber
firstJ = Orega = Lanbda + Sigma for Hund's Case (a).

if(Jlow It.INT(firstJP(1)))Pphotons = zero
if(Jlow It.INT(firstJQ 1)))Qhotons = zero
if(Jlow It.INT(firstJR(1)))Rphotons = zero
Conmpute the signal (nVolts) for each rotational |ine of the

* present vibronic transition using the nunber of photons emtted

*

*

400

*

al ong with experinental setup conditions.

PLI F(Jl ow) = Pphot ons*Col | ect Vol *Col | ect Ef f * pmCur nt *
Resi st ance* 1. 0d3

QI F(JI ow) Qohot ons* Col | ect Vol *Col | ect Ef f * pnCur nt *
& Resi st ance* 1. 0d3

RLI F(JI ow) Rphot ons* Col | ect Vol *Col | ect Ef f *pnCur nt *
Resi st ance* 1. 0d3

Use Beer's Law to conpute the fraction of the input intensity
transmtted and absorbed within the given path |ength.

AbsConst = zero
transn ssi on = one
absorption zero

Pabs(Jl ow) = absorption
Qabs(Jl ow) = absorption
Rabs(Jl ow) = absorption
conti nue

enddo

return

end

khkhkkhkhkhhhkhhhkhhhhhhhhhhhdhhhhhhdhhhdhhhdhdhdhdhddhddddddrrdx*x*x NETL 2003 *kkk*k
’

subrouti ne Li neWdths(nrot)

hkhkhkkhkhkhhhhhhhhhhhhhhhhhdhhhdhhhdhhhdhdhdhddhhdhdhhhdhhhdhhhdhhhdhhhddhddhddhrddrxdx*x

*
*
*
*
*
*
*
*
*
*

Thi s subroutine cal cul ates the Lorentzian, Gaussian, and
Voigt linewidth (FWHVM) in GHz. The broadeni ng coefficients and
tenper ature exponent are experinentally determ ned.

Note that the excitation |laser source is assunmed to be spectrally
Gaussi an and i ndependent of tuning (i.e., "locking" efficiency).

hkhkhkkhkhkhhhkhhhhhhhhhhhdhhhdhhhdhhhdhhhdhhhdhdhdhhdhdhhhhhhdhhhdhhhdhhhddhdddhddrdrrdrx*x
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implic
doubl e

i ntege

it doubl eprecision (a-h,o0-2)
preci sion LineWdth, kBoltz, Iifmass, kBoltzGas

r vgdMAX, vexMAX, vgd, vexc

common/ ei nA/ Acoef (0: 55, 0: 55), vbandhead(0: 55, 0: 55), AvEff(0:55),

&

Acol | (0: 55), tauvEff(0:55)

common/ wi dt hs/ Li neW dt h(0: 200), wi dthLrz, FWHM aser, brdSel f,

&br dBuf

f

common/ gaspr op/ xspec, xbuff, press, Trot, Tvib, |ifnass,

buf f ma

SS,

&ThetaVi b, ThetaRot, xLIFSelf, xLIFBuff
common/ enr gy/ Ener gy(2, 0: 200), freq(5, 0: 200), wave(5, 0: 200)
common/ prins/ zero, half, one, two, three, four, five, eight
common/ fizconl/pi, ¢, h, kBoltz, qgelec, anu, kBoltzGas, atm
common/ vi bquant/vstate(4), vgdMAX, vexMAX

Cal cul
curren

vgd =
vexc =
Ei nste

ate Natural Broadening (FWHM Lorentzian) in Giz for the
t vibrational band.

I NT(vstate(1l) + 1.0d-2)
I NT(vstate(2) + 1.0d-2)
i nA = Acoef (vexc, vgd)

wi dt hNat = Ei nstei nA/ (two*pi *1. 0d9)

enr gyk

Cal cul
Lor ent
avgspe
have u

dwsel f
&

dwBuf f
&

= DSQRT(two*DLOG t wo) *kBol t zGas*Trot/ | i f nass)

ate Collisional ("Pressure") Broadening (FWAM

zian) in GHz. Trot is in Kelvin, pressure pis in atm
ed cnisec. The broading coefficients (brdSelf, brdBuff)
nits of cm1l/atm

brdSel f*(press/atm*(xspec/1.0d2)*c*
(Trot/296.8d0)**7.5d-1

br dBuf f *( press/atm *(xbuff/1.0d2)*c*
(Trot/301.5d0)**7.5d-1

wi dt hCol = (dwSel f + dwBuff)/1.0d9

Cal cul
wi dt hL

Cal cul
t ot al
excita
Voi gt

do J =
wi d
wi d
Lin

&
enddo

return

ate the total Lorentzian broadening (FWHM) in GHz.
rz = widthNat + wi dthCol

ate Doppl er Broadeni ng (FWHM Gaussian) in GHz. The
Gaussian width is the sumof the Doppler and (assumed)
tion laser linewidth. Then, conpute the approxi mate
linewidth (FWHV) in GHz using the "Whiting Fornul a".

0, nrot+2
thDop = two*freq(2,J)*enrgyk/1.0d7
thGss = DSQRT(w dt hDop**2 + FWHM aser **2)
eWdth(J) = 5.346d-1*widthLrz +
DSQRT( 2. 166d- 1*wi dt hLrz**2 + w dt hGss**2)
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*

end

hkhkhkkhkhkhhhkhhhkhhhhhhhhhhhhhhdhhhhhhdhhhdhhhdhdhddhdddhrddrrd*x*x NETL 2003 *kkk*x
’

subrouti ne LossRate(Q ate, PreRat e, densLI F, densBuf f)

hkhkhkkhkhkhhhhhhhhhkhhhhhhhhhhhdhhhdhhhdhdhhhdhhhhhhdhhhdhhhdhhhdhhhdhhhddhddhddrdrxdx*x

L I T R

*

This subroutine conmputes the rate of non-radiative energy
transfer fromthe excited electronic ro-vibrational states to
ot her energy nodes. The equations used are based upon
experinmental |y determ ned quenchi ng cross-sections for individua
vi brational states within the excited electronic state

hkhkhkkhkhkhhhkhhhhhhhhhhhhhhdhhhdhhhdhhhdhhhdhdhhhdhdhhhhhhdhhhdhhhdhhhddhdddhddrdrrdrx*x

implicit doubl eprecision (a-h,o-2)
doubl e precision kBoltz, kBoltzGas, |ifmass, nelec, muvac

common/ pri s/ zero, half, one, two, three, four, five, eight
common/ fizconl/pi, ¢, h, kBoltz, qgelec, anu, kBoltzGas, atm
common/ fi zcon2/ nel ec, nuvac, epvac, pasca
common/ gaspr op/ xspec, xbuff, press, Trot, Tvib, |ifnass,
buf f mass,

&Thet aVi b, ThetaRot, xLIFSelf, xLIFBuff

Conmput e the reduced mass in kg.

redmass = buffrmass*lifmass*anu/ (buffmass + |ifnass)

Usi ng the reduced mass, conpute the relative velocities of the
colliding particles based upon the nean thermal speeds. Note
units are in cnl sec

spdRed
spdLI F

1. 0d2* DSQRT( ei ght *kBol t zGas* Tr ot / (pi *r ednass) )
1. 0d2* DSQRT(t wo* ei ght *kBol t zGas* Trot / (pi *amu*| i f mass))

Conmpute the particle nunber density of each species, in # cnt3.

densTot (press/atm *pascal *1. 0d- 6/ (kBol t zGas* Tr ot )
densLI F (xspec/ 1. 0d2) *densTot
densBuf f = (xbuff/1.0d2)*densTot

Conput e the quenching rates (per second).

QateLl F = xLI FSel f *densLI F*spdLI F

Q ateBuff = xLI FBuff *densBuf f *spdRed

Qate = QateLlF + QateBuff

Conmpute the Pre-Dissociation Rate (per second), if necessary.

PreRate = zero

return
end

khkhkkhkhkhhkhkhhhkhhhkhhhkhhhhhhhhhhhdhhhdhhhdhdhdhdhddhhrhrddrx% NETLab 2003 *kkk*k
’
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subrouti ne Li neShape(nrot, ndat, hal fpnts, pop, arr ay)

hkhkhkkhkhkhhhhhhhhhhhhhhhhhdhhhdhhhdhhhdhdhdhddhhdhdhhhdhhhdhhhdhhhdhhhddhddhddhrddrxdx*x

L T R TR TR N T N T R T R N N T I N T S N T N N N N A S . N N R

Thi s subroutine conmputes the spectral |ineshape for each
rotational line of the current vibronic transition. The
"Whiting Fornmula" is used as an approximation for the Voi gt
| i neshape. Note that the convolution of each transitions's
contribution to the total |ineshapes is not performnmed here,
but in subroutine SpectraSum The basic idea here is to conpute
the signal dS, (intensity) as a function of frequency (wavel ength
in Angstron) from

dS/ Stot = g(freq)*dfreq

where Stot is the total integrated signal (PLIF, QIF, RLIF),
g(freq) the lineshape function in 1/Giz, and dfreq the
frequency increment in GHz. Note that we express the detuning
paranmeter in wavel engths using the relation

freq(GHz) = c/ (10*wave(Ang)).

By taking the derivative of the above expression, the frequency
increment is
df req = c*dwave/ (10*wave”?2)

Al'l resonance wavel engths and integrated fine-structure
conmponents for the P, Q and R-branches are contained in a
single vector called "array". This is a holdover fromthe old
2 LIF code in order to acconpdate witing one's own plotting
routi nes, and is somewhat rem niscent of a "Pointered Array"”.
This vector contains, in consecutive order for P, Q R branches,
t he wavel engths with index "iwave" and signal integrated over
the fine-structure conmponents with index "isig".

The schene for the placenent of each branches' data into the
vector "array()" is as foll ows:

array(i+iwave) or array(i+isig)

wher e i ={1, 2, 3,..... ,(2*hal fpnts + 1)}
i wave = ndat*(branch - 1)
isig ndat *( branch + 2)
ndat (2*hal fpnts + 1)*(nrot + 1)

Typically, halfpnts 75 so that the total nunber of points used to
resol ve the |ineshape structure for each peak is

2*hal fpnts + 1 = 151 pnts. This can be changed if necessary, but
renenber that the array() has limted space (unless this

di mension i s increased).

In table format, the array positions are:

Branch Nane branch # i wave isig



* Q 2 ndat to 2*ndat 4*ndat to 5*ndat
* R 3 2*ndat to 3*ndat 5*ndat to 6*ndat
*

* The fine-structure integration indices are consistent with

* subroutines Splittings and Honl London

* P Q R

* o e

* Doubl et or Triplet; fine =1 => findex =1, 4, 7

* Doubl et or Triplet; fine = 2 => findex = 2, 5, 8

* Triplet; fine = 3 =>findex =3, 6, 9

*
khhkkkhhhkkhkhhkhkkhhhhhhhdhhhdhhddhhdhdddhhdhdxddhddhdxddhddhdxddhdddx*dhx*xddx*d,%x*%x

implicit doubl eprecision (a-h,o-2)

di mensi on array(50000), pop(0:200)

i nteger branch, halfpnts

doubl e precision LineWdth, kBoltz, kBoltzGas

common/ enr gy/ Ener gy(2, 0: 200), freq(5, 0: 200), wave(5, 0: 200)

conmmon/ em ssn/ PLI F(0: 200), QLI F(0: 200), RLI F(0: 200)

common/ wi dt hs/ Li neW dt h(0: 200), wi dthLrz, FWHM aser, brdSel f,
&br dBuf f

common/ split/wreq(9, 0: 200), HLfactor(9, 0:200)

common/ prins/ zero, half, one, two, three, four, five, eight

common/ fizconl/pi, ¢, h, kBoltz, qelec, anu, kBoltzGas, atm

* Conmput e the nunber of rotational levels with non-zero
* popul ations. |If all |evels have non-zero popul ation
* then ncount = nrot+1
*
* Here we define "Mgammas" as the nunber of Voigt hal f-w dths
* away fromline-center. Also, "halfpnts"” is the nunber of
* poi nts (wavel ength steps) within the space of Mganma. Note
* that hal fpnts cannot exceed half of the allotted nmenory
* of the vector storage space "array".

ten = 10. 0d0

Myammas = 15

narray = 48000

hal fpnts = INT(((narray/(6*nrot)) - 1)/2) - 1

ncount = 0

do J =0, nrot

i f(pop(J).eqg.0)goto 30
ncount = ncount + 1

30 conti nue

enddo
* Note that if all levels have non-zero popul ati ons, then
* we have ndat =2*hal fpnts*(nrot+1). Also, this leads to the
* maxi mum val ues isig = 2*hal fpnts*(nrot+1)*(branch+2) and
*

iwave = 2*hal fpnts*(nrot)*(branch-1).

ndat = (2*hal fpnts + 1)*ncount
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300

do branch = 1, 3

1

isig = ndat*(branch + 2)
i wave = ndat*(branch - 1)

do J

Skip tr

= 0, nrot

ansitions with zero population in gd state (even J for

hononucl ear di at omi cs)

i f

GHzAng

(pop(J).eq.0)goto 300

is the GHz/ Angstrom conversion function at the appropriate

wavel engt h.

GHzAng = 1.0d-1*c/wave(l+branch, J)**2
gamma = hal f *Li neW dt h(J)

i f
i f
i f

(branch.eq.1) TotSig = PLIF(J)
(branch.eq.2)TotSig = QI F(J)
(branch.eq.3)TotSig = RLIF(J)

dwave = Mgammas*gamma/ ( GHzAng* hal f pnt s)
wavestart = wave(1l+branch,J) - Manmas*gamma/ GHzAng

Here is

where the signal |ineshape for each J-level is conmputed

as a function of wavelength. At the end we store the wavel ength

in nm

The Whiting Formula is used to approxi mate the Voi gt

i neshape to within 1-2%

do ipnt = 0, 2*hal fpnts

waverun = wavestart + ipnt*dwave

det une = DABS(1.0d-1*c*(one/ waver un-one/ wave( 1+branch, J)))
wratio = w dthLrz/Li neWdth(J)

drati o = detune/LineWdth(J)

gl = (one - watio)*DEXP(-2.772d0*drati o**2)

g2 = watio/ (one + four*drati o**2)

g3 = 1.6d-2*(one - watio)*watio

g4 = DEXP(-4.0d-1*dratio**2.25d0)

gb =ten/(ten + dratio**2.25d0)

quadratic = 1.065d0 + 4.47d-1*watio + 5.8d-2*wratio**2
gmax = one/ (Li neWdth(J)*quadratic)

gNorm = g1 + g2 + g3*(g4 - g5)

gVoi gt = gmax*gNor m

Now compute the signal as a function of wavel ength.

dSi gnal = Tot Si g*gVoi gt *c*dwave/ (t en*waver un**2)
array(i+isig) = dSignal

array(i +iwave) = waverun/ten

i =1
en

+ 1
ddo

conti nue

endd
enddo

(o]
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*

return
end

khkhkkhkhkhhkhkhhhkhhhkhhhkhhhhhhhhhhhdhhhdhhhdhdhdhdhddhhrhrddrx% NETLab 2003 *kkk*k
’

subrouti ne SpectraSum ndat, hal fpnts, array, LI F, absorDb)

khkhkkhkhkhhhhhhhhhkhhhhhhhhdhhhdhhhdhhhdhdhdhddhdhhhhhdhhhdhhhdhhhdhhhdhhhddhdddhrdrdrxdx*x

* % F Ok X

i mplicit doubl eprecision (a-h,o-2)

di mensi on array(50000)

| ogi cal LIF, absorb

i nteger bin, branch, halfpnts, fullpnts

common/ specl/fstwave, fnlwave, wavei nc, nspec
common/ spec?2/ SuntSpec(25000)
common/ prins/ zero, half, one, two, three, four, five, eight

del max

= fnl wave - fstwave
fullpnts =

2*hal fpnt s

Begin the | oop on each branch with the appropriate starting
position within array(i) as "isig" or "iwave". The accumul ated
i nteger "npnts" is the nunber of points per branch

do branch =1, 3
nBrnchPnts = 0
isig = ndat*(branch + 2)
do i =1, ndat
nBrnchPnts = nBrnchPnts + 1
i wave = ndat*(branch - 1)
delta = array(i +iwave) - fstwave

i f(delta.gt.del Max)goto 100
if(delta.lt.wavei nc)goto 100

bin = I NT(del ta/wavei nc + 5.0d-2)

For overl apping fluorescence, intensities add. For overl apping
absorption, transm ssions multiply since EXP(atb) = EXP(a)*EXP(b)

i f(LIF)then

SunBpec(bi n) = SunBpec(bin) + array(i+isig)
endi f
i f (absorb)then

Suntpec( bi n) one - (one - SunBpec(bin))*

% (one - array(i+isig))

endi f
if(i.eqg.1l)LastBin = bin

Si nce the wavel ength spacing of the sunmed spectrumis generally
| ess than the wavel ength spacing of the individual high

resol ution spectra, the loop on i will generally skip over

several points of the sunmred spectrum resulting in several zero

val ues of Suntpec(bin). This is corrected by interpol ation

Note: this interpolation is ignored every (2*halfpnt+1) point,
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due to change in J. Note that 2*hal fpnt+1l = 151 in the origina
code, but doesnt have to be necessarily.

nm ssed = bin - LastBin
i f(nBrnchPnts.eq. (full pnts+2))then
nm ssed = 0
nBrnchPnts = 1
LastBin = bin
endi f
i f(nm ssed. eq.0)goto 100
diff = array(i+isig) - array(i+isig-1)

do k = 1, nm ssed-1

i f(LIF)then
SunBpec( Last Bi n+k) = SunBSpec(Last Bi n+k) +
% DFLOAT(k/ nmi ssed)*di ff + array(i+i sig-1)
endi f

i f (absorb)then
Suntpec(Last Bi n+k) = one - (one -

% SunBpec(Last Bi n+k) ) *(one - DFLOAT(k/nm ssed) *
% diff)*(one - array(i+isig-1))
endi f
enddo
LastBin = bin
100 conti nue
enddo
enddo
return
end

*
khkhkkhkhkhhkhkhhhkhhhkhhhkhhhhhhhhhhhdhhhdhhhdhdhdhdhddhhrhrddrx% NETLab 2003 *kkk*k
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subrouti ne SpectraCut
khhkkkhhhkkhkhhkhkkhhhhhhhddhhhdhhddhhhdhdxddhhdhdxddhddhdxddhddhdxddhddddxddhx*xdd*x*d,*x*%x

implicit doubl eprecision (a-h,o-2)

character*1 ido
character*20 fil nam

common/ pri s/ zero, half, one, two, three, four, five, eight
common/ specl/fstwave, fnlwave, wavei nc, nspec
common/ spec?2/ SuntSpec(25000)

wite(6,*)’ '
Wit (6, %) mmm e e e e e e '
80 write(6,100)
100 format (' Enter Spectra Qutput File Nane:')
wite(6,*)' ["none" will skip output]’
Wit (B, %) = - e s e e e e '
read(5, 300)fil nam
wite(6,*)’ '

i f(filnam eqg." ' none')goto 600
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300
320
500
550

600

open(unit = 40, file = filnam err = 80)

Fi nd the maxi num signal value for normalization, if
desi red.

Si gnal Max = -one
do i =1, nspec

Si gnal Max = MAX( Si gnal Max, SunSpec(i))
enddo

Prompt User to determine if Normalization is desired.

not, then just divide the spectra by unity.

wite(6,*)’ '
write(6,500)
read(5, 550)i do
wite(6,*)’ '

i f(ido.eq.'n)Signal Max = one

wave = fstwave

do i =1, nspec
write(40, 320)wave, SunSpec(i)/ Si gnal Max
wave = wave + wavei nc

enddo

cl ose(unit = 40)

f or mat ( A20)

format (1x, F14. 7, 1x, E12. 5)

format (' Do you want to Normalize the Spectra? ',$)
format ( 1A1)

conti nue

return
end
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APPENDIX D

FORTRAN 77 CODE FOR COMPUTING RO-VIBRONIC TRANSITION LINES FOR
THE A-X AND D’-X BANDS

khkhkkhkhkhhkhkhhhkhhhkhhhkhhhhhhhhhhhdhhhdhhhdhdhddhdddhrddrrdxkx*x Bob\Mre 2003 *kkk*k
’

program | i neposit
khhkkkhhhkkhkhhkhkkhhhhdhhhddhhhhhdddhhdhdddhhdhdxddhddhdxddhddhdxddhddddxddhx*xddx**%x*%x

Thi s program conputes the RoVi bronic band |ine positions,
gi ven the nol ecul ar termvalues Gv, Bv, and Dv based upon the
nol ecul ar constant dat a.

Witten by: Robert John Leiweke, MS.
Candi date for Ph.D.
G aduat e Research Associ ate
The Chio State University
Dept. of Mechani cal Engi neering
NonEqui | i bri um Ther nodynami cs Laboratory

Last Updated: Decenber 1, 2003

hkhkhkkhkhkhhhkhhhhhhhhhhhdhhhdhhhdhhhdhhhdhhhdhdhdhhdhdhhhhhhdhhhdhhhdhhhddhdddhddrdrrdrx*x
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implicit doubl eprecision (a-h,o-2)
di mensi on Gv(0:50,2), Bv(0:50,2), Dv(0:50,2)

***xxx%* (Open termvalue data files for both nolecular states. Note that
***x*x* the | ower electronic state should have unit=1 and the upper
***x%%* shoul d have unit=2.

open(unit=1,file="Xterns.dat")
open(unit=2,file="Aterns.dat")
open(unit=9,file="AXlines.out")

**xxx% Define Constants. zero = 0.0d0O
half = 5.0d-1
one = 1.0d0
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2.0d0

. 626075540d- 34
. 99792458d8

xx = 1.98645d-23

N O I

192. 8d0
193. 8d0

Xxm n
X max

***x** Read termvalue data. Note that the upper state is defined as
*x¥x**x jndex = 2 and the lower state is index = 1

read( 1, *) nvi bLow
read(2, *) nvi bUp

nvib = M NO(nvi bLow, nvi bUp)

doi = 0,nvibLow - 1
read(1, *)Gv(i,1), Bv(i,1), Dv(i,1)
enddo
doi =0, nvibUp - 1
read(2,*)Gv(i,2), Bv(i,2), Dv(i,?2)
enddo

cl ose(unit=1)
cl ose(unit =2)

***x** Begin conmputation of RoVibRonic transition wavel engths.

wite(9,*)' AlPi -> X1Si gma+ RoVi bRonic Transitions
wite(9,*)' '

write(9, 800)xm n

wite(9, 801) xmax

wite(9,*)' '

wite(9,*)' '

do nvUp = 0, nvibUp - 1

do nvLow = O, nvi bLow - 1
del Ev = Gv(nvUp, 2) - Gv(nvLow, 1)
wavel nt h = h*c*1. 0d9/ (del Ev*xx)

i f (wavel nt h. ge. xm n. and. wavel nt h. | e. xmax) t hen

Wite(9,*) --------mmmm - '
wite(9,*)'vUp vLow wavel ength (nm
Wite(9,*) --------mmmm - '
wite(9, 950)nvUp, nvLow, wavel nth
wite(9,*)' Branch(Jlow), Jup, Lanbda (nm
wite(9,*)' +++++++++++++t+H+t+Hb b

do Jup = 0, 30
aJup = Jup*(Jup + 1)
ajJup2 = aJup**2
FvUp = Bv(nvUp, 2)*aJup - Dv(nvUp, 2)*aJup2

do Jlow = Jup-1, Jup+l
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800
801
900
950
960
961
962

if(Jlowlt.0)goto 10

aJlow = Jlow (Jlow + 1)

aJl ow2 = aJl ow*2

Fvl ow = Bv(nvLow, 1) *aJl ow Dv( nvLow, 1) *aJl ow?2
del Er = delEv + (FvUp - FvLow)

wavel nt h = h*c*1. 0d9/ (del Er*xx)

dJ = Jup - Jl ow

if(dJ.lt.zero)then
wite(9,960)Jl ow, Jup, wavel nth

el seif(dJ. eq. zero)then
wite(9,961)Jl ow, Jup, wavel nth

el seif(dJ.gt.zero)then
wite(9,962)Jl ow, Jup, wavel nth

el se

endi f

conti nue
enddo
Wite(9, %) =-mmmm e '
enddo

wite(9,*)' '

el se
endi f

enddo
enddo

cl ose(uni t =9)

format (1x,'lamM n =, 1x, F9. 5)

format (1x,"' | amvax =", 1x, F9.5)

format (2x,12,1x,12)

format (1x, 12, 3x, | 2, 1x, F10. 2)

format (6x,' P(',12,")"',4x,12,1x, F12. 5)
format (6x,' Q"',12,")"',4x,12,1x, F12. 5)
format (6x, ' R(",12,")"',4x,12,1x, F12. 5)

st op
end
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D.1 MOLECULAR CONSTANT DATA INPUT FILESFOR X, A, AND D' STATES.

D.1.1 INPUT DATA FILE FOR GROUND ELECTRONIC X-STATE.

46

1081. 59 1.9225 . 61209E-05
3224. 86 1.9050 .61201E-05
5341. 65 1.8875 .61196E-05
7432. 03 1.8700 .61196E-05
9496. 06 1.8525 .61199E-05
11533. 81 1.8350 .61205E-05
13545. 36 1.8175 .61215E-05
15530. 77 1. 8000 .61229E-05
17490. 12 1.7825 .61246E-05
19423. 49 1.7651 .61267E-05
21330. 96 1.7476 .61292E-05
23212. 59 1.7301 .61320E-05
25068. 48 1.7126 .61352E-05
26898. 71 1.6951 .61387E-05
28703. 35 1.6777 .61426E-05
30482. 49 1. 6602 .61468E-05
32236. 22 1.6427 .61514E-05
33964. 61 1. 6253 .61564E-05
35667. 77 1.6078 .61617E-05
37345.76 1.5903 .61674E-05
38998. 67 1.5729 .61735E-05
40626. 59 1.5554 . 61799E-05
42229. 61 1.5380 .61867E-05
43807. 79 1.5206 .61938E-05
45361. 22 1.5031 .62013E-05
46889. 99 1.4857 .62091E-05
48394. 16 1.4683 .62173E-05
49873. 81 1.4509 .62259E-05
51329. 00 1.4334 . 62348E-05
52759. 80 1.4160 .62441E-05
54166. 27 1.3986 .62538E-05
55548. 46 1.3812 .62638E-05
56906. 43 1.3638 .62741E-05
58240. 22 1. 3465 .62849E-05
59549. 86 1.3291 .62960E-05
60835. 38 1. 3117 .63074E-05
62096. 80 1.2943 .63192E-05
63334. 14 1.2770 .63314E-05
64547. 40 1.2596 .63439E-05
65736. 57 1.2423 . 63568E-05
66901. 64 1.2249 . 63701E-05
68042. 56 1.2076 .63837E-05
69159. 30 1.1903 .63976E-05
70251. 81 1.1730 .64120E-05
71320. 01 1.1557 .64267E-05
72363. 81 1.1384 .64417E-05
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D.1.2 INPUT DATA FILE FOR D'-STATE.

8

89759. 00 .9672 . 93071E-05
90369. 60 . 9407 . 10149E-04
90939. 40 . 9141 . 10992E- 04
91468. 40 . 8875 . 11834E-04
91956. 60 . 8610 .12676E-04
92404. 00 . 8344 . 13518E-04
92810. 60 . 8079 . 14361E-04
93176. 40 . 7813 .15203E-04

D.1.3 INPUT DATA FILE FOR A-STATE.

23

65833. 45 1. 6002 . 73425E-05
67314. 77 1.5786 . 74475E-05
68761. 11 1.5571 . 75525E-05
70173. 13 1.5347 . 76575E-05
71550. 83 1.5115 . 77625E-05
72894. 03 1.4876 .78675E-05
74202. 63 1.4633 . 79725E-05
75476. 66 1.4389 .80775E-05
76716. 27 1.4146 .81825E-05
77921. 64 1.3903 .82875E-05
79092. 89 1. 3659 .83925E-05
80229. 97 1. 3413 .84975E-05
81332. 58 1. 3162 .86025E-05
82400. 13 1.2904 .87075E-05
83431. 68 1.2639 .88125E-05
84425. 90 1.2364 .89175E-05
85380. 98 1.2078 .90225E-05
86294. 43 1.1779 .91275E-05
87162. 74 1.1461 .92325E-05
87980. 92 1.1110 .93375E-05
88741. 56 1. 0703 .94425E-05
89433. 70 1. 0199 . 95475E-05
90041. 12 . 9535 . 96525E-05
90540. 01 . 8616 .97575E-05
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D.2 SAMPLE CODE OUTPUT FOR THE D’-X BAND ABSORPTION LINES

WITHIN THE ARGON-FLUORIDE LASER TUNING RANGE

D1Si gnma+ -> X1Si gma+ RoVi bRoni ¢ Transitions

| anM n
| anviax

192. 00000
193. 80000

2 20 192. 53

Branch(Jl ow), Jup, Lanmbda (nn
+++++++++ -+

R(11) 12 192. 76881
P(13) 12 193. 06113
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vUp viow wavelength (nm
5 21 193. 13
Branch(Jl ow), Jup, Lanmbda (nn
+++++++++ -+
P( 1) 0 193. 14578
R( 0) 1 193. 12795
P( 2) 1 193. 16276
R( 1) 2 193. 12710
P( 3) 2 193. 18513
R( 2) 3 193. 13164
P( 4) 3 193. 21289
R( 3) 4 193. 14156
P( 5) 4 193. 24604
R( 4) 5 193. 15688
P( 6) 5 193. 28460
R( 5) 6 193. 17758
P( 7) 6 193. 32856
R( 6) 7 193. 20370
P( 8) 7 193. 37795
R( 7) 8 193. 23522
P( 9) 8 193. 43278
R( 8) 9 193. 27217
P(10) 9 193. 49305
R( 9) 10 193. 31456
P(11) 10 193. 55879
R(10) 11 193. 36240
P(12) 11 193. 63000
R(11) 12 193. 41571
P(13) 12 193. 70672
R(12) 13 193. 47450
P(14) 13 193. 78896
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D.3 SAMPLE CODE OUTPUT FOR THE A-X 4™ POSITIVE BAND ABSORPTION

LINESWITHIN THE ARGON-FLUORIDE LASER TUNING RANGE

AlPi -> X1Si gma+ RoVi bRoni ¢ Transitions

| anM n
| anviax

192. 80000
193. 80000

1 7 193. 11

Branch(Jl ow), Jup, Lanmbda (nn
+++++++++ -+

Q 0) 0  193.10960
P( 1) 0  193.12302
R( 0) 1 193.09782
Q 1) 1 193.11125
P( 2) 1 193.13810
R( 1) 2 193.08770
QA 2) 2 193.11455
P( 3) 2 193.15483
R( 2) 3 193.07924
Q 3) 3 193.11950
P( 4) 3 193.17322
R( 3) 4 193.07242
Q 4) 4 193.12611
P( 5) 4 193.19326
R( 4) 5  193.06726
Q 5) 5  193.13437
P( 6) 5  193.21496
R( 5) 6  193.06376
Q 6) 6  193.14429
P( 7) 6  193.23831
R( 6) 7 193.06191
QA 7) 7 193.15586
P( 8) 7 193.26332
R( 7) 8  193.06173
Q 8) 8  193.16908
P( 9) 8  193.28999
R( 8) 9  193.06320
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