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The first part of this thesis describes the behavior of ultracold atoms confined in a rotating optical lattice. We consider gases of strongly-interacting bosons and non-interacting fermions in ring and square lattice geometries. We derive modified Hubbard models to describe the gas and use the quasi-angular momentum (QAM) representation to label the eigenstates. Exact level crossings between states of different QAM are predicted. We identify signatures of these transitions in the momentum distribution, indicating that these states should be distinguishable in time-of-flight experiments.

The second part of this thesis describes a scheme for nondestructively probing the dynamics of atoms in optical lattices by coupling to the modes of an optical resonator. The cavity fields set up both the optical lattice and the probe field so that no external interrogation fields are necessary. The probe is weak so that the atoms can be continuously monitored without affecting the atomic motion. This scheme is applied to a measurement of Bloch oscillations; SNR’s as high as $10^4$ are predicted.

In the third part of this thesis, we study the dynamics of atoms in a tilted lattice near the Mott-insulator regime. The dynamics involve the creation and annihilation of dipoles, states generated from the unit-filled states by introducing defects where an atom has hopped exactly one site to the left. We describe how these states can be experimentally distinguished by coupling the atoms to the modes of an optical cavity.

Finally, we describe a quantum non-demolition measurement of the cavity photon number using Raman interferometry of atoms coupled to the cavity modes. Using Bayesian inference, we show that there is a measurement protocol for which the cavity photon number can be determined with just a few measurements.
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Chapter 1

Introduction

1.1 Background

Experimental and theoretical studies of quantum gases of ultracold atoms have been successful in replicating the behavior of a wide class of condensed matter systems. In particular, Bose-Einstein condensation (BEC) [4, 16, 32] and the degenerate Fermi gas [33] have both been realized, and there have been extensive studies of superfluidity, vortex formation [135], and the BCS-BEC crossover [48, 90]. More recently, a gas of ultracold polar K-Rb molecules has been created near quantum degeneracy [92]. There are also proposals for simulating quantum Hall physics in rotating BEC’s [5, 38, 100, 130]. However, experimentally reaching the parameter regimes necessary to observe this behavior is difficult [117].

The recognition that systems comprised of ultracold atoms trapped in optical lattices could be used to cleanly realize many-particle systems from condensed matter systems [64] has motivated a concentrated effort to study these systems. These systems are highly tunable: lattice spacing and depth can be varied by tuning the frequency and intensity of the lasers, and interactions between atoms can be tuned via a Feshbach resonance; in addition, these systems are very clean, i.e. they lack defects that typically show up in condensed matter systems [15]. By varying the lattice depth, the existence of the Mott-insulator to superfluid transition in a system of interacting bosons trapped in a lattice has been verified [47]. Fundamental concepts from condensed-matter physics
such as Fermi surfaces and interaction-induced inter-band transitions have been investigated [68]. Experiments observing novel phases of ultracold matter in atomic mixtures of Bose and Fermi gases in optical lattices have also been performed [2, 60, 97, 96].

On the theoretical side, proposals for a range class of condensed matter and high-energy models abound. By imprinting an effective magnetic field on two-dimensional systems by either rotating the lattice [9] or driving atomic transitions with a set of lasers [65], phenomena such as the Hofstadter butterfly and quantum Hall physics can be observed. Other recent studies have made direct connections between fractional quantum Hall effect (FQHE) physics and strongly-interacting bosons in optical lattices [10, 52, 99, 125]. Similarly, there have been proposals for realizing systems exhibiting non-Abelian symmetries [98, 114], Kondo-type physics [41], superradiant exciton states [134], and supersolid states [81].

Concurrently, experimental activity in quantum optics and cavity quantum electrodynamics (QED) has provided access to interesting regimes of the light-matter interaction [89]. The strong-coupling regime—where interaction effects dominate over dissipative effects—has been achieved, and both vacuum-Rabi oscillations and mechanical light forces can be monitored in cavity QED setups where the mean photon-number is at all times less than one [57]. By coupling atoms to a cavity mode, efficient conversion of collective atomic excitations into a single photon points the way towards high-efficiency single-photon sources [123]. Kerr non-linearities and dispersive optical bistability due to the displacements of atoms in the cavity have been observed [51]. Photon blockade, where a single photon within a cavity blocks further photons from entering the cavity, leading to photon anti-bunching, has been observed [13].

All along, there has been a productive marriage of the two fields of ultracold atoms in optical lattices and cavity QED. Using the long-range interactions between atoms induced by the field-atom coupling in an optical cavity, the Dicke quantum phase transition has been demonstrated [6]. In addition, cooling of a single trapped ion in
an optical cavity has been achieved by way of cavity sideband cooling [72]. There are numerous theoretical studies of novel models where the atomic and light-field degrees of freedom both play integral parts, such as self-organization of atomic states due to the back-action of light on atoms in optical resonators [70] and phase transitions to superradiant-like phases driven by competition between atom-atom and atom-field interactions [122].

In the great majority of the atomic experiments listed above, destructive measurement schemes such as time-of-flight absorption imaging and Bragg spectroscopy are employed to probe atomic states and dynamics. This allows for high resolution images and a strong signal using only a single measurement. In addition, be preparing several experimental copies with identical initial conditions and varying the duration of the experiment, these schemes provide access to dynamical information. Thus, these measurements are sensitive to a large number of atomic observables in experimental setups. On the theoretical side, linear response theory has been applied to current flow in the presence of a “potential gradient” in order to observe FQHE physics [10], noise correlation analysis has been applied to bosons in a rotating ring lattice [106], and Bragg spectroscopy has been mentioned as a probe for vortex states [129]. The drawback in these schemes is that the atomic sample is destroyed in the process of making a measurement.

The advantage of cavity QED setups is that they come equipped with a natural measurement device, i.e. the light-field out-coupled through the cavity mirrors. In one proposed detection scheme, a weak probe beam is scattered off of atoms trapped in an optical lattice into a cavity mode, and signatures of many-body states such as Mott insulators and superfluids appear in the out-coupled fields [86]. In another, atoms in a lattice interact with two counter-propagating ring-cavity modes, and atomic number statistics can be inferred from the behavior of the cavity fields [27]. Bloch oscillations of atoms in a lattice can also be monitored via the transmission of light through a
cavity [128].

Related techniques have been applied to nondestructive optical measurements of Rabi oscillations in gases of Cs atoms [131], of the Cs clock transition pseudo-spin [26], and of nonlinear dynamics in cold gases [124]. In addition, state preparation such as atomic spin squeezing via measurements on out-coupled cavity fields has been proposed [85, 87, 93] and measured [73, 115]. It has also been demonstrated that the motion of individual atoms in an optical cavity can be tracked by the transmission of a probe field [58].

Quantum non-demolition measurements of the photon number in microwave cavities by way of Ramsey interferometry of Rydberg atoms sent through the cavity have been performed in Paris. Through these experiments, fundamental concepts such as quantum jumps [46] and non-demolition photon counting have been explored [50]. In addition, this setup was used to perform quantum process tomography to reconstruct the master equation describing dissipative processes for photons trapped in microwave cavities [17].

One final example of an area in which ultracold atomic gases and cavity QED have made great strides is in the area of precision measurement. For instance, the newest generation of optical lattice clocks and ion clocks are becoming competitive with the time and frequency standards of the standard fountain atomic clocks [78, 95, 109]. In addition, there is hope for new technologies that promise to increase the stability of these clocks by two orders of magnitude [84]. Finally, by referencing against a highly stable optical cavity, precision measurements have been performed to test variation of fundamental constants such as the fine structure constant [14, 40].

1.2 Overview

Throughout these examples, light-matter interactions have been exploited to explore and measure the quantum behavior of both atomic and electromagnetic systems.
In this thesis, we continue this tradition by investigating the behavior of gases of ultracold atoms in optical lattices and proposing methods for detecting atomic states and dynamics in these systems.

In chapter 2, we review the basic physics of optical lattices and optical resonators. We derive the second-order atomic Stark shift that gives rise to an optical lattice potential. We review the basic physics of band theory and the Bose-Hubbard model. Finally, we discuss the properties of optical cavities and describe the mathematical formalism used to treat cavity-field dynamics.

In chapter 3, motivated by the search for quantum Hall physics in atomic systems, we investigate the ground-state behavior of ultracold Bose and Fermi gases in rotating optical lattices. Using the quasi-angular momentum representation, we use exact diagonalization and imaginary-time propagation techniques to explore the atomic behavior. Exact energy-level crossings in the spectrum indicate the possible existence of quantum phase transitions between states of different quasi-angular momentum. The momentum distributions differ significantly for states of different symmetry, indicating that there may be signatures of these transitions in time-of-flight experiments.

In chapter 4, we demonstrate the utility of the many-body formalism developed in chapter 3 by computing approximations to the Bose-Hubbard phase diagram for superlattices.

In chapter 5, we propose a scheme for nondestructively probing the dynamics of a gas of ultracold atoms confined in an optical lattice and subjected to an external potential by coupling the atoms to the counter-propagating modes of an optical ring-cavity. The light field out-coupled through the mirrors is used as the measurement device. This scheme accomplishes three main goals. The cavity field is used to simultaneously set up both the lattice field and the probe field, so that no extra interrogation fields are necessary. The probe is weak so that the atoms can be continuously monitored without affecting their motion. The signal-to-noise (SNR) ratio is large enough to be readily
experimentally detected. Integration of the signal in time and across the atomic cloud yields measurements of dynamical atomic observables such as the center-of-mass oscillation frequency with a large SNR in a single experimental run. This comes at the price of losing information about single atoms and real-time dynamics, but the atomic sample is not destroyed during the measurement. We apply this scheme to a measurement of the Bloch oscillation frequency of atoms trapped in an optical lattice and subjected to a constant, external force such as gravity. We simulate the atomic dynamics and compute the SNR of a heterodyne signal at the cavity output. The maximum predicted SNR is $10^4$.

In chapter 6, we investigate the dynamics of atoms in tilted optical lattices near the Mott-insulator regime. When the Bose-Hubbard interaction strength $U$ is equal to the energy difference between adjacent lattice wells, the atoms can hop in a restricted way about the lattice. The system can be described by way of a “dipole” Hamiltonian, where the allowed atomic states consist of adjacent two-particle/zero-particle sites. In order to detect the dynamics in this system, we employ the scheme from chapter 5, relaxing the condition that the cavity field acts as the lattice potential. This detection scheme is insensitive to dipole states near the unit-filled (i.e. Mott-insulator) state, but there is a large signal for the state with the maximum possible number of dipoles.

In chapter 7, we propose a quantum non-demolition measurement of the cavity photon number via Ramsey interferometry of atoms allowed to interact with the cavity field in the Bragg regime. We employ quantum Bayesian inference to project the cavity field onto a number state after a certain number of repeated measurements. This method can be used for both quantum state preparation and quantum state tomography of the cavity field.

Finally, we conclude with a summary and outlook for future work in chapter 8.
Chapter 2

Optical Lattices and Optical Resonators

Much of the work in this thesis relies on two related light-matter systems. First and foremost, we consider optical lattices, which are external, sinusoidal lattice potentials for atoms made up of one or more laser beams. This system is paradigmatic of systems with a discrete translational symmetry, and it gives rise to physical phenomena from condensed matter physics such as band theory, many-body models such as the Bose-Hubbard Hamiltonian, and quantum phase transitions such as the superfluid/insulator transition. The other system is that of atoms interacting with the quantized, resonant modes of an optical cavity. This system is highly flexible: it can be used to generate external optical lattices for the atoms, to measure the dynamics of atoms trapped in cavities, and it can be used to enter the strongly-interacting regime where single photons can affect the behavior of atoms.

In this chapter, we explain the basic physics of optical lattices and resonators including the general mathematical framework by which we describe these systems and their interactions with ultracold atoms. The discussion of optical lattices relies on the material in references [12, 67, 80, 107]. The discussion of optical resonators, including general characteristics and the Gaussian resonator modes, relies on the material in references [121, 133]. The mathematical description of cavity field dynamics relies on material contained in references [77, 88].
2.1 Optical Lattices

Two-level atoms experience a position-dependent Stark shift when subjected to an off-resonant laser field. This shift gives rise to an external potential. In appendix B, we perform a rigorous calculation where high-lying excited states are adiabatically slaved to two low-lying states. Here, we make a plausibility argument through the use of second-order perturbation theory.

Given two internal states $|e\rangle$ and $|g\rangle$ of an atom, the interaction Hamiltonian between the atom and a single quantized mode of the electromagnetic field is given by

$$\hat{H}_I = \frac{\hbar \Omega^2}{2} \hat{\sigma}^+ \hat{a} u(\hat{x}) + \frac{\hbar \Omega^2}{2} \hat{\sigma}^- \hat{a}^\dagger u^*(\hat{x}),$$  \hspace{1cm} (2.1)

where

$$\hat{\sigma}^+ = |e\rangle \langle g| = (\hat{\sigma}^-)^\dagger,$$  \hspace{1cm} (2.2)

and $\hat{a}$ is the annihilation operator for the field mode with mode function $u(x)$. We have made both the dipole and rotating wave approximations in writing this Hamiltonian.

In the optical domain, these are very good approximations. Typical wavelengths for optical fields are in the hundreds of nanometers, two orders of magnitude larger than the size the atoms. In addition, the rotating-wave approximation requires that

$$|\Omega| \ll |\omega + \omega_{eg}|,$$  \hspace{1cm} (2.3)

where $\omega$ is the frequency of the field mode, and $\omega_{eg}$ is the atomic transition frequency. This is easily satisfied in the optical domain where $\omega/2\pi \approx 10^{15}$ Hz.

When the detuning $\delta = \omega - \omega_{eg}$ between the atomic transition frequency and field frequency satisfies

$$|\delta| \gg |\Omega|,$$  \hspace{1cm} (2.4)

we can compute the second-order correction to the ground state energy as

$$E_g^{(2)} = \frac{|\langle e|\hat{H}_I|g\rangle|^2}{\hbar \delta} = \frac{\hbar |\Omega|^2}{4\delta} \hat{a}^\dagger \hat{a} |u(\hat{x})|^2.$$  \hspace{1cm} (2.5)
This expression takes the form of an external potential, the strength of which depends on the field intensity.

If the electromagnetic field is in a coherent state with a large average value, $\alpha$, then the intensity fluctuations $\Delta \hat{a}^\dagger \hat{a} / \hat{a}^\dagger \hat{a}$ are on the order of $1/|\alpha|$, which can be made extremely small. In this case, we can neglect the effects that field fluctuations and atom-field correlations have on the atoms. We absorb the field intensity into an effective coupling constant, and the atoms see a potential,

$$V(\hat{x}) = \hbar g_0 |u(\hat{x})|^2. \quad (2.6)$$

If the field mode is a standing-wave, then

$$|u(\hat{x})|^2 \propto \cos^2(k \cdot \hat{x}), \quad (2.7)$$

and we can see that the atoms experience a sinusoidal lattice potential of lattice constant, $2\pi/|k|$.

This simple model leads to a wealth of physical phenomena. At the single-particle level, the discrete translational symmetry of the system gives rise to band theory and Bloch functions. When the lattice depth is large enough, the system enters the tight-binding regime which is characterized completely by an atomic tunneling rate between adjacent lattice wells. At the many-body level, a gas of ultracold atoms trapped in an optical lattice gives rise to clean realizations of models from condensed matter physics such as the Bose-Hubbard model [64].

### 2.1.1 Band theory

The concept of band physics can be approached from two directions. The particle can be treated as nearly free, in which case the introduction of a weak periodic potential breaks the continuous translational symmetry of the free problem. States with the same symmetry properties mix with each other under the perturbation, giving rise to gaps
in the free-particle dispersion relation. That is, the perturbation gives rise to bands of allowed energies separated by gaps on the order of the perturbing potential. On the other hand, the particle can be treated as being tightly bound to the sites on a periodic lattice, where the energy associated with the particle being localized to specific sites is identical across the lattice. Allowing the particle to hop between adjacent sites at a rate $J$ adds a width to the originally flat energy spectrum, giving rise to a band of allowed energies of width, $2J$. These two ways of viewing the physics of an atom moving in the presence of an external periodic potential are complementary, as one gives rise to a theory about band-gaps, and the other gives rise to a theory about bandwidths.

Here, we introduce band physics using the concept of nearly-free particles. Later, when discussing the Bose-Hubbard model, we use the language of the tight-binding model. Moving between these languages requires the concepts of Bloch and Wannier functions, which we move on to now. In most of what follows, we consider one-dimensional systems. The generalization to two and three dimensional systems is relatively straightforward.

A small periodic potential $V(x)$ of period $d$ couples two free-particle wave functions $\psi_1(x) = e^{ik_1x}/\sqrt{V}$ and $\psi_2(x) = e^{ik_2x}/\sqrt{V}$ only if $k_1$ and $k_2$ differ by $2\pi/d$, as shown by the calculation,

$$\int_{-\infty}^{\infty} dx \frac{e^{-ik_2x}}{\sqrt{V}} V(x) e^{ik_1x} = \int_{-\infty}^{\infty} dx \frac{e^{-ik_2(x-d)}}{\sqrt{V}} V(x-d) e^{ik_1(x-d)} \sqrt{V} = e^{-i(k_1-k_2)d} \int_{-\infty}^{\infty} dx \frac{e^{-ik_2x}}{\sqrt{V}} V(x) e^{ik_1x}.$$

Due to the phase multiplying the integral, this matrix element must be zero unless $k_1$ and $k_2$ differ by a multiple of $2\pi/d$. In particular, the two wave functions $\psi_1(x) = e^{i\pi x/d}/\sqrt{V}$ and $\psi_2(x) = e^{-i\pi x/d}/\sqrt{V}$ at the Brillouin zone boundaries ($q = \pm \pi/d$) are coupled to each other. The potential acts as a perturbation that breaks the degeneracy between
Figure 2.1: Dispersion relation for free particles (blue, solid) and particles moving in a one-dimensional sinusoidal lattice (red, dashed) plotted in (a) extended zone scheme and (b) reduced zone scheme. Free space dispersion relations are plotted versus momentum, and lattice dispersion relations are plotted versus quasi-momentum. Energy is in units of the recoil energy, $E_R = \frac{\hbar^2 \pi^2}{2md^2}$, where $d$ is the lattice spacing. The lattice depth is $V_0 = 5E_R$.

these two states, creating new eigenfunctions,

$$\psi_{\pm}(x) = \frac{1}{\sqrt{2V}} \left( e^{i\pi x/d} \pm e^{-i\pi x/d} \right),$$

with corresponding energies,

$$E_{\pm} = \frac{\hbar^2}{2m} \frac{\pi^2}{d^2} + \langle \psi_{\pm} | \hat{V} | \psi_{\pm} \rangle.$$

This process opens up a gap,

$$\Delta = |\langle \psi_- | \hat{V} | \psi_- \rangle - \langle \psi_+ | \hat{V} | \psi_+ \rangle|,$$

at the Brillouin zone boundaries. In a reduced zone scheme, this energy spectrum becomes the familiar one-dimensional Bloch band diagram (see figure 2.1).

The introduction of a periodic potential breaks the continuous translational symmetry of the system, and therefore the wave functions are no longer momentum eigenstates. Instead, the eigenfunctions of the Hamiltonian are eigenfunctions of a discrete translation operator, $T_d$, that translates the entire system by one lattice spacing,

$$\psi(x - d) = T_d\psi(x) = e^{-iqd}\psi(x),$$

(2.12)
and can be labeled by $q$, the quasi-momentum. A quasi-momentum eigenstate of a periodic Hamiltonian can be written as the product of a plane wave and a function periodic in the lattice:

$$\psi_q^{(n)}(x) = e^{iqx}u_q^{(n)}(x),$$  \hspace{1cm} (2.13)

$$u_q^{(n)}(x - d) = u_q^{(n)}(x),$$  \hspace{1cm} (2.14)

where $n$ is the band index, and $q$ takes on the values,

$$-\frac{\pi}{d} \leq q \leq \frac{\pi}{d}. \hspace{1cm} (2.15)$$

This is the essence of Bloch’s theorem, and these eigenfunctions are called Bloch functions.

When these functions are expanded in the atomic momentum basis, the only momenta contributing to the sum are those that differ from $k$ by a reciprocal lattice vector, $G_j = \frac{2\pi j}{d}$. The expansion is then given by

$$\psi_q^{(n)}(x) = \int_{-\infty}^{\infty} \frac{dk}{\sqrt{2\pi}} e^{ikx}\psi_q^{(n)}(k) = \sum_{j=-\infty}^{\infty} c_j^{(n)} \frac{e^{i(q+2\pi j/d)x}}{\sqrt{2\pi}},$$  \hspace{1cm} (2.16)

where the expansion coefficients $c_j^{(n)}$ are given by

$$c_j^{(n)} = \int_{-\infty}^{\infty} dx \frac{e^{-i(q+2\pi j/d)x}}{\sqrt{2\pi}} \psi_q^{(n)}(x).$$  \hspace{1cm} (2.17)

Figure 2.2(a) is an example of a Bloch function in a sinusoidal lattice, and figure 2.2(b) is its Fourier transform.

### 2.1.1.1 Lowering the symmetry

Since this will be an important concept in the chapter describing gases of ultracold atoms trapped in rotating optical lattices, we note that the arguments made above can be used again when an extra periodic potential is added to a system already having a discrete translational symmetry. If we introduce an extra potential $U(x)$ satisfying

$$U(x - nd) = U(x),$$  \hspace{1cm} (2.18)
Figure 2.2: The Bloch function for quasi-momentum equal to zero in the first band for an infinite sinusoidal lattice of lattice depth $V_0 = -10E_R$. (a) The real space wave function is concentrated in the lattice sites. (b) The wave function in momentum space exhibits peaks at reciprocal lattice vectors. The envelope of these peaks is given by a Gaussian for large lattice depths, consistent with a lattice of simple harmonic oscillator wells.
where $n \geq 2$ is an integer, and $d$ is the lattice spacing, then Bloch states $\langle x|q \rangle = \psi_q(x)$ and $\langle x|q' \rangle = \psi_{q'}(x)$ will mix with each other if $q$ and $q'$ differ by $2\pi m/nd$. We can show this using a calculation entirely analogous to equation 2.8. Eigenstates of the new Hamiltonian will therefore be linear combinations of these Bloch states. The potential increases the lattice periodicity and, accordingly, decreases the size of the first Brillouin zone to $2\pi/nd$.

In figure 2.3, the lowest band (red, dashed) of a one-dimensional lattice with an arbitrary periodic potential is plotted in a reduced zone scheme. Introducing an infinitesimal potential whose periodicity is three times the lattice spacing $d$, the first Brillouin zone is reduced to the region $-\pi/3d \leq q \leq \pi/3d$. Equation (2.8) shows that the states lying on a vertical line in figure 2.3 mix with each other under the addition of the new potential—i.e., $\langle q' | \hat{U} | q \rangle$ is non-zero for these states. In particular, the degenerate states at $q = 0$ mix, breaking the degeneracy and opening up a gap at $q = 0$ (blue, solid). The single band splits into three bands due to the reduction of the symmetry by $U(x)$.

When the addition of a potential reduces the symmetry of a system as just described, the original eigenstates of the system mix according to their symmetry. As a consequence, gaps open up where there are degeneracies between states of the same symmetry, creating a band structure.

2.1.1.2 Wannier states

Bloch functions can be thought of as the replacements for momentum eigenfunctions when there is no continuous translational symmetry. Indeed, in the infinite lattice case, the Bloch function representation diagonalizes the atomic momentum operator restricted to a single band. It is a natural question to ask whether there is an alternative representation where the functions instead diagonalize the position operator restricted to a single band. This type of representation is a natural one when we are investigating
Figure 2.3: Lowest band dispersion relation (red, dashed) for a one-dimensional tight-binding model plotted in a reduced zone scheme that anticipates the lowering of the symmetry via an additional potential with periodicity $3d$. After the introduction of this potential, states with the same quasi-momentum $q$ in the reduced zone mix with each other, opening up gaps anywhere that there is a degeneracy. This results in a modified dispersion relation (blue, solid).
the physics of atoms hopping between sites of a lattice. The Bloch representation can obscure this physics since the Bloch functions are delocalized across the entire lattice.

Such a representation exists, and the resulting functions are called Wannier functions. They take the form,

$$w_j^{(n)}(x) = \frac{1}{\sqrt{N}} \sum_q e^{iqx_j} \psi_q^{(n)}(x),$$

(2.19)

where $x_j$ is the position of the center of lattice well $j$. It is easy to show that these Wannier functions are just translations of each other, that is,

$$w_j^{(n)}(x) = w^{(n)}(x - x_j),$$

(2.20)

and that they are orthogonal. In addition, $w_j^{(n)}(x)$ is localized to the lattice site $j$. It should be noted here that this localization condition depends on a choice of relative phases between the different Bloch states. For the most part, this is an issue when performing numerical calculations, and we discuss this problem more carefully in appendix A.

In figures 2.4(a) and 2.4(b), we have plotted Wannier functions localized at $x_j = 3d$ for lattices with depth $-E_R$ and $-15E_R$, respectively; $E_R$ is the recoil energy $E_R = \hbar^2 k^2 / 2m$. As the lattice depth is increased, the Wannier functions get more localized to the lattice sites. The Wannier functions approach Gaussians as the lattice depth goes to infinity.

2.1.2 Hubbard models

The Wannier function representation is the natural one in systems where the lattice depth is relatively large. In this case, the atoms are well-described as being localized to individual lattice sites with tunneling allowed only between adjacent sites. This is known as tight-binding, and is it in this regime that models such as the Bose-Hubbard model can be derived. In order to investigate this, we consider the single-
Figure 2.4: Examples of Wannier functions for sinusoidal lattices. Superimposed on these plots is the lattice potential in arbitrary units. (a) Wannier function for a lattice of depth $V_0 = -E_R$, localized to $x = x_j = 3d$. (b) Wannier function for a lattice of depth $V_0 = -15E_R$, localized to $x = 3d$. 
particle Hamiltonian,
\[ H(x) = -\frac{\hbar^2}{2M} \frac{d^2}{dx^2} + V_0 \cos^2(k_L x), \]  
which corresponds to the second-quantized, bosonic Hamiltonian,
\[ \hat{H}_0 = \int dx \hat{\Psi}^\dagger(x) \left( -\frac{\hbar^2}{2M} \frac{d^2}{dx^2} + V_0 \cos^2(k_L x) \right) \hat{\Psi}(x). \]  
If the atoms interact via a short-range, s-wave interaction, we include a term
\[ \hat{U} = \frac{\hbar g}{2} \int dx \hat{\Psi}^\dagger(x) \hat{\Psi}(x) \]  
where
\[ g = \frac{4\pi \hbar a_s}{M} \]  
with \( a_s \) the s-wave scattering length.

We expand the field operators in the Wannier states as
\[ \hat{\Psi}(x) = \sum_{n,j} w^{(n)}(x - x_j) \hat{b}^{(n)}_j, \]  
in which case the Hamiltonian can be written as
\[ \hat{H} = -\sum_{j,k} \sum_{n',n} J^{(n)}_{jk} \hat{b}^{(n')\dagger}_j \hat{b}^{(n)}_k + \frac{1}{2} \sum_{i,j,k,l,m,n,p} U^{(mnpq)}_{ijkl} \hat{b}^{(m)\dagger}_i \hat{b}^{(n)}_j \hat{b}^{(p)}_k \hat{b}^{(q)}_l, \]  
where
\[ J^{(n)}_{jk} = -\int dx w^{(n)*}(x - x_j) H(x) w^{(n)}(x - x_k), \]  
\[ U^{(mnpq)}_{ijkl} = \hbar g \int dx w^{(m)*}(x - x_i) w^{(n)*}(x - x_j) w^{(p)}(x - x_k) w^{(q)}(x - x_l). \]  
Clearly, \( J^{(n)}_{jk} = J^{(n)}_{j-k+1,1}. \)

In figure 2.5, we have plotted \( J = J^{(1)}_{2,1} \) and \( J^{(1)}_{3,1}/J^{(1)}_{2,1} = J_2/J \) as a function of lattice depth. At about \( V_0 = 5E_R \), \( J^{(1)}_{1,1}/J^{(1)}_{2,1} = 0.05 \), and we can neglect all but nearest-neighbor hopping. This defines the tight-binding regime. Without numerical justification, we also assume that the dominant interaction term comes only from the on-site, single-band interaction \( U = U^{(1111)}_{1111} \). This approximation come about because
Figure 2.5: Tight-binding tunneling energies for nearest neighbor and next-to-nearest neighbor hopping, plotted as a function of lattice depth. (a) Nearest-neighbor hopping parameter \( J \) has a maximum of about \( 0.2E_R \). This quickly decays as a function of lattice depth. (b) Next-to-nearest neighbor hopping rate as a function of \( V_0 \). At \( V_0 = 5E_R \), the ratio \( |J_2/J| \) is about 0.05. This is the cut-off for neglecting all but nearest neighbor hopping, which defines the tight-binding regime.

the Wannier functions are highly peaked about the centers of the lattice wells for large lattice depths. In this case, the Wannier functions between different sites do not overlap to a great extent, indicating that the other interaction parameters are small.

We have therefore arrived at the single-band Bose-Hubbard model,

\[
\hat{H} = \sum_j \epsilon \hat{b}_j^\dagger \hat{b}_j - \sum_{\langle j,k \rangle} J \hat{b}_j^\dagger \hat{b}_k + \frac{U}{2} \sum_j \hat{b}_j^\dagger \hat{b}_j^\dagger \hat{b}_j \hat{b}_j,
\]

(2.29)

where

\[
\epsilon = \int dx \, w^{(n)*}(x - x_j)H(x)w^{(n)}(x - x_j).
\]

(2.30)

This model has been very well-studied in both the condensed-matter and atomic physics communities. There is a quantum phase transition that occurs in the \((\mu/U, J/U)\)-plane—where \( \mu \) is the chemical potential—between superfluid and insulator phases, known as the Mott-insulator to superfluid transition [39]. We briefly outline the derivation of this transition in a mean-field approximation.

As described in references [111, 127], we introduce an order parameter \( \psi = \langle \hat{b}_i \rangle \) which characterizes the superfluid phase of the system. Interpreting this quantity as an
order parameter is \textit{a posteriori} justified by the calculations performed below and \textit{a priori} justified by the expectation of an insulator-superfluid transition: in an insulator state \( \langle \hat{b}_i \rangle = 0 \), and in a superfluid state \( \langle \hat{b}_i \rangle \neq 0 \). Assuming that the quantum fluctuations \( \hat{b}_i - \langle \hat{b}_i \rangle = b_i - \psi \) are small, we write the Hamiltonian in terms of the order parameter as

\[
\hat{H}_j = -zJ\left(\hat{b}_j^\dagger + \hat{b}_j \right)\psi - zJ\psi^2 + \frac{U}{2} \sum_j \hat{n}_j(\hat{n}_j - 1),
\]

where \( \hat{n}_j = \hat{b}_j^\dagger \hat{b}_j \), \( z \) is the number of nearest-neighbor lattice sites for site \( j \), and the full Hamiltonian is a sum over the \( \hat{H}_j \). We now have a set of non-interacting Hamiltonians that describe each lattice site independently, treating the atoms on all other lattice sites in a mean-field approximation.

Near the superfluid-insulator transition, the order parameter is small, so we treat

\[
H^{(1)} = -zJ\left(\hat{b}_j^\dagger + \hat{b}_j \right)\psi - zJ\psi^2
\]

as a perturbation of the on-site Hamiltonian

\[
H^{(0)} = -\mu \hat{n} + \frac{U}{2} \hat{n}(\hat{n} - 1),
\]

where \( \mu \) is the chemical potential. We work in the grand canonical ensemble.

The first-order and second-order corrections to the unperturbed energies \( \epsilon^{(0)} = -\mu n + Un(n - 1)/2 \) yield an approximate ground-state energy given by

\[
\epsilon_g \approx -\mu n + \frac{U}{2} n(n - 1) + \left( zJ + \frac{z^2J^2}{-\mu + n + \frac{n + 1}{\mu - Un}} \right)\psi^2
\]

\[
= A_0 + A_2 \psi^2.
\]

In order to determine the true ground state and the phase boundaries, we minimize \( \epsilon_g \) with respect to \( \psi \). If \( A_2 > 0 \), then \( \psi = 0 \) minimizes \( \epsilon_g \); if \( A_2 < 0 \), then some \( \psi \neq 0 \) minimizes \( \epsilon_g \). Thus, setting \( A_2 \) equal to zero determines the boundary between insulator
and superfluid phases. Solving for $\mu$, this yields

$$\mu = \frac{1}{2}(U(2n - 1) - zJ) \pm \frac{1}{2}\sqrt{(zJ)^2 - 2zJU(1 + 2n) + U^2}. \quad (2.37)$$

We plot these phase boundaries in figure 2.6 for a one-dimensional lattice, i.e. $z = 2$. The phase diagram consists of a sequence of lobes. The parameter $A_2$ is positive within these lobes, so that $\psi = 0$, and the ground state is an insulator with a fixed number of particles on each site. Outside of these lobes, $A_2 < 0$, so the ground state is a superfluid.

The Bose-Hubbard model is a jumping-off point for the simulation of a variety of condensed-matter systems in gases of ultracold atoms trapped in optical lattices. In this thesis, we investigate two in particular. In chapter 3, atoms trapped in a two-dimensional rotating lattice are investigated with an eye to emulating quantum Hall physics in optical lattices. In chapter 6, a linear shift is added to the lattice, and the dynamics of atoms near the Mott-insulator regime are investigated.

2.2 Optical Cavities

Our interest in marrying the fields of atomic gases in optical lattices and cavity quantum electrodynamics (QED) is two-fold. First, the resonant modes in optical cav-
ities are isolated from each other, allowing access to the regime where atoms interact with single electromagnetic field modes. This not only simplifies the mathematical description of the light-matter interaction, but it also allows investigation of fundamental models from quantum optics such as the Jaynes-Cummings model. In addition, there is an enhancement of the atom-field interaction strength due to the presence of the cavity, allowing access to the strong-coupling regime of cavity QED, where single photons have an effect on the atomic dynamics. Second, these systems come equipped with an inherent measurement device via detection of the light-field out-coupled through the cavity mirrors. This can be exploited for schemes for non-destructive measurement of atomic dynamics in optical lattices. This is discussed in detail in chapters 3 and 6. Here, we discuss the basic characteristics of optical cavities, the resonant field modes that they support, and the mathematical treatment of cavity field dynamics in terms of a master equation.

We consider the simple case of a linear resonator geometry consisting of two spherical mirrors with equal radii of curvature (see figure 2.7). A laser pumps a resonant cavity mode through the cavity mirrors. The geometry of the resonant mode is determined by the geometry of the cavity. These mode functions can be made from linear combinations of free-space Hermite-Gaussian or Laguerre-Gaussian functions, which are solutions to the paraxial wave equation. These modes are defined by a beam waist $w_0$, a resonant frequency $\omega$, and the length $L$ of the cavity.

The presence of the mirrors enforce approximately box-like boundary conditions, in which case the spectral response of the cavity consists of a set of discrete peaks separated in frequency by the free spectral range $\omega_{\text{fsr}}$, as illustrated in figure 2.8. Since the mirrors are not perfectly reflecting, the modes couple weakly to electromagnetic field modes outside the cavity. This means that there is a finite decay time $1/\kappa$ for photons in the cavity, and the resonant peaks acquire a linewidth $\kappa$. To the extent that the linewidths of the cavity and of the in-coupled laser are much smaller than the free
Figure 2.7: Schematic of a linear optical cavity. A laser couples with strength $\eta$ to the cavity modes through a mirror of reflectivity $R$. A standing-wave pattern is set up within the cavity. Photons leak out the cavity through the mirrors at a rate $\kappa$.

spectral range, these modes can be populated independently.

In place of the parameters, $\omega$, $\omega_{\text{fsr}}$, and $\kappa$, cavity properties are often expressed in terms of the quality factor $Q$ and the finesse $F$. These are defined as

$$Q = \frac{\omega}{\kappa},$$

$$F = \frac{\omega_{\text{fsr}}}{\kappa}.$$ \hspace{1cm} (2.38)

$$F \approx \frac{\pi \sqrt{R}}{1 - R}. \hspace{1cm} (2.40)$$

In order to get an idea as to what the state-of-the-art is for cavities, we quote the quality factor and finesse for an optical cavity used as the reference to stabilize an optical lattice clock [78] and for a microwave cavity used in quantum-non-demolition measurements [46]. For both cavities, $Q \approx 10^{10} - 10^{9}$ and $F \approx 10^{5}$. Of course, these two cavities operate in wildly different regimes: the optical cavity operates at $4.2 \times 10^{14}$Hz, and the microwave cavity operates at $5.1 \times 10^{10}$Hz. The lifetime of a photon in the microwave cavity is about 0.1s, whereas in the optical cavity, the lifetime is about $10^{-4}$s.

We make one final note: if the reflectivity $R$ of the mirror is large enough, then the finesse takes the approximate form,

$$F \approx \frac{\pi \sqrt{R}}{1 - R}.$$ \hspace{1cm} (2.40)

This means that the ratio of free spectral range to cavity linewidth is determined solely by the properties of the mirror and not by any other aspects of the cavity design such
as the length. In other words, the isolation of the resonant modes from each other is determined solely by the reflectivity of the mirror.

In the following, we examine the structure of the resonant modes more carefully.

### 2.2.1 Resonant modes

Electromagnetic fields in free space follow the Helmholtz equation,

\[(\nabla^2 + k^2) E(r) = 0, \tag{2.41}\]

where \(E(r, t) = E(r)e^{-i\omega t}\), and \(\omega = ck\). Due to the mirror geometry discussed above, we will be concerned with beams that primarily propagate along the axis \(\hat{z}\) of the cavity, in which case we define

\[E(x, y, z) = f(x, y, z)e^{-ikz}. \tag{2.42}\]

The Helmholtz equation becomes

\[\frac{\partial^2 f}{\partial x^2} + \frac{\partial^2 f}{\partial y^2} + \frac{\partial^2 f}{\partial z^2} - 2ik \frac{\partial f}{\partial z} = 0. \tag{2.43}\]

Having removed the “fast” spatial dependence along \(\hat{z}\), we make the paraxial approximation,

\[|\frac{\partial^2 f}{\partial z^2}| \ll |\frac{\partial^2 f}{\partial x^2}|, |\frac{\partial^2 f}{\partial y^2}|, 2k |\frac{\partial f}{\partial z}|. \tag{2.44}\]
This approximation only holds as long as the plane waves that have appreciable overlap with \( f \) have wave vectors that lie within an angle \( \theta_0 \approx \pi/6 \) of the \( z \)-axis [121].

To solve the paraxial wave equation, we separate variables as

\[
f_{nm}(x, y, z) = f_n(x, z)f_m(y, z),
\]

where both \( f_n(x, z) \) and \( f_m(y, z) \) satisfy the equation,

\[
\frac{\partial^2 f}{\partial x^2} - 2ik \frac{\partial f}{\partial z} = 0.
\]

A set of solutions to this equation are given by

\[
f_n(x, z) = \left( \frac{2}{\pi} \right)^{1/4} \sqrt{\frac{1}{2^n n!}} \frac{e^{i(n+1/2)\psi(z)}}{w(z)} H_n \left( \sqrt{2x} \right) \exp \left( -ik \frac{x^2}{2R(z)} - \frac{x^2}{w^2(z)} \right),
\]

where

\[
w(z) = w_0 \left( 1 + \left( \frac{z}{z_0} \right)^2 \right)^{1/2},
\]

\[
R(z) = z \left( 1 + \left( \frac{z_0}{z} \right)^2 \right),
\]

\[
\psi(z) = \arctan \left( \frac{z}{z_0} \right),
\]

\[
z_0 = kw_0^2/2,
\]

and \( H_n \) is a Hermite polynomial. We reconstruct the full solution as

\[
f_{nm}(x, y, z; k) = f_n(x, z)f_m(y, z) e^{-ikz}
\]

\[
= \left( \frac{2}{L\pi} \right)^{1/2} \sqrt{\frac{1}{2^n n! m!}} \frac{e^{i(n+m+1)\psi(z)}e^{-ikz}}{w(z)} \times H_n \left( \sqrt{2x} \right) H_m \left( \sqrt{2y} \right) \exp \left( -ik \frac{(x + y)^2}{2R(z)} - \frac{(x + y)^2}{w^2(z)} \right),
\]

called Hermite-Gaussian modes. They satisfy the orthogonality relation,

\[
\delta_{nm} \delta_{nm'} \delta_{kk'} = \int_{-\infty}^{\infty} dz \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \ f_{nm'}^*(x, y, z; k') f_{nm}(x, y, z; k).
\]

From equation 2.52, we can see that the function \( w(z) \) determines the width of a Gaussian function that falls off away from the \( z \)-axis. This is a minimum at \( z = 0 \).
and takes on the value \( w_0 \). For this reason, \( w_0 \) is called the beam-waist. The width of the Gaussian increases as \(|z|\) is increased from zero, indicating that the mode spreads out away from \( z = 0 \). This is a diffraction effect that arises because the electric field is being confined to some finite region in space.

We construct standing wave modes from equation 2.52 as

\[
\begin{align*}
    u_{nm}^\pm(x, y, z; k) &= u_{nm}(x, y, z) \left\{ \frac{\cos}{\sin} \right\} \left( kz + k \frac{(x + y)^2}{2R(z)} - (n + m + 1) \psi(z) \right), \\
    u_{nm}(x, y, z) &= \sqrt{\frac{1}{L \pi 2^{n+m-2} n! m!}} e^{-\frac{(x+y)^2}{w^2(z)}} H_n \left( \frac{\sqrt{2x}}{w(z)} \right) H_m \left( \frac{\sqrt{2y}}{w(z)} \right),
\end{align*}
\]  

where \( u_{nm} \) determines the envelope and transverse behavior of the mode function. In figure 2.9, we plot the longitudinal behavior of the standing-wave mode \(|u_{k00}^+(x, y, z; k)|^2\) for \( x = y = 0 \). For this particular choice of parameters, explained below, the envelope \(|u_{00}(0, 0, z)|^2\) is roughly constant over hundreds of wavelengths, meaning that the mode function is well-described by a cosine function in this region. The envelope eventually appreciably decreases far enough away from \( z = 0 \). In figure 2.10, we plot the transverse behavior of \(|u_{k00}^+(x, y, z; k)|^2\). The width \( w(z) \) of the Gaussian decay of the mode function away from the \( z \)-axis increases as \(|z|\) is increased. Finally, in figure 2.11, we plot
Figure 2.10: Transverse behavior of the (00) Hermite-Gaussian mode with $w_0 = 57\lambda$ and $L \approx 5 \times 10^4 \lambda$. (a) The mode at $z = 0$ falls off as a Gaussian away from the $z$-axis with width given by the beam waist $w_0$. (b) The effective width $w(z)$ of the Gaussian increases from $w_0$ as $|z|$ is increased.
transverse cross-sections of three Hermite-Gaussian modes. These modes have markedly
different transverse structures but essentially the same longitudinal behavior. We now
turn to the exact formulas for the resonant frequencies.

2.2.1.1 Resonant frequencies and mode parameters

The total phase shift that the Hermite-Gaussian modes undergo as they traverse
the cavity is given by

\[ \phi(z_2 - z_1) = k(z_2 - z_1) - (n + m + 1)(\psi(z_2) - \psi(z_1)) \]
\[ = kL - (n + m + 1)(\arctan(z_2 / z_0) - \arctan(z_1 / z_0)). \] (2.56)

The parameters \( z_2 \) and \( z_1 \) are the positions of the right-hand and left-hand mirrors,
respectively. We take them to be \( z_1 = -L/2 \) and \( z_2 = L/2 \). The resonance condition
for a standing-wave cavity mode states that the total round-trip phase shift must be an
integral multiple of \( 2\pi \), leading to

\[ \omega_{qnm} = \omega_{fsr} \left( q + (n + m + 1) \frac{1}{\pi} \left( \arctan \left( \frac{z_2}{z_0} \right) - \arctan \left( \frac{z_1}{z_0} \right) \right) \right) \] (2.57)

where \( \omega_{fsr} = \pi c / L \), and \( q \) is an integer. Defining

\[ g = 1 - \frac{L}{R}, \] (2.58)

where \( R \) is the radius of curvature for the mirrors, we can show that

\[ \cos^{-1}(g^2) = \arctan(z_2 / z_0) - \arctan(z_1 / z_0), \] (2.59)
\[ g = \frac{4\pi^2(w_0/\lambda)^4 - (L/\lambda)^2}{4\pi^2(w_0/\lambda)^4 + (L/\lambda)^2}. \] (2.60)

This implies that the resonant frequencies are given by

\[ \omega_{qnm} = \omega_{fsr}(q + (n + m + 1)\pi^{-1}\cos^{-1}(g^2)). \] (2.61)

These are also the resonant frequencies for the Laguerre-Gaussian beams.
Figure 2.11: Cross-sections of sample Hermite-Gaussian modes with $w_0 = 57\lambda$ and $L \approx 5 \times 10^4 \lambda$. (a) The (00)-mode at $z = 0$. (b) The (00)-mode at $z = \sqrt{2}z_0 \approx 10^4 \lambda$. (c) The (20)-mode at $z = 0$. (d) The (23)-mode at $z = 0$. 
2.2.2 Cavity field dynamics and atom-field coupling

We now turn to the quantum description of cavity field dynamics in a cavity. The Hamiltonian for a set of resonant cavity modes being pumped by an in-coupled laser of frequency $\omega_P$ is given by

$$\hat{H} = \sum_{\mathbf{k},\lambda} \hbar (\omega_k - \omega_P) \hat{a}^{\dagger}_{\mathbf{k},\lambda} \hat{a}_{\mathbf{k},\lambda} + \sum_{\mathbf{k},\lambda} \hbar \left( \eta^*_{\mathbf{k},\lambda} \hat{a}_{\mathbf{k},\lambda} + \eta_{\mathbf{k},\lambda} \hat{a}^{\dagger}_{\mathbf{k},\lambda} \right),$$

(2.62)

where $\mathbf{k} = \omega/c$ is the wave-number of the resonator mode corresponding to $\hat{a}_{\mathbf{k},\lambda}$, and $\lambda$ indexes its polarization. The parameter $\eta_{\mathbf{k},\lambda}$ measures the coupling strength of the in-coupled laser to the resonant mode $(\mathbf{k},\lambda)$. It is a function of the mirror reflectivity and the pumping laser intensity. The decay of photons through the mirrors is governed by a Liouvillian,

$$\hat{L} \hat{\rho} = -\sum_{\mathbf{k},\lambda} \frac{\hbar \kappa_{\mathbf{k},\lambda}}{2} \left( \hat{a}^{\dagger}_{\mathbf{k},\lambda} \hat{a}_{\mathbf{k},\lambda} \hat{\rho} + \hat{\rho} \hat{a}^{\dagger}_{\mathbf{k},\lambda} \hat{a}_{\mathbf{k},\lambda} - 2 \hat{a}_{\mathbf{k},\lambda} \hat{\rho} \hat{a}^{\dagger}_{\mathbf{k},\lambda} \right),$$

(2.63)

where $\hat{\rho}$ is the reduced density matrix of the cavity field, and $\kappa_{\mathbf{k},\lambda}$ is the rate at which photons in mode $(\mathbf{k},\lambda)$ decay. The density matrix follows the equation of motion,

$$i\hbar \frac{d\hat{\rho}}{dt} = [\hat{H}, \hat{\rho}] + i\hat{L} \hat{\rho}. $$

(2.64)

It is apparent from this equation of motion that each mode acts independently. For this reason, we treat only a single mode $\hat{a}$ in what follows. This will not be the case when atoms are allowed to interact with the field.

The field amplitude within the cavity is proportional to $\langle \hat{a} \rangle = \alpha$. This quantity’s equation of motion is given by

$$i \frac{d\alpha}{dt} = \left( \omega - \omega_P - \frac{i \kappa}{2} \right) \alpha + \eta. $$

(2.65)

This equation is solved by

$$\alpha(t) = \alpha(0) e^{-i(\omega-\omega_P)t} e^{-\kappa t/2} + \left( 1 - e^{-i(\omega-\omega_P)t} e^{-\kappa t/2} \right) \frac{-\eta}{\omega - \omega_P - i\kappa/2}. $$

(2.66)
which describes some transient phase evolution $e^{-i(\omega - \omega_p)t}$ of $\alpha$ and a steady state value,

$$\alpha(t \to \infty) = \frac{-\eta}{\omega - \omega_p - i\kappa/2}. \quad (2.67)$$

We turn to the interaction of these modes with a gas of atoms. As we have mentioned, we will consider the special cases of a single-mode linear cavity and a two-mode, degenerate ring cavity. In addition, we will assume that the cavity field is far enough detuned from the atomic transition that high-lying excited states of the atoms can be adiabatically slaved to the lower lying states, as described in appendix B. In this case, we can write the interaction as

$$\hat{H}_I = \hbar g \int dz \frac{1}{2} \left[ \hat{a}_k^\dagger \hat{a}_k + \hat{a}_{-k}^\dagger \hat{a}_{-k} + \hat{a}_k^\dagger \hat{a}_{-k} e^{-i2kz} + \hat{a}_{-k}^\dagger \hat{a}_k e^{i2kz} \right] \hat{\Psi}(z) \quad (2.68)$$

for the ring cavity and

$$\hat{H}_I = \hbar g \int dz \hat{a}_k^\dagger \hat{a}_k \hat{\Psi}(z) \cos^2(kz) \hat{\Psi}(z) \quad (2.69)$$

for the linear cavity.
Chapter 3

Bose and Fermi Gases in Rotating Optical Lattices


One of the current thrusts of research in cold quantum gases trapped in optical lattices is demonstrating and investigating strongly-correlated physics. In particular, there have been a number of theoretical efforts aimed at observing quantum Hall physics in systems comprised of ultracold atomic gases in optical lattices [10, 65]. A promising line of research takes advantage of a mapping between the Hamiltonian of electrons confined in two dimensions in the presence of a constant transverse magnetic field and that of a rotating atomic gas. This has led to various theoretical studies predicting fractional quantum Hall effect (FQHE) behavior in rotating BEC’s [5, 38, 100, 130]. However, experimentally reaching the parameter regimes necessary to observe this behavior is difficult [117]. Optical lattices offer a solution to this problem by tightly confining atoms in the lattice wells, thereby enhancing correlations.

Motivated by this, preliminary exact diagonalization studies of bosonic atoms in rotating lattices were carried out using a Bose-Hubbard model modified by a rotation term [9]. This work identified quantum phase transitions between states of different vorticity as the rotation rate was increased. It was then extended to explicit studies of quantum Hall physics in rotating lattices [10].
Further work is required for a physical understanding of the transitions. In this chapter, we present analytical and numerical results for strongly-interacting bosons and non-interacting fermions in rotating optical lattices. These results are based on the notion of quasi-angular momentum, which is a quantum number for systems with a discrete rotational symmetry. Quasi-angular momentum is analogous to quasi-momentum for periodic translationally invariant systems and has been previously used in the context of rotating ring lattices [19, 20, 126] and carbon nanotubes [105] to label eigenstates. A formalism for this quantum number for second-quantized systems is presented here and applied to gases of bosons and fermions in rotating optical lattices. We identify transitions between states of different symmetry for the ground state of a rotating system. A possible avenue for experimentally detecting these results via the momentum distribution of the ground state is presented.

The chapter is structured as follows. In section 3.1, we draw the analogy between systems with a discrete translational symmetry and systems with a discrete rotational symmetry, thereby generating a Bloch theory for the latter and introducing the notion of quasi-angular momentum. The theory of one particle on a rotating ring lattice is used to illustrate these ideas in section 3.2. This is extended to a many-body description in section 3.3, where a many-particle, tight-binding model is diagonalized. Specific investigations of quantum gases of strongly-interacting bosons and non-interacting fermions in ring and square lattice geometries are carried out in section 3.4. In section 3.5, signatures of the quasi-angular momentum in the momentum distribution of a state are identified. Finally, section 3.6 summarizes the main results of this chapter.

3.1 Bloch Theory for Systems With Discrete Rotational Symmetry

The concepts discussed in section 2.1 hold for systems with symmetries other than discrete translational symmetry. We can see this by investigating the fact that a moving \( N \)-site linear lattice with periodic boundary conditions is analogous to a rotating \( N \)-site
ring lattice. We can make this analogy explicit by considering the Hamiltonian of a moving, one-dimensional, sinusoidal \( N \)-site lattice in the co-moving frame, given by

\[
H(x) = -\frac{\hbar^2}{2M} \partial_x^2 + V_0 \cos^2(qx) - v\frac{\hbar}{i} \frac{\partial}{\partial x},
\]

where \( v \) is the velocity of the lattice. In this expression, we have used the fact that in a moving frame,

\[
\hat{H} = \hat{H}_0 - \hat{p} \cdot \mathbf{v},
\]

where \( \hat{H}_0 \) is the time-independent Hamiltonian in the non-moving frame, and \( \mathbf{v} \) is the velocity of the moving frame with respect to the lab frame [69].

The lattice wave-number \( q \) can be rewritten as \( q = \pi/d \), where \( d \) is the lattice spacing. If periodic boundary conditions,

\[
\psi(x + Nd) = \psi(x),
\]

are included, then the Hamiltonian describes the system illustrated in figure 3.1(a) for the explicit case of an 8-site lattice. On the other hand, the Hamiltonian of a rotating, sinusoidal \( N \)-site ring lattice (figure 3.1(b)) is given in the rotating frame by

\[
H(\phi) = -\frac{\hbar^2}{2MR^2} \frac{1}{\partial^2} + V_0 \cos^2\left(\frac{N\phi}{2}\right) - \Omega\frac{\hbar}{i} \frac{\partial}{\partial \phi},
\]

where \( \Omega \) is the rotation frequency, and \( R \) is the radius of the ring. The inclusion of the term \(-\Omega L_z\) has the effect of moving to a frame co-rotating with the lattice [69]. The two Hamiltonians, equations (3.1) and (3.4), are mathematically identical if we perform a transformation \( x = \phi Nd/2\pi \) and identify \( Nd/2\pi \) with \( R \) and \( v/R \) with \( \Omega \).

Since the Hamiltonians are exactly identical, all of the properties of one-dimensional systems with a discrete translational invariance carry over for ring systems with a discrete rotational invariance. The analogy can be carried further, starting with the two-dimensional free-space solution in polar coordinates,

\[
\psi_j(\phi, \rho) = e^{ij\phi}R_j(\rho),
\]
where \( R_j(\rho) \) is a radial function, irrelevant for our discussion, and \( j \) is an integer. In the presence of a potential that breaks the rotational symmetry, the eigenstates are linear combinations of these free-space solutions. If this potential has a discrete \( N \)-fold rotational symmetry, its eigenstates can be expanded in the free space solutions as
\[
\psi_m(\phi, \rho) = \sum_{j=-\infty}^{\infty} a_j^{(m)} e^{i(Nj+m)\phi} \sqrt{N\pi} R_j(\rho). \tag{3.6}
\]
It is evident from this expansion that
\[
\psi_m(\phi - 2\pi/N, \rho) = \sum_{j=-\infty}^{\infty} a_j^{(m)} e^{i(Nj+m)(\phi-2\pi/N)} \sqrt{N\pi} R_j(\rho) = e^{-i2\pi m/N} \psi_m(\phi, \rho). \tag{3.7}
\]
and that therefore \( \psi_m(\phi, \rho) \) is an eigenvector with eigenvalue \( e^{-i2\pi m/N} \) of the discrete rotation operator \( R_{2\pi/N} \) that rotates the system by the angle \( 2\pi/N \); \( R_{2\pi/N} \) takes the place of the discrete translation operator, \( T_d \). The analogy is complete when we note that the eigenstates are linear combinations of angular momentum eigenstates, in which case we call the number \( \hbar m \) the quasi-angular momentum of the state, \( \psi_m(\phi, \rho) \). For simplicity, we drop the factor of \( \hbar \) and call the value \( m \) the quasi-angular momentum.

### 3.2 Single Particle on a Rotating Ring Lattice

As an application of the discussions in the previous section, we examine the problem of a single particle trapped on a rotating ring lattice. This problem is analytically solvable in terms of Mathieu functions, and we can examine the effects of rotation on both the spectrum and the eigenstates.

The Hamiltonian for a single particle trapped on a rotating ring lattice is given by equation (3.4). The \( N \) lattice sites are situated at
\[
(\rho_j, \phi_j) = \left( R, \frac{2\pi n_j}{N} \right), \tag{3.8}
\]
where \( j = 1, \ldots, N \). To simplify the problem, we make a transformation \( \phi \rightarrow 2\phi/N \) (\( \phi \in [0, N\pi] \)) and scale energies by the “recoil energy”
\[
E_R = \frac{\hbar^2}{2m} \left( \frac{N}{2R} \right)^2 = \frac{\hbar^2}{2m} \left( \frac{\pi}{d} \right)^2. \tag{3.9}
\]
Figure 3.1: Equivalence between a ring lattice and a one-dimensional lattice with periodic boundary conditions. The translation operator $\hat{T}_d$ that translates through one lattice site maps onto the rotation operator $\hat{R}_{2\pi/8}$ that rotates the lattice through one lattice site.
In this case, the Schrödinger equation is given by

\[ E\psi(\phi) = E_R \left( -\frac{\partial^2}{\partial \phi^2} + i \frac{N}{2} \omega \frac{\partial}{\partial \phi} + \frac{v_0}{2} \cos(2\phi) + \frac{v_0}{2} \right) \psi(\phi), \]  

(3.10)

where \( \omega = \hbar \Omega / E_R \), \( v_0 = V_0 / E_R \), and \( \psi(\phi - N\pi) = \psi(\phi) \).

In order to take into account the effect of rotation, we “imprint” an angular momentum on the wave function that coincides with the rotation rate, i.e.

\[ \psi(\phi) = e^{i\omega N/4} \varphi(\phi). \]  

(3.11)

In this case, the Schrödinger equation becomes

\[ E\varphi(\phi) = E_R \left( -\frac{\partial^2}{\partial \phi^2} + \frac{v_0}{2} \cos(2\phi) + \frac{v_0}{2} - \omega^2 N^2/16 \right) \varphi(\phi). \]  

(3.12)

Defining

\[ a = \frac{E}{E_R} - \frac{v_0}{2} + \frac{\omega^2 N^2}{16}, \]  

(3.13)

\[ t = \frac{v_0}{4}, \]  

(3.14)

this equation may be re-written as

\[ 0 = \frac{\partial^2}{\partial \phi^2} \varphi(\phi) + (a - 2t \cos(2\phi)) \varphi(\phi). \]  

(3.15)

This is exactly Mathieu’s equation. See appendix A for a discussion of the solutions of this equation.

3.2.1 Effects of rotation

We know that the eigenfunctions, \( \psi_m^{(n)}(\phi) \), of equation (3.15) should satisfy

\[ \psi_m^{(n)}(\phi - \pi) = e^{-i2\pi m/N} \psi_m^{(n)}(\phi). \]  

(3.16)

In this case,

\[ \psi_m^{(n)}(\phi) = e^{i\phi \omega N/4} \varphi_q^{(n)}(\phi). \]  

(3.17)
Thus,
\[ e^{-i2\pi m/N} \psi_m^{(n)}(\phi) = \psi_m^{(n)}(\phi - \pi) = e^{-i\pi(q+\omega N/4)} \psi_m^{(n)}(\phi). \] (3.18)

The quantity \( q \) is then a function of the quasi-angular momentum number \( m \) and the rotation rate \( \omega \), given by
\[ q \rightarrow q_m(\omega) = \text{mod}_2 \left( \frac{2m}{N} - \frac{\omega N}{4} + 1 \right) - 1, \] (3.19)
in which case
\[ \psi_m^{(n)}(\phi) = e^{i\phi N/4} \left( C_{q_m}(\omega)(\phi) + i \text{Sign}(q) S_{q_m}(\omega)(\phi) \right), \] (3.20)
where \( C \) and \( S \) are Mathieu cosine and sine functions.

We can make two interesting observations about this solution. First, apart from the integer values of \( q_m(\omega) \), we may write the energy of one of the quasi-angular momentum states as
\[ E_m^{(n)}(\omega) = E_R \left( a_{k_n,q_m}(\omega) + \frac{v_0}{2} - \frac{\omega^2 N^2}{16} \right). \] (3.21)

Let’s consider the ground state of the system. At \( \omega = 0 \), this is clearly the state \( \psi_0^{(1)}(\phi) \) since
\[ q_0(0) = 0 \implies a_{k_n,q_m}(\omega) = a_0, \] (3.22)
which is the smallest Mathieu characteristic value. However, when, say, \( \omega = \frac{8}{N\pi} \), we can see from equation (3.19) that
\[ |q_0(\omega)| = \left| \text{mod}_2 \left( \frac{-2}{N} + 1 \right) - 1 \right| \geq 0, \] (3.23)
\[ |q_1(\omega)| = |\text{mod}_2(1) - 1| = 0. \] (3.24)

The \( m = 1 \) quasi-angular momentum state is now the ground state. It is clear from equation (3.19) that this behavior generalizes, and as \( \omega \) increases, the ground state cycles through the different quasi-angular momentum states. Since these states do not mix with each other, this is signaled by exact energy level crossings in the spectrum as
Figure 3.2: Exact energy-level crossings due to rotation for a four-site sinusoidal lattice with periodic boundary conditions. At zero velocity, the zero quasi-momentum state is the ground state. At some finite positive velocity, the $k = \pi/2d$ state is energetically favorable and becomes the ground state. The ground state eventually cycles through all quasi-momenta.

This behavior is general, and we can understand it by invoking first-order perturbation theory. In a stationary one-dimensional ring lattice, the zero quasi-angular momentum Bloch function is always the ground state. When the lattice is rotating, the energetically favored state is one that rotates along with the lattice. In order to investigate this phenomenon, we consider the Hamiltonian,

$$\hat{H} = \hat{H}_0 - \Omega \hat{L}_z,$$  \hspace{1cm} (3.25)  

where $\hat{H}_0$ is the time-independent Hamiltonian in the non-moving frame. The ground state of $\hat{H}$ is the ground state in the lab frame but written in rotating frame coordinates.

We consider an eigenstate of $\hat{H}_0$, $\psi_k(x)$. In first-order perturbation theory, the energy $E_k$ of an eigenstate $\psi_k(x)$ of $\hat{H}_0$ is shifted by the rotation term to

$$E_k = \langle k|\hat{H}_0 - \Omega \hat{L}_z|k\rangle = E_k^{(0)} - \Omega \langle k|\hat{L}_z|k\rangle.$$  \hspace{1cm} (3.26)  

At zero rotation rate, the ground state is a zero quasi-angular momentum state, $\psi_0(x)$. However, the energy of a state that has a positive average angular momentum, $\langle k|\hat{L}_z|k\rangle >$
Figure 3.3: The $m = 0$ Bloch function at $\omega = 0$ (black, solid) and $\omega = 1$ (blue, dashed). The Bloch function is squeezed tighter within the wells for larger rotation rates.

0, falls below that of $\psi_0(x)$ for large enough $\Omega$. This change is signaled by an exact energy level crossing in the energy spectrum between two quasi-angular momentum states (see figure 3.2). As the rotation rate is increased, the effect of the rotation term is to reorder the energies of the quasi-momentum states.

The second observation we can make is about the Bloch function solutions themselves. In figure 3.3 are plotted the densities for the $m = 0$ state in the first band for two different rotation speeds. The Bloch function with the larger rotation speed, $\omega = 1$, is more localized to the lattice sites. In fact, we can observe that the ground state is always the state that is least-localized to the lattice sites. This effect may be understood in the following way. A particle that is moving slower than the lattice will be pulled along, effectively “piling up” the wave function against the side of the lattice well. This simultaneously decreases the width of the wave packet within the well and increases the kinetic energy. A particle at the same speed as the lattice will not feel this effect, and its wave function will not be “squeezed” by the lattice wells. This is the physical basis of both the wave function for $m = 0$ being more localized for higher rotation rates and for the exact energy level crossings in the spectrum as a function of rotation.
3.3 Many-Body Description of Quasi-Angular Momentum

The symmetry considerations of the previous sections necessarily hold for many-particle systems where the underlying single-particle Hamiltonian has a discrete rotational symmetry. The eigenstates of the many-particle Hamiltonian can then be chosen to be quasi-angular momentum eigenstates. Alternatively, it is sometimes possible to re-cast the symmetry properties of the eigenstates in terms of the creation and annihilation operators in a second quantized formalism. In this section, we examine the special case of a Hubbard Hamiltonian for non-interacting fermions, which for instance describes fermions in a one-dimensional optical lattice in the tight-binding regime.

The Hamiltonian takes the simple form,

\[
\hat{H} = \sum_{j=1}^{N} \epsilon \hat{a}_{j}^{\dagger} \hat{a}_{j} - \sum_{j=1}^{N} \left( J^* \hat{a}_{j+1}^{\dagger} \hat{a}_{j} + J \hat{a}_{j}^{\dagger} \hat{a}_{j+1} \right),
\]

where \( \hat{a}_{N+1} = \hat{a}_{1} \) in order to satisfy periodic boundary conditions, and

\[
\left[ \hat{a}_{i}, \hat{a}_{j}^{\dagger} \right]_+ = \delta_{ij},
\]

\[
\left[ \hat{a}_{i}, \hat{a}_{j} \right]_+ = 0,
\]

so that the particles are fermions. This Hamiltonian can be diagonalized using operator methods. To this end, we define new fermionic operators by means of

\[
\hat{d}_{m} = \frac{1}{\sqrt{N}} \sum_{k=1}^{N} e^{-i2\pi mk/N} \hat{a}_{k},
\]

\[
\hat{a}_{k} = \frac{1}{\sqrt{N}} \sum_{m=0}^{N-1} e^{-i2\pi mk/N} \hat{d}_{m}.
\]

Under this canonical transformation, the on-site energy term becomes

\[
\hat{H}_{0} = \sum_{j=1}^{N} \epsilon \hat{a}_{j}^{\dagger} \hat{a}_{j} = \epsilon \sum_{m=0}^{N-1} \hat{d}_{m}^{\dagger} \hat{d}_{m},
\]

and the hopping term becomes

\[
\hat{H}_{1} = -2t \sum_{m=0}^{N-1} \hat{d}_{m}^{\dagger} \hat{d}_{m} \cos \left( \frac{2\pi m}{N} - \phi \right),
\]

where \( \phi \) is the phase shift due to the periodic boundary conditions.
where \( t \) and \( \phi \) are defined by the relation \( J = t e^{i\phi} \). The eigenstates of this Hamiltonian are then
\[
|n_0, \ldots, n_{N-1}\rangle = (d_0^\dagger)^{n_0} \cdots (d_{N-1}^\dagger)^{n_{N-1}} |0\rangle,
\] (3.34)
where \( |0\rangle \) is the vacuum, \( n_m \) can take on the values 0 or 1, and the corresponding eigenvalues are
\[
E_{n_0, \ldots, n_{N-1}} = \sum_{m=0}^{N-1} n_m \left( \epsilon - 2t \cos \left( \frac{2\pi m}{N} - \phi \right) \right).
\] (3.35)
As we can see from its solutions, this Hamiltonian is exactly the many-body generalization of the tight-binding model for atoms hopping around a one-dimensional lattice.

From the expansion of \( \hat{a}_m^\dagger \) in the \( \hat{a}_k^\dagger \)'s we can see that \( \hat{a}_m^\dagger \) adds one particle to the system, populating each site with equal probability but differing phase. We can conclude that particles created by \( \hat{a}_m^\dagger \) carry quasi-angular momentum. To make this statement exact, we define a discrete rotation operator \( \hat{R} \) by
\[
\hat{R} \hat{a}_k^\dagger \hat{R}^{-1} = \hat{a}_{k+1}^\dagger,
\] (3.36a)
\[
\hat{R} |0\rangle = |0\rangle.
\] (3.36b)
This operator commutes with the Hamiltonian, and acting it on \( \hat{a}_m^\dagger \) yields
\[
\hat{R} \hat{a}_m^\dagger \hat{R}^{-1} = \frac{1}{\sqrt{N}} \sum_{k=1}^{N} e^{i2\pi mk/N} \hat{a}_k^\dagger \hat{R} \hat{R}^{-1} = \frac{1}{\sqrt{N}} \sum_{k=1}^{N} e^{-i2\pi m/N} e^{i2\pi m(k+1)/N} \hat{a}_k^\dagger
\]
\[
= e^{-i2\pi m/N} \hat{a}_m^\dagger.
\] (3.37)
Therefore,
\[
\hat{R} (d_1^\dagger)^{n_1} \cdots (d_N^\dagger)^{n_N} |0\rangle = \exp \left( -i2\pi \sum_{m=0}^{N-1} \frac{mn_m}{N} \right) (d_1^\dagger)^{n_1} \cdots (d_N^\dagger)^{n_N} |0\rangle.
\] (3.38)
This state carries quasi-angular momentum,
\[
m = \text{mod}_N \left( \sum_{m=1}^{N} mn_m \right).
\] (3.39)
A pictorial representation of this discussion is shown in figure 3.4 for the specific case of one particle in an eight-site ring lattice.
Figure 3.4: Illustration of the rotation operator in the many-body formalism. (a) The operator $\hat{d}_1^\dagger$ adds one particle to the system, populating every site with equal probability but a phase that differs by $2\pi/8$ between lattice sites. The state that is illustrated is $|\psi\rangle = \hat{d}_1^\dagger |0\rangle$; arrows indicate phase. (b) When this state is rotated by one lattice site, the resulting state is $\hat{R}_{2\pi/8} |\psi\rangle$. Subtracting the phases at a site before and after rotation, we get $\phi = -2\pi/8$. The picture then illustrates the fact that $|\psi\rangle$ is an eigenstate of $\hat{R}_{2\pi/8}$ with eigenvalue $e^{-i2\pi/8}$. 
 Armed with an understanding of the eigenstates of this system, it is straightforward to compute physical quantities such as the energy. The ground state of the system is particularly easy to find, as we simply populate the lowest energy levels to create a “Fermi sea”.

If there is an additional potential that reduces the symmetry of the problem, quasi-angular momentum can still be exploited to simplify the problem. The $\hat{d}_m$ operators act as a natural basis in which to describe problems that have some rotational symmetry. For instance, we can consider an additional potential that is some arbitrary function of the creation and annihilation operators on an $N$-site lattice,

$$\hat{V} = \sum_{j,k=1}^{N} V_{jk} \hat{d}_j^\dagger \hat{d}_k,$$  \hspace{1cm} (3.40)

with $V_{jk} = V_{kj}^*$. We suppose for simplicity that this potential is only 4-fold symmetric, i.e. it is symmetric under rotation by $N/4$ sites, effected by the operator $\hat{R}^{N/4}$. This limits the possible terms $\hat{d}_j^\dagger \hat{d}_k$ that can appear, which we can see by computing

$$\hat{R}^{N/4} \hat{V} \hat{R}^{-N/4} = \sum_{j,k=1}^{N} V_{jk} \hat{R}^{N/4} \hat{d}_j^\dagger \hat{R}^{-N/4} \hat{d}_k \hat{R}^{N/4} \hat{d}_k \hat{R}^{-N/4} = \sum_{j,k=1}^{N} V_{jk} e^{i\pi/2(j-k)/4} \hat{d}_j^\dagger \hat{d}_k. \hspace{1cm} (3.41)$$

In order for the potential to be invariant under this four-fold rotation, we must have that $e^{i\pi/2(j-k)/4} = 1$, in which case mod$_4(k-j) = 0$. Any terms involving $\hat{d}_j^\dagger \hat{d}_k$ where this equation is not satisfied are zero. We define

$$k = 4l_1 + m_1, \hspace{1cm} (3.42a)$$

$$j = 4l_2 + m_2, \hspace{1cm} (3.42b)$$

$$l_i = 1, \ldots, N/4, \hspace{1cm} (3.42c)$$

$$m_i = 0, 1, 2, 3, \hspace{1cm} (3.42d)$$

which allows us to write the potential as

$$\hat{V} = \sum_{m=0}^{3} \sum_{l_1,l_2=1}^{N/4} V_{l_1,l_2}^{(m)} \hat{d}_{4l_1+m} \hat{d}_{4l_2+m}, \hspace{1cm} (3.43)$$

$$V_{l_1,l_2}^{(m)} = V_{4l_1+m,4l_2+m}. \hspace{1cm} (3.44)$$
This re-writing automatically sorts the operators appearing in $\hat{V}$ according to their four-fold symmetry, which is the one relevant to the new problem. The full Hamiltonian $\hat{H} + \hat{V}$ is then block-diagonal in the four-fold quasi-angular momentum, $m$, making numerical solutions to this problem more tractable. This scheme can be used to facilitate the solution for a system of atoms in a rotating two-dimensional lattice.

### 3.4 Bose and Fermi Gases in Rotating Optical Lattices

Interacting bosons in one dimension enter the Tonks-Girardeau regime when interactions get very strong [45, 75]. The gas takes on many of the characteristics of a gas of non-interacting fermions; for instance, the number density in position space is the same in both cases. It differs in certain aspects, however; for instance, the momentum distribution is more highly peaked about a central value for strongly-interacting bosons than it is for fermions [61]. It then becomes particularly interesting to compare the cases of strongly-interacting bosons and non-interacting fermions in rotating lattices. In this section, gases of non-interacting fermions and hard-core bosons in rotating optical lattices are investigated. The many-particle formalism for quasi-angular momentum states discussed previously is used to monitor the symmetry of the ground state as a function of rotation. The second-quantized Hamiltonians described below are generalizations of those found in reference [37].

The Hamiltonian for interacting bosons or fermions in a rotating, two-dimensional, square, optical lattice is

$$
\hat{H} = \sum_{\sigma} \int d^2 x \, \hat{\Psi}_\sigma^\dagger(x) \left( -\frac{\hbar^2}{2M} \nabla^2 + V_L(x) - \Omega L_z \right) \hat{\Psi}_\sigma(x) \\
+ \sum_{\lambda\lambda',\mu\mu'} \int d^2 x \int d^2 x' \, \hat{\Psi}_{\lambda(x)}^\dagger \hat{\Psi}_{\lambda'(x')}^\dagger V_{\lambda\lambda',\mu\mu'}(x, x') \hat{\Psi}_{\mu'}(x) \hat{\Psi}_{\mu}(x'),
$$

(3.45)

where

$$
V_L(x) = V_0 \cos^2(k_Lx) + V_0 \cos^2(k_Ly),
$$

(3.46)
\( V_{\lambda \lambda', \mu \mu'}(x, x') \) is a two-particle interaction that is possibly spin-dependent, \( \lambda, \mu, \) and \( \sigma \) are spin indices, and \( \hat{\Psi}_\sigma(x), \hat{\Psi}_\sigma^\dagger(x) \) are field operators satisfying the (anti-)commutation relations,

\[
\left[ \hat{\Psi}_\sigma(x), \hat{\Psi}_\sigma^\dagger(x') \right]_{\pm} = \delta_{\sigma \sigma'} \delta(x - x'),
\]

\[
\left[ \hat{\Psi}_\sigma(x), \hat{\Psi}_\sigma^\dagger(x') \right]_{\pm} = 0.
\]

The two-particle interaction Hamiltonian, \( V_{\lambda \lambda', \mu \mu'}(x, x') \), is chosen to be an s-wave contact-interaction.

A Hubbard Hamiltonian can be derived in a lowest-band, tight-binding approximation by expanding the field operators in the lowest-band Wannier functions, \( w(x - x_j) \) [64]. A basis better suited in the presence of rotation is given by the modified Wannier functions,

\[
W_j(x) = \exp \left( -\frac{M}{\hbar} \int_{x_j}^x A(x') \cdot dx' \right) w(x - x_j),
\]

where \( A(x') = \Omega \times x' \). This modification captures the effect of rotation at low rotation speeds [11]. However, as we have seen, at higher rotation speeds, the density of the Wannier functions changes along with the phase, and in this case the approximation needs to be further modified.

The result for spinless bosons is [10]

\[
\hat{H}_B = - \sum_{\langle i, j \rangle} \left( J + \frac{1}{2} M \Omega^2 A_1 \right) \left( e^{-i \phi_{ij}} \hat{a}_i^\dagger \hat{a}_j + e^{i \phi_{ij}} \hat{a}_j^\dagger \hat{a}_i \right) + \sum_j \left( \epsilon - \frac{1}{2} M \Omega^2 (r_j^2 + A_2) \right) \hat{a}_j^\dagger \hat{a}_j + \frac{U}{2} \sum_{j} \hat{a}_j^\dagger \hat{a}_j \hat{a}_j \hat{a}_j.
\]

A similar derivation for spin-1/2 fermions yields

\[
\hat{H}_F = - \sum_{\langle i, j \rangle, \sigma} \left( J + \frac{1}{2} M \Omega^2 A_1 \right) \left( e^{-i \phi_{ij}} \hat{a}_{i, \sigma}^\dagger \hat{a}_j + e^{i \phi_{ij}} \hat{a}_j \hat{a}_{i, \sigma} \right) + \sum_{j, \sigma} \left( \epsilon - \frac{1}{2} M \Omega^2 (r_j^2 + A_2) \right) \hat{a}_{j, \sigma}^\dagger \hat{a}_j + \frac{U}{2} \sum_{j} \hat{a}_j^\dagger \hat{a}_j \hat{a}_j \hat{a}_j.
\]
For both cases, \(i, j\) are site indices with \(\langle i, j \rangle\) indicating a sum over only nearest neighbors, and \(r_i\) is the radial position of the \(i\)’th site. The phase \(\phi_{ij}\) is given by the expression,

\[
\phi_{ij} = \frac{M}{\hbar} \int_{x_j}^{x_i} A(x') \cdot dx' = \frac{M \Omega}{\hbar} (x_i y_j - x_j y_i).
\]  
(3.52)

The parameters \(\epsilon, J,\) and \(U\) are the on-site zero-point energy, the hopping parameter, and the on-site interaction energy, respectively, as computed in chapter 2. The parameters \(A_1\) and \(A_2\) arise due to the phase factor in equation (3.49) and are given by

\[
A_1 = \int dx \, w^*(x-x_i)(x-x_i)^2 w(x-x_j),
\]  
(3.53)

\[
A_2 = 2 \int dx \, w^*(x-x_i)(x-x_i)^2 w(x-x_i),
\]  
(3.54)

where \(w(x-x_i)\) are one-dimensional Wannier functions. All of these parameters can be numerically evaluated for a lattice of specific shape, period, and depth [10]. If a harmonic trap of trapping frequency \(\Omega_T\) is included, we replace every instance of \(\Omega^2\) with \(\Omega^2 - \Omega_T^2\).

### 3.4.1 Strongly-interacting bosons

In this section, we describe hard-core bosons in a rotating ring lattice. The quasi-angular momentum of an eigenstate for a one-dimensional system is then defined and monitored as a function of rotation speed. The analytic results derived here are consistent with a previous numerical treatment of a two-dimensional system [11].

In the limit of very strong interactions, \(U \to \infty\), a gas of bosons enters the hard-core boson regime. In an optical lattice, this regime can be characterized by using a number basis where the occupation number of each site is either \(l\) or \(l + 1\), with \(l\) an integer. We define new operators \(\hat{b}_j\) that satisfy the relations,

\[
\begin{align*}
&\left[\hat{b}_j, \hat{b}_j^\dagger\right]_+ = 1, \\
&\left[\hat{b}_j, \hat{b}_j\right]_- = 0, \\
&\left[\hat{b}_{i \neq j}, \hat{b}_j^\dagger\right]_- = 0.
\end{align*}
\]  
(3.55a)

(3.55b)

(3.55c)
and

\[ \hat{a}_j^{\dagger} \hat{a}_j = \hat{b}_j^{\dagger} \hat{b}_j + l, \quad (3.56a) \]
\[ \hat{a}_j^{\dagger} \hat{a}_{j+1} = (l + 1) \hat{b}_j^{\dagger} \hat{b}_{j+1}. \quad (3.56b) \]

The particles described by these operators have boson-like properties except for the fact that no more than one particle can occupy a single site, which is enforced by equation (3.55a). In terms of these new operators, the Hamiltonian for hard-core bosons on a ring lattice is given by

\[ \hat{H} = U \frac{1}{2} N l (l - 1) + U l \sum_{j=1}^{N} \hat{b}_j^{\dagger} \hat{b}_j + \sum_{j=1}^{N} \epsilon(\omega) \hat{b}_j^{\dagger} \hat{b}_j 
- J(l + 1) \sum_{j=1}^{N} e^{-i\pi\omega N/4} \hat{b}_j^{\dagger} \hat{b}_{j+1}^{\dagger} + \text{H.c.}, \quad (3.57) \]

where

\[ \epsilon(\omega) = \epsilon - \frac{N^2 \omega^2}{16}. \quad (3.58) \]

The first two terms respectively represent the energy of a particle on site \( j \) interacting with the \( l \) particles already there and the interaction energy of the \( l \) particles on site \( j \) summed over all sites. For practical purposes, \( U = 100J \), where \( J \) is the tunneling energy, is large enough to enter this regime [11].

The mixed commutation/anti-commutation relations of equation (3.55) make this Hamiltonian hard to interpret, since we have neither bosons nor fermions. However, for one-dimensional problems of this sort, we can perform a second transformation of the annihilation operators that transforms this Hamiltonian into a purely fermionic one. This is called the Jordan-Wigner (JW) transformation.

The essence of this transformation is to include a factor of \( \pm 1 \) in the definition of \( \hat{b}_j \), where the sign depends on the number of particles to the “left” of the site \( j \). It is standard to first map this Hamiltonian onto an \( N \)-spin-\( \frac{1}{2} \) Hamiltonian [66, 116], but we prefer to work strictly with the creation and annihilation operators.
The JW transformation is given by defining new annihilation operators,

\[ \hat{c}_j = \hat{b}_j e^{i\pi \sum_{i=1}^{j-1} \hat{b}_i \hat{b}_i}, \quad (3.59) \]

These operators are fermionic, as we show in appendix A. The Hamiltonian can then be written as

\[ \hat{H} = U \frac{1}{2} NL(l - 1) + UL \sum_{j=1}^{N} \hat{c}_j^\dagger \hat{c}_j + \sum_{j=1}^{N} \epsilon(\omega) \hat{c}_j^\dagger \hat{c}_j \]

\[ - J(l + 1) \sum_{j=1}^{N-1} e^{-i\pi \omega N/4} \hat{c}_j^\dagger \hat{c}_{j+1} + \text{H.c.} \]

\[ - J(l + 1) e^{-i\pi \omega N/4} \hat{c}_N^\dagger \hat{c}_1(-1)^{\hat{N}+1} + \text{H.c.} \quad (3.60) \]

This Hamiltonian is manifestly not strictly quadratic in the \( \hat{c} \) operators since \( \hat{N} \) appears in an exponential. However, as we will soon see, the fact that \( \hat{N} \) is conserved allows us to diagonalize the Hamiltonian in even- and odd-number particle subspaces separately.

Before we move on, we note that for two-dimensional lattices, the remaining phase factors are non-trivial, and therefore the JW transformation is not useful in this case.

### 3.4.1.1 Diagonalization

The Hamiltonian just derived has a form identical to that of equation (3.27) except for the factor of \((-1)^{\hat{N}+1}\). This factor is a constant within a constant particle-number subspace. For this reason, we replace this factor with \((-1)^n+1\), where \(n\) is the number of particles, and diagonalize \(\hat{H}\) as if it were subspace-independent, resulting in two separate sets of fermionic operators. At the end of the derivation, we describe how the normal picture of fermionic excitations is modified by this procedure.

We modify the definition of the operators form section 3.3, defining two sets of
fermionic operators as
\begin{align}
\hat{d}^{(o)}_m &= \frac{1}{\sqrt{N}} \sum_{j=1}^{N} e^{-i\pi 2m j/N} \hat{c}_j, \\
\hat{d}^{(e)}_m &= \frac{1}{\sqrt{N}} \sum_{j=1}^{N} e^{-i\pi (2m-1) j/N} \hat{c}_j.
\end{align}

The Hamiltonian in terms of the \( \hat{d}_m \) operators is given by
\begin{align}
\hat{H} &= \frac{1}{2} N l (l - 1) + \sum_{m=0}^{N-1} E_m \hat{d}^{(\sigma)\dagger}_m \hat{d}^{(\sigma)}_m, \\
E_m &= Ul + \epsilon - \frac{N^2 \omega^2}{16} - 2(l+1)t \cos \left( \frac{\pi f_m}{N} - \frac{\pi N}{4} \omega \right), \\
f_m &= \begin{cases} 
2m - 1 & \text{if } n = \text{even} \\
2m & \text{if } n = \text{odd}
\end{cases},
\end{align}

where \( n \) is the number of particles, and \( \sigma = e \) for \( n \) even and \( \sigma = o \) for \( n \) odd.

The eigenstates of the system are given by
\begin{align}
|n_0, \ldots, n_{N-1}\rangle = \begin{cases} 
(\hat{d}^{(e)\dagger}_0)^{n_0} \cdots (\hat{d}^{(e)\dagger}_{N-1})^{n_{N-1}} |0\rangle & \text{if } \sum_{m=0}^{N-1} n_j = \text{even} \\
(\hat{d}^{(o)\dagger}_0)^{n_0} \cdots (\hat{d}^{(o)\dagger}_{N-1})^{n_{N-1}} |0\rangle & \text{if } \sum_{m=0}^{N-1} n_j = \text{odd}
\end{cases},
\end{align}

and the corresponding eigenenergies are
\begin{align}
E_{n_0, \ldots, n_N} &= \frac{1}{2} N l (l - 1) \\
&\quad - \sum_{m=0}^{N-1} n_m \left( Ul + \epsilon - \frac{N^2 \omega^2}{16} - 2(l+1)t \cos \left( \frac{\pi f_m}{N} - \frac{\pi N}{4} \omega \right) \right).
\end{align}

We note that states that mix the two operator definitions are not eigenstates, e.g.
\begin{align}
|\psi\rangle &= \hat{d}^{(e)\dagger}_0 \hat{d}^{(o)\dagger}_1 |0\rangle
\end{align}
is not an eigenstate of \( \hat{H} \).

In order to complete the diagonalization procedure, we need to interpret \( \hat{d}^{(\sigma)\dagger} \) as an operator that creates a particle in the quasi-angular momentum state \( m \). As in the previous section, we can do this by first defining a rotation operator. Due to the many phases \( e^{i\pi \epsilon_k^l \hat{c}_k} \) in this problem, it is not \textit{a priori} obvious that the rotation operator
as defined in section 3.3 is a convenient choice for the definition of the quasi-angular
momentum. For this reason, we consider the Hamiltonian in terms of the JW fermions,
equation (3.60), rather than the original. Defining

\[ \hat{R} \hat{c}_j \hat{c}^\dagger = c_j, \]  
(3.67a)

\[ \hat{R} \hat{c}_1 \hat{c}^\dagger_1 = (-1)^{n+1} c_1, \]  
(3.67b)

\[ R|0\rangle = |0\rangle, \]  
(3.67c)

we have that

\[ \hat{R} \hat{d}_m \hat{R}^{-1} = \frac{1}{\sqrt{N}} \sum_{k=1}^{N-1} e^{i\pi f_m k/N} \hat{R} \hat{c}_k \hat{c}^\dagger_k \hat{R}^{-1} + \frac{1}{\sqrt{N}} e^{i\pi f_m/N} \hat{R} \hat{c}_N \hat{c}^\dagger_1 \hat{R}^{-1} \]
\[ = e^{-i\pi f_m/N} \frac{1}{\sqrt{N}} \sum_{k=1}^{N-1} e^{i\pi f_m (k+1)/N} \hat{c}^\dagger_k \]
\[ + e^{-i\pi f_m/N} e^{i\pi f_m/N} \frac{1}{\sqrt{N}} e^{i\pi f_m (-1)^{n+1} c_1}. \]  
(3.68)

Noting that \( e^{i\pi f_m} = (-1)^{n+1} \), this becomes

\[ \hat{R} \hat{d}_m \hat{R}^{-1} = e^{-i\pi f_m/N} \frac{1}{\sqrt{N}} \sum_{k=2}^{N} e^{i\pi f_m k/N} \hat{c}^\dagger_k + e^{-i\pi f_m/N} e^{i\pi f_m/N} \hat{c}^\dagger_1 \]
\[ = e^{-i\pi f_m/N} \hat{d}^\dagger_m. \]  
(3.69)

Thus,

\[ \hat{R} (d_0^\dagger)^{n_0} \cdots (d_{N-1}^\dagger)^{n_{N-1}} |0\rangle = \exp \left( -i \frac{\pi}{N} \sum_{m=0}^{N-1} n_m f_m \right) (d_0^\dagger)^{n_0} \cdots (d_{N-1}^\dagger)^{n_{N-1}} |0\rangle. \]  
(3.70)

The quasi-angular momentum of this state is defined to be

\[ m = \begin{cases} 
\mod_N \left( \sum_{m=0}^{N-1} m n_m - \frac{n}{2} \right) & \text{if } n = \text{even} \\
\mod_N \left( \sum_{m=0}^{N-1} m n_m \right) & \text{if } n = \text{odd}
\end{cases}. \]  
(3.71)

### 3.4.1.2 Results

We are now in a position to use this formalism to investigate the ground state of
the system. The ground state is determined by populating the lowest energy levels in
Figure 3.5: Ground state of three strongly-interacting bosons in a rotating 8-site ring lattice. Solid curves are guides for the eye. (a) At $\Omega = 0$, the three lowest single-particle energies carry quasi-angular momentum $m = -1, 0,$ and $1$. The three-particle ground state therefore has quasi-angular momentum $m = \text{mod}_8(-1 + 0 + 1) = 0$. (c) At $\Omega = 0.14E_R/\hbar$, the three lowest single-particle energies carry quasi-angular momentum $m = 0, 1,$ and $2$. The three-particle ground state therefore has quasi-angular momentum $m = \text{mod}_8(0 + 1 + 2) = 3$.

the way standard for fermions. Equation (3.63b) is the single-particle energy spectrum $E_m$. The qualitative behavior of the system does not depend on the filling $l$ and we therefore set $l = 0$; in addition, the zero-point energy $\epsilon$ has no physical effect, so we set it to zero.

As $\omega$ is increased, the minimum value of the cosine moves to the right, as illustrated in figure 3.5. The ground state is then determined by populating the lowest energy $\hat{d}_m \hat{d}_m$ eigenstates. In figures 3.5(b) and 3.5(c), this process is illustrated for the case of three particles in an eight-site ring.

For an odd number of particles, $n = 2p + 1$, if the minimum of the cosine function in $E_m$ is near $m = m_0$, we populate the states $m_0, m_0 \pm 1, \ldots, m_0 \pm p$. The quasi-angular momentum of the state is then

$$m = \text{mod}_N \left( \sum_{l=-p}^{p} (m_0 + l) \right) = \text{mod}_N((2p + 1)m_0 + 0) = \text{mod}_N(m_0n). \quad (3.72)$$

For an even number of particles, $n = 2p$, when the minimum of the cosine function is between $m_0$ and $m_0 + 1$, we populate the states $m_0 - p + 1, m_0 - p + 2, \ldots, m_0 + p$. 
The quasi-angular momentum of the state is then

\[ m = \text{mod}_N \left( \sum_{l=-p+1}^{p} (m_0 + l) - \frac{n}{2} \right) = \text{mod}_N \left( 2pm_0 + p - \frac{n}{2} \right) = \text{mod}_N (m_0n). \] (3.73)

Thus, as rotation is increased from \( \omega = 0 \), the quasi-angular momentum cycles through the values,

\[ m = \text{mod}_N (jn) : \quad j = 0, 1, 2 \ldots \] (3.74)

We make one final note for the case of bosons. If there is an infinitesimal potential, \( \hat{V} \), that breaks the symmetry of the original Hamiltonian, \( \hat{H}_0 \), down to a four-fold rotational symmetry, then the \( N \)-fold quasi-angular momentum is no longer a good quantum number. We treat the problem perturbatively. Tiny band gaps in the single-particle energy spectrum, equation (3.63b), open up at the new Brillouin zone boundaries. The eigenstates of \( \hat{H}_0 \) are independent of \( \Omega \). Therefore, to first order in \( \hat{V} \), the energy level shifts are independent of \( \Omega \), and the eigenstates remain unchanged. The effect of rotation is then exactly the same as in the non-perturbed case, and the quasi-angular momenta have the same behavior as a function of rotation. However, since the old quasi-angular momentum is no longer a good quantum number, we have to take

\[ m \to \text{mod}_4(m). \] (3.75)

These results are consistent with the numerical treatments in references [9, 11].

### 3.4.2 Non-interacting fermions

Moving beyond the bosonic systems previously studied, we consider non-interacting fermions in rotating optical lattices. Because of the JW mapping, this system should have properties similar to those of the bosonic case. In addition, by considering fermions, we move closer to the system originally displaying quantum Hall physics, that of a two-dimensional gas of electrons moving in the presence of a constant transverse magnetic field.
3.4.2.1 Ring lattice

Here, we describe non-interacting fermions in ring lattices and compare to the boson case. The quasi-angular momentum of the ground state changes as rotation is increased. The allowed values of this quantity for fermions differ from those of the boson case.

For single-species, non-interacting fermions, we drop the spin index, and the Hamiltonian for a ring lattice is given by

\[ \hat{H} = \sum_{j=1}^{N} \left( \epsilon - \frac{N^2 \omega^2}{16} \right) \hat{c}_j^\dagger \hat{c}_j - J \sum_{j=1}^{N} e^{-i\pi \omega N/4} \hat{c}_{j+1}^\dagger \hat{c}_j + \text{H.c.} \]  

(3.76)

With the identifications,

\[ \epsilon \rightarrow \epsilon - \frac{N^2 \omega^2}{16}, \]  

(3.77a)

\[ J \rightarrow t e^{i\pi \omega N/4}, \]  

(3.77b)

this Hamiltonian is identical to the one discussed in section 3.3, and it can be written in the form

\[ \hat{H} = \sum_{m=0}^{N-1} E_m \hat{d}_m^\dagger \hat{d}_m, \]  

(3.78a)

\[ E_m = \epsilon - \frac{N^2 \omega^2}{16} - 2t \cos \left( \frac{2 \pi m}{N} - \frac{\omega N}{4} \right), \]  

(3.78b)

\[ \hat{d}_m = \frac{1}{\sqrt{N}} \sum_{k=1}^{N} e^{i2\pi mk/N} \hat{c}_k. \]  

(3.78c)

The calculation of the quasi-angular momentum of an odd particle-number eigenstate is identical to that of equation (3.72). However, for an even particle-number eigenstate, the \( n/2 \) in equation (3.73) does not appear, and we have

\[ m = \mod_N \left( \sum_{l=-p+1}^{p} (m_0 + l) \right) = \mod_N (2pm_0 + p) = \mod_N \left( \left( m_0 + \frac{1}{2} \right) n \right). \]  

(3.79)

Thus, the quasi-angular momentum assumes the values,

\[ m = \begin{cases} \mod_N (nj) & \text{if } n = \text{odd} \\ \mod_N (n(j + 1/2)) & \text{if } n = \text{even} \end{cases} \]  

(3.80)
as $\omega$ is increased.

As expected, the single-particle cases for both bosons and fermions are identical. It turns out that all cases of odd numbers of particles also coincide. However, there is an interesting distinction between the two cases when the number of particles in the system is even (compare equations (3.73) and (3.79)). For instance, a system of two fermions in a four-site lattice cycles between quasi-angular momenta 1 and 3 whereas a system of two bosons cycles between values 0 and 2. This is one way in which non-interacting fermions and strongly-interacting bosons in one dimension differ despite the JW transformation that maps between the two cases.

3.4.2.2 Two-dimensional square lattice

Differences between fermions and bosons remain when considering two-dimensional systems. Here we describe non-interacting fermions in a two-dimensional $2P \times 2P$ square lattice, which consists of $P$ square ring lattices, as illustrated in figure ?? for $P = 2$.

The Hamiltonian is given by

$$\hat{H} = -\sum_{\langle i,j \rangle} \left( J + \frac{1}{2} M \Omega^2 A_1 \right) \left( e^{-i\phi_{ij}} \hat{c}^\dagger_i \hat{c}_j + e^{i\phi_{ij}} \hat{c}^\dagger_j \hat{c}_i \right) + \sum_{j} \left( \epsilon - \frac{1}{2} M \Omega^2 (r_j^2 + A_2) \right) \hat{c}^\dagger_j \hat{c}_j. \tag{3.81}$$

We numerically diagonalize this Hamiltonian for one particle in a 16-site lattice. We then determine the quasi-angular momentum of the ground state as a function of rotation rate for different particle numbers by filling up the lowest-energy states in the way standard for fermions. Since the states are sorted according to their quasi-angular momentum, we can directly compute the quasi-angular momentum of the eigenstate. We illustrate this process for the case of $n$ particles in a sixteen site lattice. In figure 3.6(a) is plotted the single-particle energy spectrum for the Hamiltonian in the absence of hopping between the rings ($\hat{J}^{(2,1)}_m = 0$) and $\Omega = 0$. When the hopping is “turned on” (figure 3.6(b)), level crossings become avoided crossings due to the mixing of states with the same four-fold
quasi-angular momentum. In figure 3.6(c), the case for zero hopping between rings is plotted for $\Omega = 0.05E_R/h$, whereas in figure 3.6(d), the hopping has turned on, and the avoided crossing behavior is again observed.

In figure 3.7 are plotted the quasi-angular momenta of the ground state as a function of rotation speed for non-interacting fermions in a sixteen-site lattice. Similar to the ring lattice case, the results for odd numbers of particles are identical to those for hard-core bosons, but differ for even numbers of particles. There are however other interesting properties that do not appear in the ring lattice case. The most obvious such property in 3.7 is the lack of particle-hole symmetry. The rate at which transitions between quasi-angular momenta occur as a function of rotation speed is much higher for small particle numbers. This is easy to understand once we see that holes have a negative effective mass, meaning that they move in the opposite direction as particles and also seek regions of higher potential. Due to the effective inverse-parabolic potential in the third term of equation (3.81)—a result of the centrifugal barrier—particles are pushed to the outer ring of the lattice whereas holes are pushed to the inner ring. Transitions between quasi-angular momenta occur faster as a function of rotation speed for the outer lattice rings as compared to the inner lattice rings, since the tangential speed of particles is greater at larger radii. Thus, for small particle-numbers (1, 2, 3) where the particles are mostly confined to the outer ring, the transitions occur faster than for large particle numbers (9, 10, 11) where the outer ring is filled, and the dynamics occurs mainly on the inner ring due to Pauli exclusion.

This argument is further verified in figure 3.8, where a strong trapping potential of trap frequency $\Omega_T = 2E_R/h$ reverses the situation. Since $\Omega < \Omega_T$ in this series of plots, the particles are first attracted to the center of the lattice, so that the dynamics for small numbers of particles occur on the inner ring, and thus the transitions between quasi-angular momentum states occur further apart in rotation rate. Finally, in figure 3.9 where we include a trapping potential with $\Omega_T = \Omega$ so that the lattice is flat at
Figure 3.6: Single-particle energy spectrum in a $4 \times 4$ square lattice for (a) zero rotation and zero hopping between inner and outer rings, (b) zero rotation and non-zero hopping, (c) $\Omega = 0.05 E_R / h$ and zero hopping, and (d) $\Omega = 0.05 E_R / h$ and non-zero hopping between inner and outer rings. The dashed and solid line are aids to the eye that indicate the band. In (a) and (c), the red dashed line is the spectrum for the inner 4-site lattice.
all rotation speeds, the system exhibits particle-hole symmetry up to the fact that
particles and holes travel in opposite azimuthal directions. This can be seen by for
instance comparing figures 3.9(a) and 3.9(e) where the plots are identical up to the fact
that they cycle through quasi-angular momenta in opposite directions as a function of
rotation speed.

The case of $\Omega_T = \Omega$ is particularly important for quantum Hall physics, as this is
the condition necessary to reach the degenerate lowest Landau level. In this regime, phe-
nomena such as the Hofstadter butterfly energy spectrum and the quantized resistance
characteristics of quantum Hall systems arise [10].

3.5 Experimental Signatures of Quasi-Angular Momentum

While the quasi-angular momentum $m$ is a good quantum number and a useful
tool in investigating the symmetry properties of the ground state, it is not a quantity
that can be directly measured in experiments. Instead, experiments are routinely per-
formed in which time-of-flight, far-field, density images of the gas contain information
about the momentum distribution before expansion. As a first step towards detecting
quasi-angular momentum states, we look for a signature of quasi-angular momentum in
the momentum distribution of a state.

The momentum distribution of the many-body state, $|\psi\rangle$, is given by

$$n(k) = \langle \psi | \hat{\Psi}^\dagger(k) \hat{\Psi}(k) | \psi \rangle,$$  \hspace{1cm} (3.82)

where $\hat{\Psi}(k)$ is the Fourier transform of the field operator $\hat{\Psi}(x)$. Recalling that we expand
the field operators as

$$\hat{\Psi}(x) = \sum_j \hat{a}_j W_j(x) = \sum_j \hat{a}_j e^{-i\phi_{ij}} w(x - x_j),$$ \hspace{1cm} (3.83)
Figure 3.7: Quasi-angular momentum as a function of rotation for 1 - 16 particles in a sixteen-site lattice in the absence of a trapping potential. The number of particles is (a) 1, (b) 2, (c) 3, etc.
Figure 3.8: Quasi-angular momentum as a function of rotation for 1 - 16 particles in a sixteen-site lattice in the presence of a strong trapping potential, $\hbar \Omega_T = 2E_R$. The number of particles is (a) 1, (b) 2, (c) 3, etc.
Figure 3.9: Quasi-angular momentum as a function of rotation for 1 - 16 particles in a sixteen-site lattice in the presence of a trapping potential equal in strength to the effective centrifugal potential: $\Omega_T = \Omega$. The number of particles is (a) 1, (b) 2, (c) 3, etc.
we have

\[ n(k) = \langle \psi | \Phi^\dagger(k) \Phi(k) | \psi \rangle \]

\[ = \langle \psi | \int d^2x \ \frac{e^{ik \cdot x}}{\sqrt{V}} \sum_l \hat{a}_l^\dagger W^*_l(x) \int d^2x' \ \frac{e^{-ik \cdot x'}}{\sqrt{V}} \sum_{l'} \hat{a}_{l'} W_{l'}(x') | \psi \rangle \]

\[ = \sum_{ll'} \langle \psi | \hat{a}_l^\dagger \hat{a}_{l'} | \psi \rangle W^*_l(k) W_{l'}(k). \] (3.84)

Defining

\[ k_l = k + \Omega \frac{M}{\hbar} x_l \times \vec{z}, \] (3.85)

the modified Wannier function can be re-written as

\[ W_l(k) = e^{-i k \cdot x_l} w(k_l), \] (3.86)

\[ w(k_l) = \int d^2x \ \frac{e^{-i k_l \cdot (x - x_l)}}{\sqrt{V}} w(x - x_l). \] (3.87)

Thus, the momentum distribution takes the form,

\[ n(k) = \sum_{ll'} w^*_l(k_l) w(k_{l'}) e^{ik \cdot (x_l - x_{l'})} \langle \psi | \hat{a}_l^\dagger \hat{a}_{l'} | \psi \rangle. \] (3.88)

This distribution is written in the momentum coordinates, \( k \), corresponding to the rotating frame coordinates, \( x \). Since the number density rotates in the lab frame coordinates, \( x_L \), the momentum distribution also rotates in the lab frame momentum coordinates, \( k_L \). However, far-field pictures of the gas will be snapshots of the momentum distribution at the moment the trap and lattice are turned off, provided the switch-off time is fast enough. Thus, the momentum distributions presented here are accurate representations of what will be measured in time-of-flight measurements, although they may be rotated relative to each other.

Since quasi-angular momentum is a reflection of the symmetry of the system, considering single-particle states should be sufficient to capture the basics of how this quantum number affects the momentum distribution. We therefore concentrate on single-particle states only. In this case, \( n(k) \) is merely the square of the Fourier transform of the wave function.
In order to develop an understanding of the momentum distribution, we first neglect the Wannier functions, which neglects the envelope of the momentum distribution. In this case, \( n(k) \) is the Fourier transform of a sum of weighted delta functions. On a four site-lattice, the wave function is of the form

\[
\psi(x) \propto \sum_{j=1}^{4} e^{i 2\pi m j / 4} \delta(x - x_j),
\]

(3.89)

where \( x_j \) are the four corners of a square centered at \( x = 0 \). In figure 3.10 are plotted the momentum distributions for \( m = 0, 1, 2, \) and \( 3 \). The \( m = 0 \) state is peaked at \( k = 2\pi n / d \), with \( n \) an integer and \( d \) the lattice spacing, whereas the other states vanish at these points. The spacing between peaks for both \( m = 0 \) and \( m = 2 \) is \( \Delta k = 2\pi / d \), whereas for \( m = 1, 3 \) this spacing is \( \Delta k = 2\pi / \sqrt{2}d \). Since the lattice spacing is known, there are clear measurable distinctions between different generic quasi-angular momentum states. Note that \( m = 1 \) and \( m = 3 \) are identical as they represent similar states with counter-propagating current patterns.

Including the Wannier functions contributes to the momentum distribution an overall envelope of approximate width \( \sqrt{V_0/E_R} / 4 \), where \( V_0 \) is the depth of the lattice. The modification \( k \to k_l \), equation (3.85), moves the peak of this envelope away from \( k = 0 \) as rotation is increased, though the center of the envelope is always located at \( k = 0 \). This is consistent with higher momenta being accessed for higher rotation rates.

At this point, it is important to note that locating \( k = 0 \) in the distribution is necessary for distinguishing the \( m = 0 \) and \( m = 2 \) states. This can be done easily due to the overall envelope in momentum space that is centered at \( k = 0 \).

There are two additional considerations that come into play for larger lattices, both system-size effects. An overall envelope in position space determines the width of the peaks in momentum space. This envelope determines the size of the system, and if the width is roughly \( L \), then the width of the peaks in momentum space scales as \( 1/L \). If the lattice spacing is increased by a factor of \( n \), then the peak-spacing in
Figure 3.10: Fourier transform of single-particle quasi-angular momentum states on four sites, neglecting an overall envelope caused by the width of the Wannier functions. The quasi-angular momentum is (a) $m = 0$, (b) $m = 1, 3$, (c) $m = 2$, and (d) $m = 3$, and the momentum distributions are plotted over a range $4\pi/d \leq k_x, k_y \leq 4\pi/d$; the first Brillouin zone is given by $\pi/d \leq k_x, k_y \leq \pi/d$. 
momentum space is decreased by a factor of $1/n$. The general peak structure is not modified by these considerations. We can conclude that the distinctions between quasi-angular momentum states are sustained for more physical systems, which we turn to now.

The ground state momentum distribution for a one-hundred-site lattice in the presence of a harmonic trap of frequency $\Omega_T = 0.15 E_R/\hbar$ is computed via imaginary time propagation. The trap ensures that the number density falls off to zero outside the central 36 sites, eliminating the edge effects of the hard-wall boundary at the edges of the lattice.

The results are summarized in figure 3.11, where we have plotted the momentum distributions for the $m = 0, 1, 2,$ and $3$ states at rotation speeds of $0, 0.1 E_R/\hbar,$ and $0.145 E_R/\hbar$, increasing to the right. We can again make the observation that the $m = 0$ state is the only one that is non-zero at exactly the reciprocal lattice vectors, i.e. $k = \frac{2\pi n}{d}\hat{k}_x + \frac{2\pi m}{d}\hat{k}_y$. The peak-spacing is smaller for the $m = 1$ state than for the $m = 2$ state, distinguishing them from each other. However, the exact peak-spacing is unclear due to complex interference effects between sites at different radii.

These differences are washed out at higher rotation speeds. The $m = 1, m = 2,$ and $m = 3$ states have very similar structures for large rotation. The peaks overlap so that it is difficult to resolve them; the momentum distributions all appear to be rings centered at reciprocal lattice vectors. They are distinguishable via the radius of the ring, as the radius is smallest for $m = 1$ and largest for $m = 3$, but as this is in order of increasing energy, the larger radius may just be an artifact of the larger width in the number density envelope at higher energies. Indeed, figures 3.11(a), 3.11(b), and 3.11(c) are consistent with this conclusion, as the momentum peaks are narrowing due to the number density spreading out in real space. These results are consistent with those calculated via direct diagonalization of the Hubbard models previously discussed.
Figure 3.11: Momentum distributions computed via imaginary time propagation for one particle in a 100-site lattice in the presence of a trap of frequency $\Omega_T = 0.15E_R/\hbar$. Plotted are $m = 0$ ((a), (b), and (c)), $m = 1$ ((d), (e), and (f)), $m = 2$ ((g), (h), and (i)), and $m = 3$ ((j), (k), and (l)) states for rotation speeds of $\Omega = 0$ ((a), (d), (g), and (j)), $\Omega = 0.1E_R/\hbar$ ((b), (e), (h), and (k)), and $\Omega = 0.145E_R/\hbar$ ((c), (f), (i), and (l)). At zero rotation, the distinctions between different quasi-angular momenta are sustained. As rotation is increased, it becomes harder to distinguish the $m = 1$ and $m = 2$ states. Due to the centrifugal term, higher rotation increases the width of the envelope of the number density, decreasing the width of the peaks in momentum space.
3.6 Conclusion

By analogy with quasi-momentum in translationally invariant periodic systems, the notion of quasi-angular momentum has been introduced to label the eigenstates of a Hamiltonian that has a discrete rotational symmetry. We have shown that quasi-angular momentum is useful in analyzing the ground-state properties of quantum gases of bosons or fermions in rotating optical lattices. In particular, monitoring the quasi-angular momentum of the ground state as a function of rotation allows us to identify transitions between different circulation values.

We have also presented a possible avenue by which the quasi-angular momentum of a state can be experimentally determined. We identify characteristics in the momentum distribution distinguishing between different quasi-angular momentum states at low rotation speeds, such as the existence of a peak at reciprocal lattice vectors for an $m = 0$ state only, the peak-spacing, and the overall structure of the momentum distribution.

There are still open questions as to how the momentum distributions will change when the lattice size or number of particles is increased. The effects of statistics will be of fundamental importance for many-particle systems; there is a question of how well the peaks can be resolved for larger lattices, since peak-spacing decreases with increasing lattice size; and interference effects between adjacent sites and between rings complicates our treatment of the exact spacing between peaks in the momentum distribution. However, there will always be signatures of the quasi-angular momentum in the momentum distribution, as it is connected with the phase information of the ground state, which in turn influences the momenta of the system. In addition, a zero quasi-angular momentum state can be distinguished from a non-zero one, which allows the experimenter to verify that vorticity has entered the system.

The approximations used to describe strongly-interacting bosons can be used to
analyze many different ground-state features of the system. In particular, we can use these results to generate Mott-insulator to superfluid phase diagrams for both flat and superlattices, indicating changes in dynamical behavior.
Chapter 4

Mott-Insulator to Superfluid Phase Diagrams

One of the first successes in the AMO physics subfield of simulation of many-body models using ultracold, neutral atoms trapped in optical lattices was the verification of the superfluid (SF) to Mott-insulator (MI) transition in the Bose-Hubbard model [39, 47]. The experiment set off an explosion of research investigating the phase diagram of various models related to the Bose-Hubbard Hamiltonian, including the introduction of superlattices and the effects of the presence of both fermionic and bosonic particles. Unanswered questions from condensed matter systems, including the nature of quantum criticality and the behavior of certain dynamical structure factors of one-dimensional systems, might be resolved in ultracold, atomic systems. A complete understanding of the phase transitions that occur in the simplest of many-body systems, such as those modeled by the Bose-Hubbard Hamiltonian, is therefore essential.

As a final application of the formalism developed and discussed in the previous chapter, we compute the phase diagrams for strongly-interacting bosons in a two-state (i.e. fermionized) approximation in the presence of a superlattice. This captures the exact nature of the diagram for small \( J/U \). The behavior of the Mott-insulator lobes as a function of the energy difference between adjacent wells was useful in an early version of atomtronics [118]. We compare the phase diagram in this approximation to that generated via the mean field calculation in section 2.1.2.
4.1 MI-SF Phase Diagram for Strongly-Interacting Bosons

In this section, by diagonalizing a one-dimensional, fermionized Bose-Hubbard Hamiltonian, we generate the phase for strongly-interacting bosons trapped in an optical lattice. The phase boundaries in the $(\mu/U, J/U)$-plane are the contours of zero energy in the single-particle spectrum.

We previously derived the fermionized Hamiltonian for strongly-interacting bosons in a rotating ring lattice, equation 3.60. Taking $\omega = 0$ and eliminating the periodic boundary conditions, we have the Hamiltonian for bosons on a one-dimensional lattice,

$$\hat{H}(l) = U N \frac{l(l-1)}{2} - \mu N l + (U l - \mu) \sum_{j=1}^{N} \hat{c}_j^\dagger \hat{c}_j + \sum_{j=1}^{N} \epsilon(\omega) \hat{c}_j^\dagger \hat{c}_j - J(l + 1) \sum_{j=1}^{N-1} \hat{c}_j^\dagger \hat{c}_{j+1} + \text{H.c.}$$ (4.1)

where $U$ is the on-site, two-particle interaction strength, $J$ is the tunneling energy, and $l$ is the filling fraction, i.e. the number of particles per lattice site. In this approximation, the fermionic operator $\hat{c}_j^\dagger$ adds one particle to site $j$, raising the number of particles from $l$ to $l + 1$. We have introduced the chemical potential, $\mu$, so that we can work in the grand-canonical ensemble. We perform the canonical transformation,

$$\hat{c}_k = \sqrt{\frac{2}{N+1}} \sum_{m=1}^{N} \sin \left( \frac{\pi m k}{N+1} \right) \hat{d}_m,$$ (4.2)

which diagonalizes the Hamiltonian, yielding

$$\hat{H}^{(l)} = \sum_{m=1}^{N} \left( U l - \mu - 2(l+1)J \cos \left( \frac{\pi m}{N+1} \right) \right) \hat{d}_m^\dagger \hat{d}_m - \mu N l + U N \frac{l(l-1)}{2}.$$ (4.3)

Fixing $l$, we can see that the ground state is given by populating those eigenstates of the $\hat{d}_m^\dagger \hat{d}_m$ operators for which the energy $U l - \mu - 2(l+1)J \cos(\pi m/(N+1))$ is negative. Therefore, every time there is an $m$ for which this energy is zero, the particle number changes by one. This argument implies that the boundaries between phases of different particle number are truly given by

$$\frac{\mu}{U} = l - 2(l+1) \frac{J}{U} \cos \left( \frac{\pi m}{N+1} \right).$$ (4.4)
The phase diagram with these phase boundaries is plotted in figure 4.1(a) for the case of an eight-site lattice. The overlaps of the phase boundaries completes the story. Each time there is an intersection between boundaries, a different particle-number becomes the global ground state of the system. As the number of sites goes to infinity, the number of phase boundaries goes to infinity, and the area outside the empty triangles in the figure becomes a continuum of particle-number states. This implies that outside the empty triangular regions, the ground state is a state of uncertain site-number, or a superfluid. Within the empty triangles, the ground state is a number state. We can then interpret these empty spaces as Mott lobes in the Mott-insulator to superfluid phase diagram, with the triangular regions the Mott insulator states and outside these regions superfluid.

This approximate phase diagram has been derived in a slightly modified form in [24] using a semiclassical approach.

4.1.1 Comparison between two-state and mean-field approximations

In figure 4.2, we plot the MI-to-SF phase diagram as computed in the two-state approximation and as computed via the mean-field calculation from section 2.1.2. The two methods agree in the strong-interaction regime, i.e. for small $J/U$, but significantly differ from each other for larger values of the tunneling parameter. The most visible difference is the behavior of the phase boundaries near the tip of the Mott lobe. In the two-state approximation, this tip is pointed, whereas in the mean-field approximation, the tip is rounded.

The true character of the phase diagram may lie somewhere in between. In reference [39], it is noted that the phase transition that occurs at the tip of the Mott lobe is of a markedly different character than the one that occurs away from this tip. This is because the transition at the tip occurs at a fixed density—or rather, at a fixed integer filling fraction—whereas the transition that occurs at the phase boundaries away
Figure 4.1: Bose-Hubbard phase diagram for strongly-interacting bosons in a one-dimensional lattice. In the large-$N$ limit, for large enough $J/U$, the strongly-interacting approximation breaks down, and the tips of the Mott lobes become rounded. (a) Phase boundaries for an eight-site lattice. Each white region is a region where the ground-state is a state of exact particle-number. (b) As the number of sites increases, the region outside the triangular spaces becomes a continuum of different particle-number ground states. This region is then considered to be superfluid.

Figure 4.2: Comparison between the MI to SF phase diagrams computed using a two-state approximation and a mean-field approximation.
from the lobe tip involves adding or subtracting a particle from the system.

4.2 Superlattices

A direct generalization of the procedure above is to introduce an extra periodic potential with periodicity larger than the original lattice. The simplest way to implement this is to add an energy to every $M$’th site, leaving the rest of the lattice flat. The ring and one-dimensional lattices should be identical in the large-$N$ limit, so for ease of future calculation, we re-include periodic boundary conditions in this section.

This extra periodic potential takes the form,

$$\hat{V} = \sum_{j=1}^{N/M} \epsilon \hat{c}_{Mj}^\dagger \hat{c}_{Mj}, \quad (4.5)$$

In terms of the operators that diagonalize the Hamiltonian for the flat lattice, this is

$$\hat{V} = \sum_{j=1}^{N/M} \epsilon \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} e^{-i2\pi n Mj/N} \hat{d}_n^\dagger \frac{1}{\sqrt{N}} \sum_{m=0}^{N-1} e^{i2\pi m Mj/N} \hat{d}_m$$

$$= \frac{\epsilon}{M} \sum_{m,n=1}^{N} \hat{d}_m^\dagger \hat{d}_n \delta_{\text{mod}N/M(m-n),0}. \quad (4.6)$$

Taking

$$m = \frac{N}{M} q_1 + m_1, \quad (4.7)$$
$$n = \frac{N}{M} q_2 + m_2, \quad (4.8)$$
$$m_j = 0, \ldots, \frac{N}{M} - 1, \quad (4.9)$$
$$q_j = 0, \ldots, M - 1, \quad (4.10)$$

We can re-write the full transformed Hamiltonian as

$$\hat{H}^{(l)} = -\mu N l + U N \frac{l(l-1)}{2}$$

$$+ \sum_{m=0}^{N/M-1} \sum_{q=0}^{M-1} \left(U l - \mu - 2(l+1)J \cos \left(\frac{2\pi}{N} \left(\frac{N}{M} q + m\right)\right)\right) \hat{d}_{(N/M)q+m}^\dagger \hat{d}_{(N/M)q+m}$$

$$+ \frac{\epsilon}{M} \sum_{m=0}^{N/M-1} \sum_{q_1,q_2=0} \hat{d}_{(N/M)q_1+m}^\dagger \hat{d}_{(N/M)q_2+m}. \quad (4.11)$$
This Hamiltonian can be diagonalized separately at every $m$. In order to do this, we define the column vector,

$$\mathbf{d}^{(m)} = (\hat{d}_m, \hat{d}_{N/M+m}, \hat{d}_{2N/M+m}, \ldots, \hat{d}_{(M-2)N/M+m}, \hat{d}_{(M-1)N/M+m}).$$  \hspace{1cm} (4.12)

The Hamiltonian can then be rewritten as

$$\hat{H}^{(l)} = -\mu N l + UN \frac{l(l-1)}{2} + \sum_{m=0}^{N/M-1} \mathbf{d}^{(m)} \dagger \mathbf{h}^{(l,m)} \mathbf{d}^{(m)},$$  \hspace{1cm} (4.13)

where $\mathbf{h}^{(l,m)}$ is an $M \times M$ matrix with elements,

$$h_{q',q}^{(l,m)} = \delta_{q',q} \left( Ul - \mu - 2(l+1)J \cos \left( \frac{2\pi}{M} q + \frac{2\pi}{N} m \right) \right) + \frac{\epsilon}{M}.$$  \hspace{1cm} (4.14)

Diagonalizing $\mathbf{h}^{(l,m)}$ yields eigenvectors, $\psi^{\dagger(l,m;n)}$, with corresponding eigenvalues $\lambda^{(l,m)}_n$. The canonical transformation,

$$\hat{f}^{(l,m)}_n = \sum_{q=1}^{M} \psi_j^{\dagger(l,m;n)} \hat{d}_{(N/m)q+m},$$  \hspace{1cm} (4.15)

results in the manifestly diagonal Hamiltonian,

$$\hat{H}^{(l)} = -\mu N l + UN \frac{l(l-1)}{2} + \sum_{m=0}^{N/M-1} \sum_{n=1}^{M} \lambda^{(l,m)}_n \hat{f}^{\dagger(l,m)}_n \hat{f}^{(l,m)}_n.$$  \hspace{1cm} (4.16)

The eigenvalues, $\lambda^{(l,m)}_n$, can be used to determine the phase boundaries in a modified MI-SF phase diagram.

As an example, we consider the case of $M = 3$. We first take the large-$N$ limit where the matrix elements of $\mathbf{h}^{(l,m)}$ take the form,

$$h_{q',q}^{(l,m)} = \delta_{q',q} \left( Ul - \mu - 2(l+1)J \cos \left( \frac{2\pi}{3} q \right) \right) + \frac{\epsilon}{3}.$$  \hspace{1cm} (4.17)

The eigenvalues of this matrix are

$$\lambda^{(l)}_\pm = \frac{\epsilon}{2} + lU - \mu - \frac{1}{2}(l+1)J \pm \frac{1}{2} \sqrt{\epsilon^2 + 2(l+1)J\epsilon + 9(l+1)^2J^2},$$  \hspace{1cm} (4.18)

$$\lambda^{(l)}_0 = lU - \mu + (l+1)J.$$  \hspace{1cm} (4.19)
We consider the special case where the on-site energy shift is proportional to the hopping rate, $\epsilon = \alpha J$, in which case these reduce to

$$\lambda^{(l)}_{\pm} = lU - \mu + \frac{J}{2} \left( \alpha - (l + 1) \pm \sqrt{\alpha + 2(l + 1)\alpha + 9(l + 1)^2} \right).$$  (4.20)

An argument similar to that in the previous section yields the boundaries between the MI and SF phases. As we can see in figure 4.3, the Mott lobes are sheared upwards when every third lattice site is shifted up in energy relative to the rest of the lattice, whereas the Mott lobes are sheared downwards when every third lattice site is shifted down.

4.3 Conclusion

We have generated the Mott-insulator to superfluid phase diagram for strongly-interacting bosons trapped in a one-dimensional lattice. This computation is exact for small enough $J/U$, since in this regime, the bosons are well-described via the Jordan-Wigner transformation that maps strongly-interacting bosons onto non-interacting fermions. One significant difference between this computation and the phase diagram as computed via mean-field theory is the character of the tip of the Mott lobe, where the diagram in
the two-state approximation has pointed tips.

The hard-core boson approximation breaks down for large enough $J/U$, which means that it does not correctly capture the behavior of the phase boundaries near the tip of the Mott lobe. On the other hand, the mean-field computation assumes that fluctuations in the order parameter $\langle c_i \rangle$ are small near the phase transition, which is also a bad approximation. The truth probably lies somewhere in between these two extremes.
Chapter 5

Non-Destructive Cavity QED Probe of Atomic Dynamics in an Optical Lattice

The bulk of this chapter was published in the Physical Review A as Phys. Rev. A 80, 043803 (2009) [102].

In this chapter, we propose a method for optically probing atomic gases in optical lattices subject to an external potential. The method is in situ and non-destructively measures properties of the atomic motion via weak-coupling to the existing lattice fields. The technique satisfies three main goals. The probe is weak so that the atoms can be continuously monitored without affecting their dynamics; the existing lattice fields are employed as the probe, so that no additional, external interrogation fields are necessary; and the signal-to-noise ratio (SNR) is large enough for experimental detection. In a ring-cavity, two counter-propagating running-wave modes interact with a gas of ultracold atoms and simultaneously set up both a conservative, external lattice potential for the atoms and a weak, quantum optical probe of the atomic center-of-mass dynamics. The probe field leaks out of the cavity and is detected with a balanced heterodyne scheme at the cavity output.

This method is in a sense dual to strong measurement schemes such as time-of-flight absorption imaging and Bragg spectroscopy. In these schemes, laser light is either absorbed by or scattered off of the atomic cloud. This allows for high resolution images and a strong signal using only a single measurement, but the atomic sample is destroyed in the process. In contrast, in our measurement scheme, the probe field is very
weak so that a continuous measurement is made without affecting the atomic dynamics. Integration of the signal in time and across the atomic cloud yields measurements of dynamical properties of the atoms with a measurable SNR in a single experimental run at the price of losing information about individual atoms and real-time dynamics.

The procedure is similar in spirit to recent proposals for optical detection of many-body atomic states [27, 86, 128] and occupies a place in AMO physics shared by proposals for state preparation in cavity QED systems [85, 87, 93]. In addition, experiments have already been carried out for nondestructive probing of various systems [26, 58, 124, 131].

We here provide a test of the technique for the conceptually simple motion of non-interacting atoms in an optical lattice driven by a constant force, which leads to Bloch oscillations [8]. This choice is motivated by the fact that Bloch oscillations can be viewed as a probe for investigating quantum gases in optical lattices. These oscillations may be used in the measurement of fundamental constants [28], to provide levels of precision up to $\delta g/g \approx 10^{-7}$ in the measurement of the acceleration of gravity [3, 23, 36, 62, 108], and to measure Casimir forces on small length scales [132]. When interactions are significant, damping of Bloch oscillations provides information on correlation-induced relaxation processes [18, 34, 42, 82, 94]. Finally, this investigation is a starting point for other measurement schemes, such as periodically driven lattices acting as a spectroscopic probe of atomic motion [62].

5.1 Model and Detection Scheme

We briefly outline the physical basis of the model and approximations used. This includes a discussion of obstacles in the way of satisfying the goals outlined above, avoiding these problems, and the conditions required for the method to work.

To set up a conservative lattice potential, many photons must be present in the cavity field so that fluctuations can be neglected, and this necessitates strong pumping
from the in-coupled lasers. On the other hand, the probe field amplitude must be small enough so that it does not affect the atomic dynamics, requiring weak pumping. In addition, the probe and lattice fields are coupled to each other through the scattering of photons off of the atoms. This acts as an extra source for probe dynamics. The probe field is then not a direct measure of atomic dynamics and can act back on the atoms, altering the properties we are attempting to measure.

We can circumvent these problems by first choosing the relative phase on the in-coupled lasers so that only one of two standing-wave modes in the cavity is pumped. Strong pumping and the properties of a bad cavity—where the fields are at all times in steady state—ensure that the pumped mode acts as a lattice potential. The other standing-wave mode is not pumped. Any field leaking out of the cavity from this mode arises solely because of events occurring in the cavity, and it can therefore act as a probe for system dynamics.

Ensuring that the non-pumped mode acts as a probe of atomic dynamics requires that two conditions be met. The probe must have as its source only the motion of the atoms. This means that any probe dynamics due to the effective coupling to the lattice field must be small compared to that induced by the motion of the atoms. The back-action of this mode on the atoms must also be negligible. Any atomic motion induced by coupling to the probe field must be small compared to the motion induced by both lattice and external potentials.

Two conditions are also required for the pumped field to act as a conservative lattice potential. The back-action of the atoms on the lattice field must be negligible, meaning that deviations from the mean field amplitude caused by coupling to the atoms is small compared to the mean field amplitude itself. In addition, any atomic motion induced by fluctuations away from the mean lattice field must be small compared to that induced by the external potential, since this is the interesting dynamics.

The scheme is realized in the setup illustrated in figure 5.1. We consider $N_a$
ground-state atoms interacting with two counter-propagating running-wave cavity modes in a ring resonator setup. The two modes of the cavity have frequency $\omega_C$ and wave vectors $\pm k_C \hat{z}$. The two cavity modes are coherently pumped at a detuning $\Delta_p = \omega_L - \omega_C$ where $\omega_L$ is the frequency of the pumping lasers. Photon decay through the cavity mirrors is treated within the Born-Markov approximation. We treat the atom-cavity-field interaction in rotating wave and dipole approximations. The cavity-modes are far-detuned from atomic transitions. This same setup has been used in a cooling scheme for atoms [49].

5.1.1 Model

The effective Hamiltonian for the coupled atom-cavity system is given by

$$\hat{H} = \int dz \hat{\Psi}^\dagger(z) \left( -\frac{\hbar^2}{2m} \frac{d^2}{dz^2} + V_{\text{ext}}(z) \right) \hat{\Psi}(z) + \sum_{k=\pm k_C} \left( \hbar \eta \hat{a}_k + \hbar \eta \hat{a}_k^\dagger - \hbar \Delta_p \hat{a}_{k}^\dagger \hat{a}_k \right)$$

$$+ \int dz \hat{\Psi}^\dagger(z) \hbar g_0 \left( \hat{a}_{k_C}^\dagger e^{-ikCz} + \hat{a}_{-k_C}^\dagger e^{ikCz} \right) \left( \hat{a}_{k_C} e^{ikCz} + \hat{a}_{-k_C} e^{-ikCz} \right) \hat{\Psi}(z). \quad (5.1)$$

Here, $\hat{\Psi}$ is the atomic field operator, and $\hat{a}_k$ is the annihilation operator for the cavity mode, $k$. The parameter, $m$, is the the mass of the atom, $g_0$ is the two-photon atom-
cavity coupling, and $\eta$ is the strength of the cavity field pumping, taken to be real. Due to the far detuning of the cavity fields from the atomic transition, excited states of the atom have been adiabatically eliminated, and the atoms couple to the field intensity. The three terms in equation (5.1) are respectively the atomic kinetic energy and external potential, the bare cavity mode Hamiltonian, and the atom-cavity interaction. Cavity losses through the cavity mirrors are treated via a master equation with Liouvillian,

$$\dot{\hat{\rho}} = -\frac{\hbar \kappa}{2} \sum_{k=\pm k_C} \left( \hat{a}_k^\dagger \hat{a}_k \hat{\rho} + \hat{\rho} \hat{a}_k^\dagger \hat{a}_k - 2 \hat{a}_k \hat{\rho} \hat{a}_k^\dagger \right),$$

(5.2)

where $\hat{\rho}$ is the reduced density matrix for the atom-cavity system, and $\kappa$ is the cavity linewidth.

We perform a canonical transformation of the cavity mode operators to symmetric and anti-symmetric modes,

$$\hat{b}_\pm = \frac{\hat{a}_{kC} \pm \hat{a}_{-k_C}}{\sqrt{2}}. \quad (5.3)$$

The bare cavity Hamiltonian in terms of these operators is given by

$$\hat{H}_C = \sqrt{2} \hbar \eta \left( \hat{b}_+ + \hat{b}_+^\dagger \right) - \hbar \Delta_p \left( \hat{b}_+^\dagger \hat{b}_+ + \hat{b}_-^\dagger \hat{b}_- \right).$$

(5.4)

The symmetric mode, $\hat{b}_+$, is pumped by the in-coupled lasers whereas the anti-symmetric mode, $\hat{b}_-$, is not. The $\hat{b}_+$ mode has a mode function proportional to $\cos (k_C z)$ and sets up the lattice potential, as follows.

The equation of motion for the symmetric field amplitude is

$$i \frac{d (\hat{b}_+)}{dt} = \left( -\frac{i \kappa}{2} - \Delta_p \right) \langle \hat{b}_+ \rangle + \sqrt{2} \eta + 2 g_0 \langle \hat{b}_+ \hat{C} \rangle + i g_0 \langle \hat{b}_- \hat{S}_2 \rangle,$$

(5.5)

where

$$\hat{C} = \int dz \cos^2 (k_C z) \hat{\Psi}^\dagger (z) \hat{\Psi} (z), \quad (5.6)$$

$$\hat{S}_2 = \int dz \sin (2 k_C z) \hat{\Psi}^\dagger (z) \hat{\Psi} (z). \quad (5.7)$$
We perform another transformation to a fluctuation operator, \( \hat{a}^+ = \hat{b}^+ - \beta \), leaving the anti-symmetric mode unchanged, \( \hat{a}^- = \hat{b}^- \). The mean steady-state amplitude, \( \beta \), is given by
\[
\beta = \langle \hat{b}^+ \rangle = \frac{\sqrt{2} \eta}{\Delta_p - 2g_0 \langle \hat{C} \rangle_0 + i\kappa/2}, \tag{5.8}
\]
where \( \langle \hat{C} \rangle_0 \) is \( \langle \hat{C} \rangle \) evaluated at \( t = 0 \).

The equations of motion for both \( \hat{a}^+ \) and \( \hat{a}^- \) are given by
\[
i\frac{d\langle \hat{a}^- \rangle}{dt} = \left( -\Delta_p - i\frac{\kappa}{2} \right) \langle \hat{a}^- \rangle + 2g_0 \langle \hat{a}^- \hat{S} \rangle - i\gamma_0 \langle \hat{a}^- \hat{S} \rangle - i\gamma_0 \beta \langle \hat{S} \rangle, \tag{5.9}
\]
and
\[
i\frac{d\langle \hat{a}^+ \rangle}{dt} = \left( -\Delta_p - i\frac{\kappa}{2} \right) \langle \hat{a}^+ \rangle + 2g_0 \langle \hat{a}^+ \hat{C} \rangle + i\gamma_0 \langle \hat{a}^- \hat{S} \rangle + 2g_0 \beta \left( \langle \hat{C} \rangle - \langle \hat{C} \rangle_0 \right), \tag{5.10}
\]
where
\[
\hat{S} = \int dz \sin^2(k_C z) \hat{\Psi}^\dagger(z) \hat{\Psi}(z). \tag{5.11}
\]

Finally, the equation of motion for the atomic field operator is given by
\[
i\hbar \frac{d\hat{\Psi}(z)}{dt} = \left( \frac{-\hbar^2}{2m} \frac{d^2}{dz^2} + V_{\text{lat}}(z) + V_{\text{ext}}(z) \right) \hat{\Psi}(z) \nonumber \\
+ i\hbar g_0 \left( \beta^* \hat{a}_- - \beta \hat{a}_+ \right) \sin(2k_C z) \hat{\Psi}(z) + 2\hbar g_0 \left( \beta \hat{a}_+ + \beta^* \hat{a}_- \right) \cos^2(k_C z) \hat{\Psi}(z) \nonumber \\
+ 2\hbar g_0 \left( \hat{a}_- \hat{a}_+ \sin^2(k_C z) \hat{\Psi}(z) + 2\hbar g_0 \hat{a}_- \hat{d}_+ \cos^2(k_C z) \hat{\Psi}(z) \right) \nonumber \\
+ i\hbar g_0 \left( \hat{d}_- \hat{a}^\dagger_+ - \hat{d}_+^\dagger \hat{a}_- \right) \sin(2k_C z) \hat{\Psi}(z), \tag{5.12}
\]
where \( V_{\text{lat}}(z) = V_0 \cos^2(k_C z) \) is a conservative lattice potential of depth, \( V_0 = 2\hbar g_0 |\beta|^2 \).

This depth is proportional to the number of photons \( |\beta|^2 \) in the symmetric mode.

Since the coupling strength \( \hbar g_0 \) will be relatively small due to the large detuning between cavity fields and atomic resonances, the number of photons in the symmetric mode will have to be relatively large. Using the parameters below, we arrive at a coupling strength of about \( 10^{-4}E_R \), and assuming that we want lattice depths of at least a couple \( E_R \), \( |\beta|^2 \) must be on the order of \( 10^4-10^5 \). In addition, in order to be able to neglect field
fluctuations relative to the mean field, we must have that $|\beta| \ll |\beta|^2$. This is clearly satisfied for $|\beta|^2 \sim 10^4 - 10^5$.

At the beginning of this section, we outlined the conditions that need to be met in order for the cavity fields to act as both an external, lattice potential and a weak probe for the atoms. We can now put a more precise spin on these conditions.

First, in equations (5.9) and (5.10), the third term represents an effective coupling to the other mode mediated by the atoms, i.e. coherent scattering of photons off of the atoms between the modes. In order for $\hat{d}_-$ to act as an atomic probe, it needs to be decoupled from $\hat{d}_+$, so we need to be able to neglect this term. Examination of these equations indicates that the symmetric fluctuation field amplitude $\langle \hat{d}_+ \rangle$ must be much smaller than the steady-state symmetric mode amplitude $\beta$. Equivalently, the number of photons in the fluctuation field must be much smaller than the number of photons in the mean field. Using the scaling arguments described below, this condition translates into satisfying the relation

$$\frac{|g_0\beta| N_a}{\kappa} \ll |\beta| \implies \frac{|g_0\beta| N_a}{\kappa} \ll 1.$$  \hfill (5.13)

Secondly, we can interpret the terms in lines two, three, and four of equation (5.12) as extra effective lattice potentials that arise due to the presence of photons in the anti-symmetric mode and in the symmetric fluctuation field. For instance, the first term in line three is a sine-squared lattice whose depth is $2g_0\hat{d}_+^\dagger \hat{d}_-$. In this case, it is necessary that the number of photons in the anti-symmetric mode is much smaller than the number of photons in the symmetric mean field. Equation (5.13) again guarantees this condition.

5.1.2 Eliminating higher-order correlations

We make the preceding discussion more rigorous by computing the equations of motion for higher-order moments in order to generate scaling relations for correlations
such as $\langle \hat{d}_- \hat{S}_2 \rangle$. By comparing these scales, we can eliminate many of the offending terms in equations (5.9), (5.10), and (5.12).

Upon examining equations (5.9) and (5.10), it is apparent that in order for $\hat{d}_-$ to act as a probe field, we must be able to neglect the higher-order atom-field correlations such as $\langle \hat{d}_- \hat{S}_2 \rangle$. In addition, we must be able to neglect all but the first term in equation (5.12) in order that the lattice field act as an external, conservative potential.

To ensure that these conditions are satisfied, we examine the equations of motion for operators such as $\langle \hat{d}_- \hat{\Psi}^\dagger \hat{\Psi} \rangle$. Specifically, we compute the equation of motion for $\langle \hat{d}_- \hat{\Psi}^\dagger \hat{\Psi} \rangle$, given by

$$i\hbar \frac{d\langle \hat{d}_- \hat{\Psi}^\dagger \hat{\Psi} \rangle}{dt} = \left( -\hbar \Delta_p - i\frac{\hbar \kappa}{2} \right) \langle \hat{d}_- \hat{\Psi}^\dagger \hat{\Psi} \rangle - i\hbar g_0 \beta \langle \hat{S}_2 \hat{\Psi}^\dagger \hat{\Psi} \rangle + 2\hbar g_0 \langle \hat{d}_- \hat{S} \hat{\Psi}^\dagger \hat{\Psi} \rangle - i\hbar g_0 \langle \hat{d}_- \hat{\Psi}^\dagger \hat{\Psi} \rangle,$$

(5.14)

The first term is small and can be neglected. For this reason, we drop it in the following discussion and return to it at the end. For $\hat{d}_-$ and $\hat{d}_+$ separately, the equations of motion become

$$i\hbar \frac{d\langle \hat{d}_- \hat{\Psi}^\dagger \hat{\Psi} \rangle}{dt} = \left( -\hbar \Delta_p - i\frac{\hbar \kappa}{2} \right) \langle \hat{d}_- \hat{\Psi}^\dagger \hat{\Psi} \rangle - i\hbar g_0 \beta \langle \hat{S}_2 \hat{\Psi}^\dagger \hat{\Psi} \rangle + 2\hbar g_0 \langle \hat{d}_- \hat{S} \hat{\Psi}^\dagger \hat{\Psi} \rangle - i\hbar g_0 \langle \hat{d}_- \hat{\Psi}^\dagger \hat{\Psi} \rangle,$$

(5.15)

and

$$i\hbar \frac{d\langle \hat{d}_+ \hat{\Psi}^\dagger \hat{\Psi} \rangle}{dt} = \left( -\hbar \Delta_p - i\frac{\hbar \kappa}{2} \right) \langle \hat{d}_+ \hat{\Psi}^\dagger \hat{\Psi} \rangle + 2\hbar g_0 \langle \hat{d}_+ \hat{\Psi}^\dagger \hat{\Psi} \rangle + 2\hbar g_0 \beta \left( \langle \hat{C} \hat{\Psi}^\dagger \hat{\Psi} \rangle - \langle \hat{C} \rangle \langle \hat{\Psi}^\dagger \hat{\Psi} \rangle \right) + i\hbar g_0 \langle \hat{d}_- \hat{S}_2 \hat{\Psi}^\dagger \hat{\Psi} \rangle.$$

(5.16)

For the purpose of making a scaling argument, we drop all terms involving the product of a field operator with four atomic operators. Scaling relations for these quantities can be derived by adiabatically slaving them to the lower-order correlation functions. This is done by setting the time derivatives to zero, resulting in

$$\langle \hat{d}_+ \hat{\Psi}^\dagger \hat{\Psi} \rangle = -i\frac{4g_0 \beta}{\kappa} \langle \hat{C} \hat{\Psi}^\dagger \hat{\Psi} \rangle - \langle \hat{C} \rangle \langle \hat{\Psi}^\dagger \hat{\Psi} \rangle,$$

(5.17)

and

$$\langle \hat{d}_- \hat{\Psi}^\dagger \hat{\Psi} \rangle = \langle \hat{S}_2 \hat{\Psi}^\dagger \hat{\Psi} \rangle,$$

(5.18)
implying that

\[
\langle \hat{d}_+ \hat{S}_2 \rangle = -i \frac{2g_0\beta}{\kappa} \langle (\hat{C}\hat{S}_2) - \langle \hat{C}\rangle_0 \langle \hat{S}_2 \rangle \rangle,
\]

\[
\langle \hat{d}_- \hat{S} \rangle = - \frac{g_0\beta}{\kappa} \langle \hat{S}_2 \hat{S} \rangle.
\]

Plugging these back into the equations of motion for \(\langle \hat{d}_\pm \rangle\), we have

\[
i \frac{d\langle \hat{d}_- \rangle}{dt} = \left( -\Delta_p - i \frac{\kappa}{2} \right) \langle \hat{d}_- \rangle - 2 \frac{g_0}{\kappa} g_0 \beta \langle (\hat{C}\hat{S}_2) - \langle \hat{C}\rangle_0 \langle \hat{S}_2 \rangle \rangle - i g_0 \beta \langle \hat{S}_2 \rangle,
\]

and

\[
i \frac{d\langle \hat{d}_+ \rangle}{dt} = -i \frac{\kappa}{2} \langle \hat{d}_+ \rangle - 4 i g_0 \frac{g_0 \beta}{\kappa} \langle (\hat{C}^2) - \langle \hat{C} \rangle_0 \langle \hat{C} \rangle \rangle
\]

\[
- i g_0 \frac{g_0 \beta}{\kappa} \langle \hat{S}_2 \hat{S}_2 \rangle + 2 g_0 \beta \langle \hat{C} \rangle - \langle \hat{C} \rangle_0.
\]

The terms with four atomic operators scale as

\[
\left| \frac{g_0}{\kappa} g_0 \beta \langle \hat{C} \rangle \langle \hat{S}_2 \rangle \right| \sim \left| \frac{g_0 N_a}{\kappa} \right| \left| g_0 \beta \langle \hat{S}_2 \rangle \right|
\]

\[
\left| \frac{g_0}{\kappa} g_0 \beta \langle (\hat{C}^2) - \langle \hat{C} \rangle \langle \hat{C} \rangle_0 \rangle \right| \sim \left| \frac{g_0 N_a}{\kappa} \right| \left| g_0 \beta \langle \hat{C} - \hat{C}_0 \rangle \right|
\]

\[
\left| \frac{g_0}{\kappa} g_0 \beta \langle \hat{S}_2 \hat{S}_2 \rangle \right| \sim \left| \frac{g_0 N_a}{\kappa} \right| \left| g_0 \beta \langle \hat{S}_2 \rangle \right|.
\]

As long as \(|g_0 N_a|/\kappa \ll 1\), these higher-order correlations can be neglected.

The scaling relations for \(\hat{d}_\pm\) are then

\[
\langle \hat{d}_- \rangle = \frac{2g_0\beta}{\kappa} \langle \hat{S}_2 \rangle,
\]

\[
\langle \hat{d}_+ \rangle = -i \frac{4g_0\beta}{\kappa} (\langle \hat{C} \rangle - \langle \hat{C} \rangle_0).
\]

We can use these relations to determine the approximate size of the non-conservative terms in equation 5.12. Recalling that \(V_0 = 2\hbar g_0 |\beta|^2\), we have

\[
2\hbar g_0 \hat{d}_+^\dagger \hat{d}_- \approx V_0 \left( \frac{g_0^2 N_a^2}{\kappa^2} \right) \langle \hat{S}_2 \rangle \langle \hat{S}_2 \rangle \sim V_0 \left( \frac{g_0 N_a}{\kappa} \right)^2,
\]

\[
2\hbar g_0 \hat{d}_-^\dagger \hat{d}_- \approx V_0 \left( \frac{16g_0^2 N_a^4}{\kappa^2} \right) \langle \hat{C} \rangle \langle \hat{C} \rangle_0 \sim V_0 \left( \frac{g_0 N_a}{\kappa} \right)^2,
\]

\[
i \hbar g_0 (\hat{d}_+^\dagger \hat{d}_- - \hat{d}_-^\dagger \hat{d}_+) = -V_0 \left( \frac{8g_0^2 N_a^2}{\kappa^2} \right) \langle \hat{S}_2 \rangle (\langle \hat{C} \rangle - \langle \hat{C} \rangle_0) \sim V_0 \left( \frac{g_0 N_a}{\kappa} \right)^2.
\]
Each of these coupling constants is down from $V_0$ by at least a factor of $(g_0 N_a / \kappa)^2$; we can neglect them. The last terms involve products of $\beta$ with the fluctuation operators $\hat{d}^\pm$, which come in scaling as $V_0 (g_0 N_a / \kappa)$ rather than $V_0 (g_0 N_a / \kappa)^2$. It turns out that these are zero to first order, however:

$$\beta^* \hat{d}_+ + \beta \hat{d}^\dagger_+ \sim -i \beta^* \frac{4g_0 \beta}{\kappa} \langle \hat{C} \rangle - \langle \hat{C} \rangle_0 + \beta i \frac{4g_0 \beta^*}{\kappa} \langle \hat{C} \rangle - \langle \hat{C} \rangle_0 = 0,$$  \hfill (5.29)

$$\beta^* \hat{d}^- - \beta \hat{d}^\dagger^- \sim \beta^* \frac{2g_0 \beta}{\kappa} \langle \hat{S}_2 \rangle - \beta \frac{2g_0 \beta^*}{\kappa} \langle \hat{S}_2 \rangle = 0.$$  \hfill (5.30)

Thus, we can also neglect these terms.

Finally, we return to the terms, $\langle \hat{d}_\pm [\hat{\Psi}^\dagger \hat{\Psi}, \hat{H}] \rangle$. The equations of motions for the atomic number density is

$$[\hat{\Psi}^\dagger \hat{\Psi}, \hat{H}] = i \frac{d}{dt} = - \frac{\hbar^2}{2m} \left( \hat{\Psi}^\dagger(z) \frac{\partial^2 \hat{\Psi}(z)}{\partial z^2} - \frac{\partial^2 \hat{\Psi}^\dagger(z)}{\partial z^2} \hat{\Psi}(z) \right)$$  \hfill (5.31)

To first approximation, this is essentially $\langle \hat{d}_\pm \rangle$ times the expectation value of the atomic kinetic energy. The kinetic energy is approximately the square of the group velocity of the atomic wave-packet. In the tight-binding limit ($V_0 \geq 5 E_R$), the energy of the single-particle wave-packet is given by

$$\hbar \epsilon = - \hbar 2J \cos(q d),$$  \hfill (5.32)

where $d$ is the lattice spacing, $q$ is the (continuous) quasi-momentum, and $J$ is the hopping energy. The group velocity is

$$v_g = \frac{\partial \epsilon}{\partial q} = 2J d \sin(q d).$$  \hfill (5.33)

The maximum kinetic energy is then

$$T_0 = \frac{1}{2} m v^2_{g,0} = \frac{1}{2} m (2J d)^2 = \pi^2 E_R \left( \frac{\hbar J}{E_R} \right)^2.$$  \hfill (5.34)

The kinetic energy is about ten times the tunneling rate squared in units of the recoil energy. We can approximate the tunneling rate as

$$\hbar J = E_R e^{-V_0/4E_R},$$  \hfill (5.35)
which indicates that the kinetic energy is on the order of ten recoils at most.

We can make the approximation,

\[
\langle \hat{d}_\pm [\hat{\Psi}^\dagger \hat{\Psi}, \hat{H}] \rangle \approx \pi^2 E_R \left( \frac{\hbar J}{E_R} \right)^2 \langle \hat{d}_\pm \hat{\Psi}^\dagger \hat{\Psi} \rangle \leq \pi^2 E_R \langle \hat{d}_\pm \hat{\Psi}^\dagger \hat{\Psi} \rangle.
\] (5.36)

This term is a dispersive shift, and since

\[
\pi^2 E_R \ll \hbar \kappa,
\] (5.37)

we may neglect it. Finally, ensuring that we can neglect all of these terms compared to the external potential requires explicit knowledge of the form of \( V_{\text{ext}} \) and will therefore be left for the next section.

Thus, in the correlation hierarchy, each consecutive order scales as \( |g_0| N_a / \kappa \) times the previous order. For instance, \( \langle \hat{d}_\pm \hat{\Psi}^\dagger \hat{\Psi} \rangle \) scales as \( |g_0| N_a / \kappa \) times \( \langle \hat{\Psi}^\dagger \hat{\Psi} \rangle \). Therefore requiring \( |g_0| N_a / \kappa \ll 1 \) allows us to neglect all terms involving correlations between three or more operators. We reiterate finally that this condition is equivalent with the physical requirement that the numbers of photons in \( \hat{d}_\pm \) are small compared with the number of photons in the symmetric mean field, since

\[
|\langle \hat{d}_\pm \rangle| \sim \frac{|g_0 \beta| N_a}{\kappa} \ll |\beta|.
\] (5.38)

With these approximations in hand, we solve equations (5.9) and (5.10) by adiabatically slaving the fields to the atomic motion, yielding.

\[
\langle \hat{d}_- \rangle = \frac{-ig_0 \beta \langle \hat{S}_z \rangle}{\Delta_p + i\kappa/2},
\] (5.39)

\[
\langle \hat{d}_+ \rangle = \frac{2g_0 \beta (\langle \hat{C} \rangle - \langle \hat{C} \rangle_0)}{\Delta_p + i\kappa/2}.
\] (5.40)

The equation of motion for the atomic field operator is

\[
i\hbar \frac{d\hat{\Psi}(z)}{dt} = \left( -\frac{\hbar^2}{2m} \frac{d^2}{dz^2} + V_{\text{lat}}(z) + V_{\text{ext}}(z) \right) \hat{\Psi}(z),
\] (5.41)

and the probe field amplitude is given by

\[
\langle \hat{d}_-(t) \rangle = \frac{-ig_0 \beta}{\Delta_p + i\kappa/2} \langle \hat{S}_z \rangle.
\] (5.42)
Figure 5.2: Schematic of the balanced heterodyne detection scheme. The out-coupled cavity beams, $\hat{a}_{\pm kC}$, are combined to form symmetric ($\hat{b}_+$) and anti-symmetric ($\hat{b}_-$) modes. The antisymmetric mode beats against a strong local oscillator (LO), $\hat{a}_{\text{LO}}$ and photodetectors count the number of photons in the quadratures of $\hat{b}_-$. The difference of these counts is the signal.

Since the atoms are independent of each other and couple symmetrically to the light field, we can in equation (5.42) make the replacement,

$$\langle \hat{S}_2 \rangle \rightarrow N_a \langle \psi(t) | \sin(2kC\hat{z}) | \psi(t) \rangle,$$

where $| \psi(t) \rangle$ is a single-particle state satisfying equation (5.41) with $\hat{\Psi}(z) \rightarrow | \psi(t) \rangle$.

5.1.3 Detection scheme and signal-to-noise ratio

Through equation (5.42), $\langle \hat{d}_- \rangle$ provides a measure of the atomic dynamics inside the cavity. In reference [85], two schemes for detection of atomic motion using the out-coupled cavity fields were presented. We here review the superior case, where balanced heterodyne detection of $\hat{d}_-$ is performed. Briefly, the signal is combined with a strong local oscillator (LO) at a 50/50 beam-splitter, and the two output signals are measured with photo-detectors and subtracted from each other. This differencing cancels the large mean-field signal created by the LO. The noise is dominated by the LO noise and is conveniently cancelled when computing their signal-to-noise ratio. The general setup is illustrated in figure 5.2.
In what follows, we compute the exact expressions for the signal and the signal-to-noise ratio for this heterodyne detection scheme. We use a basic quantum Langevin approach [44] combined with beam-splitter theory [76] to exactly calculate the signal power spectrum and signal variance, and the signal-to-noise ratio is computed as the ratio.

According to input-output theory [44] this field is proportional to

$$\hat{d}_{\text{out}} = \sqrt{\kappa} \hat{d}_- + \hat{d}_{\text{in}}. \quad (5.44)$$

Input-output theory relates the fields inside and outside a cavity using a quantum Langevin approach, writing the output (i.e. signal) field in terms of the input field and the field out-coupled from the cavity. Equation (5.44) has a simple interpretation as the superposition of two electromagnetic fields, $\sqrt{\kappa} \hat{d}_-$ and $\hat{d}_{\text{in}}$, and can be viewed as a boundary condition at the cavity output. In this case, the input field state is the vacuum, which results in $\langle \hat{d}_{\text{out}} \rangle = \sqrt{\kappa} \langle \hat{d}_- \rangle$.

The output field is combined at a 50/50 beam-splitter with a strong local oscillator. The output fields at the beam-splitter are given by

$$\begin{bmatrix} \hat{b}_2 \\ \hat{b}_1 \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} -i & 1 \\ 1 & -i \end{bmatrix} \begin{bmatrix} \hat{d}_{\text{out}} \\ \hat{a}_{\text{LO}} \end{bmatrix}. \quad (5.45)$$

The intensities of these two fields are measured with photodetectors. These signals are subtracted from each other, mixed with an oscillating signal $\cos(\omega t)$ and integrated in time. The final signal is proportional to

$$\tilde{N}(\omega, T) = \int_0^T dt \left( \hat{b}_2(t) \hat{b}_2(t) - \hat{b}_1(t) \hat{b}_1(t) \right) \cos(\omega t). \quad (5.46)$$

Defining

$$a_{\text{LO}} = \langle \hat{a}_{\text{LO}} \rangle = |a_{\text{LO}}| e^{-i \omega_{\text{LO}} t} e^{i \phi_{\text{LO}}}, \quad (5.47)$$

$$\hat{a}_{\text{LO}} = a_{\text{LO}} + \hat{v}, \quad (5.48)$$
we can write
\[
\hat{b}_2^\dagger \hat{b}_2 - \hat{b}_1^\dagger \hat{b}_1 = i (\alpha_{LO}^* \hat{d}_{\text{out}} - \alpha_{LO} \hat{d}_{\text{out}}^\dagger) + i (\hat{\nu}^\dagger \hat{d}_{\text{out}} - \hat{d}_{\text{out}}^\dagger \hat{\nu}) \approx i (\alpha_{LO}^* \hat{d} - \alpha_{LO} \hat{d}^\dagger),
\] (5.49)
where we have taken \( \hat{d} = \sqrt{\kappa} \hat{d}_- \) for convenience, and we have assumed that the local oscillator has a very large amplitude. Finally,
\[
\hat{N}(\omega, T) = \int_0^T dt \left( |\alpha_{LO}| e^{i \omega_{LO} t} e^{-i \phi_{LO}} \hat{d}(t) - |\alpha_{LO}| e^{-i \omega_{LO} t} e^{i \phi_{LO}} \hat{d}^\dagger(t) \right) \cos(\omega t)
\]
\[
= \frac{i T |\alpha_{LO}| e^{-i \phi_{LO}}}{2} \hat{d}(\omega_{LO} + \omega) + \frac{i T |\alpha_{LO}| e^{i \phi_{LO}}}{2} \hat{d}(\omega_{LO} - \omega) + \text{H.c.}
\] (5.50)
where we have defined
\[
\hat{d}(\omega) = \frac{1}{T} \int_0^T dt \ e^{i \omega t} \hat{d}(t).
\] (5.51)
The signal variance is given by
\[
\langle \Delta \hat{N}^2(\omega, T) \rangle = \langle \left( \hat{N}(\omega, T) - \langle \hat{N}(\omega, T) \rangle \right)^2 \rangle.
\] (5.52)
We define the signal fluctuation operator,
\[
\Delta \hat{d}(\alpha) = \hat{d}(\alpha) - \langle \hat{d}(\alpha) \rangle,
\] (5.53)
and make the assumption that the signal is at all times a coherent state, in which case \( \Delta \hat{d}(\alpha) \) is in the vacuum, and therefore only anti-normal-ordered correlation functions involving these operators are non-zero. In addition, we assume that
\[
\langle \Delta \hat{d}(t) \Delta \hat{d}(t') \rangle = \delta(t - t'),
\] (5.54)
which is approximately valid when the interrogation time \( T \) is much larger than \( 1/\kappa \).

We are left with
\[
\frac{4}{T^2 |\alpha_{LO}|^2} \langle \Delta \hat{N}^2(\omega, T) \rangle = \langle \Delta \hat{d}(\omega_{LO} + \omega) \Delta \hat{d}^\dagger(\omega_{LO} + \omega) \rangle + \langle \Delta \hat{d}(\omega_{LO} + \omega) \Delta \hat{d}^\dagger(\omega_{LO} - \omega) \rangle
\]
\[
+ (\omega \to -\omega).
\] (5.55)
Noting that
\[
\langle \Delta \hat{d}(\alpha) \Delta \hat{d}^\dagger(\alpha') \rangle = \frac{1}{T} \int_0^T dt \, e^{i\alpha t} \frac{1}{T} \int_0^T dt' \, e^{-i\alpha' t'} \langle \Delta \hat{d}(t) \Delta \hat{d}^\dagger(t') \rangle
\]
\[
= \frac{1}{T} \int_0^T dt \, e^{i\alpha t} \frac{1}{T} \int_0^T dt' \, e^{-i\alpha' t'} \delta(t - t')
\]
\[
= \frac{1}{T} \left( \frac{1}{T} \int_0^T dt \, e^{i(\alpha - \alpha') t} \right),
\]
we can see that only the diagonal terms contribute here—with a factor of $1/T$—so that
\[
\langle \Delta \hat{N}^2(\omega, T) \rangle = \frac{1}{T} \frac{|\alpha_{\text{LO}}|^2}{2}.
\]

We are finally in a position to compute the signal-to-noise ratio. We define the signal quadrature operator,
\[
\hat{q}_-(\alpha, \phi_{\text{LO}}) = \frac{i}{\sqrt{2}} (e^{-i\phi_{\text{LO}}} \hat{d}_-(\alpha) - e^{i\phi_{\text{LO}}} \hat{d}^\dagger_-(\alpha)).
\]
in which case our signal is given by
\[
\langle \hat{N}(\omega, T) \rangle = \frac{T|\alpha_{\text{LO}}|\sqrt{\kappa}}{\sqrt{2}} \langle \hat{q}_-(\omega_{\text{LO}} + \omega, \phi_{\text{LO}}) \rangle + \frac{T|\alpha_{\text{LO}}|\sqrt{\kappa}}{\sqrt{2}} \langle \hat{q}_-(\omega_{\text{LO}} - \omega, \phi_{\text{LO}}) \rangle.
\]
The signal-to-noise is given by the ratio of the signal power to signal variance, which is
\[
\text{SNR} = \frac{|\langle \hat{N}(\omega, T) \rangle|^2}{\langle \Delta \hat{N}^2(\omega, T) \rangle} = \kappa T \langle \hat{q}_-(\omega_{\text{LO}} - \omega, \phi_{\text{LO}}) \rangle + (\omega \to -\omega)^2.
\]
If we are looking for a particular dynamical frequency $\omega_0$ of the atomic motion, we set $\omega \approx \omega_{\text{LO}} - \omega_0$. For the system investigated below, we find that when the field has a large amplitude at $\omega_0$, it does not have a large amplitude at $2\omega_{\text{LO}} - \omega_0$. Thus, we may drop the first term, leaving
\[
\text{SNR} = \kappa T \langle \hat{q}_-(\omega, \phi_{\text{LO}}) \rangle.
\]
By varying the phase $\phi_{\text{LO}}$ on the local oscillator, we can maximize this signal-to-noise ratio.
5.2 Results

In this section, we consider the motion of atoms confined in the optical lattice in the presence of gravity,

\[ V_{\text{ext}}(z) = mgz, \]  

and use the scheme outlined in the previous section to probe the motion of the atoms. Gravity measurements are important for instance for optical lattice clocks [79]. For this reason, we treat the specific system of a gas of $^{87}\text{Sr}$ atoms, although the method certainly applies to many species of atoms. The parameters for the coupled atom-cavity system are chosen to reflect current experimental conditions. They are \( \lambda_C = 2\pi / k_C = 813 \text{ nm}, \) \( \hbar \kappa = 100E_R, \) \( \Delta_\rho = \omega_p - \omega = 0, \) \( \hbar g_0 = 10^{-4}E_R, \) and \( N_a = 10^4, \) implying derived parameters of \( E_R \approx 2\pi \) 4 kHz \( h \) and \( mgd \approx 0.25E_R; \) \( E_R = \hbar^2 k_C^2 / 2m \) is the recoil energy of the lattice, and \( d = \pi / k_C \) is the lattice spacing.

We have to ensure that the back-action of both \( \hat{d}_- \) and \( \hat{d}_+ \) on the atoms is still negligible. Specifically, the coupling strengths in equation (5.12) must be small compared to the characteristic coupling strength of \( V_{\text{ext}}, \) \( \hbar \omega_B = mgd. \) These conditions are met if \( |V_0|(g_0N_a/\kappa)^2 \ll \hbar \omega_B. \) This inequality is satisfied for the parameters above. While these conditions are necessary, the exact criteria for being able to neglect the back-action of the fields on the atoms requires more careful numerical study. We do not perform these investigations here.

Within this setup, we envision an experiment in which the atoms are initially loaded into a harmonic trap. A vertical one-dimensional optical lattice is slowly ramped on so that the atoms are in the ground state of the combined potential of trap and lattice for a non-interacting gas. The trap is switched off over a time that is long compared to the time-scale of vibrational dynamics in order to prevent inter-band transitions during the switch-off. The gas is then allowed to evolve under gravity. In the presence of such a constant force, the atoms undergo Bloch oscillations. This dynamics is briefly reviewed
in the following discussion.

5.2.1 System dynamics: Bloch oscillations

The central result of the theory describing Bloch oscillations is the acceleration theorem, based on a semi-classical equation of motion [8], which states that the average quasi-momentum of a wave-packet restricted to the first band increases linearly in time until it reaches the Brillouin zone (BZ) boundary, at which point it is Bragg-reflected. Explicitly, this is

\[ \langle q(t) \rangle = \langle q(0) \rangle + mgt, \]  

where the quasi-momentum, \( q \), is restricted to the range, \( -k_c \leq q \leq k_c \). Since the group velocity of the atomic wave-packet is given by the derivative of the dispersion relation [8], the periodic nature of the quasi-momentum implies that the atomic momentum oscillates at a frequency, \( \omega_B = mgd/h \). These Bloch oscillations will persist as long as there is negligible Landau-Zener tunneling to higher bands. Each time the wave-packet reaches the BZ boundary, a fraction of population is transferred to the second band, given by [91]

\[ P_{LZ} = \exp \left( -\frac{\pi^2}{8} \frac{\Delta^2}{mgdE_R} \right), \]  

where \( \Delta \) is the band-gap at the boundary. When \( \Delta^2 < 4mgdE_R \), the population transfer is appreciable, and vibrational dynamics within lattice sites significantly complicate the behavior of the atoms. For this reason, we restrict our attention to lattice depths greater than \( 3E_R \), where \( P_{LZ} \) is at most \( 10^{-5} \) for our choice of parameters.

In order to understand how Bloch oscillations are reflected in the time-dependence of the probe field, we carefully consider equation (5.42). The operator, \( \sin(2k_C \hat{z}) \), is periodic in space with period \( d \) and has odd parity, implying that it connects two Bloch states, \( |\psi_q^{(n)}\rangle \) and \( |\psi_q^{(n')}\rangle \), only if the quasi-momenta are equal, \( q = q' \), and the bands
satisfy \( n - n' = \text{odd} \). Expanding the atomic wave function in the Bloch states as

\[
|\psi\rangle = \sum_{n,q} c_q^{(n)} |\psi_q^{(n)}\rangle,
\]

we can approximate the matrix element in equation (5.42) as

\[
\langle \psi | \sin(2kC\hat{z}) |\psi\rangle \approx \sum_q \rho_{q,q}^{(1,2)} + \text{h.c.},
\]

where \( \rho_{q,q}^{(1,2)} = c_q^{(1)*}c_q^{(2)} \) is the coherence between bands one and two. This assumes an initial state confined to the first band in the case of negligible coupling to bands three and higher. Using equation (5.41), we can derive an approximate equation of motion for the coherence; it is

\[
i \frac{d\rho_{q,q}^{(1,2)}}{dt} = \Delta^{(1,2)}(q)\rho_{q,q}^{(1,2)} + \omega_B\rho_q^{(1)},
\]

where \( \rho_q^{(1)} \) is the population of the \( q \)-quasi-momentum state in the first band, and \( \hbar\Delta^{(1,2)}(q) = E_q^{(2)} - E_q^{(1)} \) is the energy difference between the \( q \)-quasi-momentum Bloch states in the first two bands. Since \( \Delta^{(1,2)}(q) \gg \omega_B \), the coherence follows the first-band population adiabatically. In this approximation, \( \rho_{q,q}^{(1,2)} = -\rho_q^{(1)}\omega_B/\Delta^{(1,2)}(q) \).

Combining this expression for a wave-packet that is narrow in quasi-momentum with equation (5.63), equation (5.42) becomes approximately

\[
\langle \hat{d}_-(t) \rangle \approx -\frac{g \beta N_{a}}{\Delta_p + i\kappa/2 \Delta^{(1,2)}(mgt)} \cdot \omega_B
\]

This expression implies that the probe field amplitude is largest when the atomic wave-packet is centered at the BZ boundary since \( \Delta^{(1,2)}(mgt) \) is smallest at this point.

Equations (5.41) and (5.42) are numerically integrated for an initial state that is a Gaussian of spatial width, \( \sigma \), projected into the first band. This approximates the ground state of the combined potential of lattice and harmonic trap for a non-interacting gas. An example of the system dynamics is illustrated in figure 5.3, where \( V_0 = -3E_R \), and \( \sigma = 2d \). A vertical slice through figure 5.3(a) is the wave function density in the
first band plotted versus quasi-momentum at an instant in time. The center of this
wave-packet moves linearly in time and is reflected at the BZ boundary \( q = k_C \), as
in equation (5.63). Bloch oscillations are illustrated in figure 5.3(b), where the atomic
momentum oscillates in time. Finally, the response of the probe field to this dynamics
is illustrated in figure 5.3(c). As predicted above, the probe field intensity peaks when
the atomic wave-packet reaches the BZ boundary.

5.2.2 Signal and SNR

As described in section 5.1, the probe field is combined at the cavity output with
a strong local oscillator, and the resulting signal is proportional to a quadrature of the
probe field, equation (5.58). An example of such a signal is plotted in figure 5.4. There
is a clear peak at the Bloch oscillation frequency in the signal power spectrum, but there
are also several harmonics present. In calculating the SNR, equation (5.61), we place a
notch-filter about \( \omega_B \) and count only the total number of photons out-coupled from the
quadrature at this frequency.

There are a few properties of the system that can affect the SNR. First, the width
of the initial wave-packet has an effect. It is easiest to see why this is so by taking as
the initial state a Wannier function, which is a coherent superposition of Bloch states
in a single band, populated equally. According to equation (5.63), the wave-packet is
continuously reaching the BZ boundary, and the oscillation in the signal is washed out.
Second, when the lattice is too deep, the first two bands are essentially flat, in which
case \( \Delta_{y}^{(1,2)} \) does not change with quasi-momentum, eliminating the oscillations in the
signal according to equation (5.68).

The temperature of the atomic gas can also significantly influence the SNR. For a
finite temperature, the pure state in equation (5.43) is replaced with a density matrix.
The incoherent sum over different states of the atoms will alter the expectation value,
possibly reducing it. In addition, the temperature and chemical potential of the gas de-
Figure 5.3: Example of system dynamics for $V_0 = -3E_R$ and initial state a Gaussian of width $\sigma = 2d$ projected into the first band. (a) Atomic density in the first band plotted versus quasi-momentum. White corresponds to zero population, black to maximal population. Population in the second band is at most 0.001. (b) Expectation value of atomic momentum illustrating Bloch oscillations. (c) Number of photons in the probe field.
Figure 5.4: Examples of the (a) signal power and (b) signal power spectrum, computed with parameters, $V_0 = -3E_R$, $h\sigma_0 = 10^{-4}E_R$, $N_a = 10^4$, and $h\kappa = 100E_R$. The signal displays a clear oscillation at the Bloch frequency, $\omega_B = 0.25E_R/h$. 

Figure 5.5: Signal-to-noise ratio as a function of the initial wave-packet width for an interrogation time of 1s and for lattice depths of $V_0 = -3, -4, -5, -10, -15E_R$. For $\sigma < 2d$, the SNR is reduced due to parts of the wave-packet constantly moving past the Brillouin zone boundary, where the signal peaks. The SNR saturates near $\sigma = 2d$.

termine the relative populations of the various Bloch states, and appreciable population in higher bands can destroy Bloch oscillations. As long as the temperature is smaller than the bandgap, $k_B T \ll \hbar \Delta_{kC}^{(1,2)}$, this effect will be small.

Finally, the replacement, equation (5.43), can not be made when the atoms are not independent, e.g. if they interact with each other. In this case it is possible that the scaling of the SNR with the number of atoms will be reduced from $N_a^2$. A proper treatment of thermal and interaction effects is necessary for exact results. Here, we neglect both interactions and finite temperature for the case of $^{87}$Sr atoms, in which case equation (5.43) is valid.

Equation (5.12) is numerically integrated for a time $t = 400 \hbar / E_R$. The resulting wave function is used to compute the probe field amplitude, equation (5.42), which is Fourier-transformed and squared, yielding the power spectrum. The SNR is computed and scaled up linearly to an interrogation time of 1s, which assumes that coherence time of the Bloch oscillations is longer than 1s.

The results are plotted in figures 5.5 and 5.6. The SNR rises from zero for small wave-packet widths and saturates near $\sigma = 2d$. The decrease in SNR for $\sigma < 2d$ is a result of the fact that the wave-packet is wide in quasi-momentum, which means that
Figure 5.6: Signal-to-noise ratio as a function of lattice depth for $\sigma = 2d$ and an interrogation time of 1s. For $|V_0| < 3E_R$, significant Landau-Zener tunneling to the second band destroys Bloch oscillations. For $|V_0| > 3E_R$, the SNR decreases due to the increasing flatness of the lowest band.
a significant portion of the wave-packet is at the BZ boundary for all times. We get a maximum when the lattice depth is relatively small, $|V_0| \approx 3E_R$, and the SNR decreases with increasing lattice depth.

5.3 Conclusion

We have described a general cavity QED system in which properties of atomic dynamics can be probed in situ and non-destructively. One cavity field is strong enough to act as a conservative lattice potential for the atoms, and the other cavity field is weak so that it acts as a non-destructive probe of atomic motion. This technique is applied to the detection of Bloch oscillations. Balanced heterodyne detection of the probe field at the cavity output combined with integration in time and across the atomic cloud allows for SNRs as high as $10^4$.

Examining equations (5.42) and (5.61), we can see that the SNR can be increased by either decreasing the cavity linewidth, $\kappa$, at fixed lattice depth and atom-cavity coupling or increasing the coupling constant, $g_0$, at fixed $V_0$ and $\kappa$. The linewidth can be decreased as long as the system remains in the bad cavity limit. However, a linewidth of $\kappa = 100E_R$ is already very small from an experimental standpoint, so decreasing it beyond this level is a technological challenge. On the other hand, $g_0$ can be varied merely by varying the detuning between the cavity fields and atomic transitions. In addition, the SNR scales with the square of the number of atoms, so increasing $N_a$ beyond the $10^4$ level assumed in this paper is also desirable. This can all be done to the extent that the conditions outlined in section 5.1 and section 5.2 are still met.

This scheme can be extended for use in detection of various atomic properties, and the measurement of Bloch oscillations itself can be viewed as a general DC probe for atomic dynamics and states. For instance, Bloch oscillations may be used for measurement of fundamental constants [28] and for Casimir forces [132]. Varying the detuning between two lattice beams gives rise to an effective acceleration of the lattice [91], and
band physics may be probed by varying the Bloch oscillation frequency in such a setup. Breakdown of Bloch oscillations are a signature of many-body effects in an atomic gas [42], and this is signaled by a reduction in SNR compared to the non-interacting case.

Two generalizations of this measurement technique are readily realizable. We may implement a time-periodic force whose tunable driving frequency can be a spectroscopic probe of atomic dynamics. The simplest examples of this include shaking the lattice [62] and modulating the amplitude of the lattice [1]. Another important extension of the method involves measuring higher-order correlation functions of the out-coupled probe field. Since one cavity field operator couples to two atomic field operators (see for instance equation (5.9)), higher-order properties of the atoms such as density-density correlations can easily be measured with standard quantum optical techniques. The use of higher-order correlation functions of the probe field is a starting point for generalizing this technique to probe many-body physics in optical lattices.
In the previous chapter, we presented a method for probing the dynamics of non-interacting atoms trapped in an optical lattice by monitoring the light field out-coupled from an optical cavity. For this particular measurement, we predicted signal-to-noise (SNR) ratios as high as $10^4$. There were a number of drawbacks in this technique. First, the condition that the cavity fields act simultaneously as both the probe field and the lattice field limited the measurement to one where the atomic dynamics induce at least coherences between bands. Since the signal went to zero as the lattice depth was increased, this method was restricted to small lattice depths. In addition, we were not able to vary the probe wavelength relative to the lattice wavelength. Finally, the method worked only for atomic wave-packets with widths of at least a few lattice constants.

In this chapter, we relax the condition that the cavity fields act as both lattice and probe fields, allowing us to optimize the signal as a function of system parameters such as probe wavelength even in systems where the lattice depth is large. The detection scheme is applied to the atomic dynamics of atoms near the Mott-insulator regime that are subjected to a constant external force. This system is modeled by a single-band Bose-Hubbard model with a linear energy shift. Atoms are allowed to hop around the lattice when the energy offset between adjacent wells is nearly equal to the two-particle interaction strength. This physics is closely related to that exploited in atomtronic...
systems to emulate electronic devices such as diodes [103].

We first develop the theory of atomic dynamics in this system, using the methods described in reference [112] as a starting point. Following this, we couple this system to the two counter-propagating modes of a ring cavity and examine the behavior of the lattice fields in this special atomic regime.

6.1 Atomic Dynamics

The Hamiltonian for atoms moving in a one-dimensional optical lattice in the presence of a constant force is given by

\[
\hat{H} = \int dz \frac{\hbar^2}{2M} \frac{d^2 \hat{\Psi}(z)}{dz^2} + V_0 \cos^2(k_L z) + M a z + \hbar g_0 \hat{\Psi}^\dagger(z) \hat{\Psi}(z) \hat{\Psi}(z),
\]

where \( F = M a \) is the force acting on the particles of mass \( M \). As in Chapter 3, we expand the atomic field operators in Wannier states. In the tight-binding regime \( V_0 \geq 10E_R \), the Hamiltonian reduces to the standard Bose-Hubbard model with an extra linear shift,

\[
\hat{H}_A = \sum_j (\epsilon + MgZ + Mg dj) \hat{b}_j^\dagger \hat{b}_j - J \sum_{\langle j,k \rangle} \hat{b}_j^\dagger \hat{b}_k + \frac{U}{2} \sum_j \hat{b}_j^\dagger \hat{b}_j^\dagger \hat{b}_j \hat{b}_j,
\]
where

\[ Z = \int dz \ w^*(z)zw(z). \] (6.3)

We have dropped the band index \( n \) since in this regime, all of the dynamics occurs within the first band, \( n = 1 \). This system is illustrated in figure 6.1.

This Hamiltonian is the starting point for the physics investigated in this chapter. We restrict our attention to parameter regimes near the Mott-insulator phase, \( U \gg J \), with the linear shift approximately equal to the on-site interaction energy,

\[ U \approx \hbar \omega_B = MgD. \] (6.4)

In this regime, if the system is initialized in the Mott insulator state, the atomic dynamics considerably simplifies. This simplification can be effected by deriving an effective low-energy Hamiltonian in a reduced Hilbert space consisting of states near-resonant with the integer-filled number state. Since particle numbers are conserved, we can drop the on-site energy terms involving \( \epsilon \) and \( MgZ \). In addition, we mainly consider a filling fraction of 1. The general behavior observed should be sustained for larger integer filling fractions. Finally, we consider finite-sized lattices with \( N \) sites.

6.1.1 Dipole Hamiltonian

As an approximation to the Mott-insulator state, we consider the unit-filled state,

\[ |\psi_{MI}\rangle = \left( \prod_{k=1}^{N} \hat{b}_k^\dagger \right) |0\rangle. \] (6.5)

This state has energy

\[ E_{MI} = \langle \psi_{MI} | \hat{H}_A | \psi_{MI} \rangle = \frac{1}{2} N(N + 1)\hbar \omega_B. \] (6.6)
It is directly connected via the hopping part of the Hamiltonian to the states,

$$
|1; l\rangle = \frac{1}{\sqrt{2}} \hat{b}_l \hat{b}_{l+1} |\psi_{\text{MI}}\rangle, \quad (6.7)
$$

$$
|1; l^+\rangle = \frac{1}{\sqrt{2}} \hat{b}_{l+1} \hat{b}_l |\psi_{\text{MI}}\rangle, \quad (6.8)
$$

where \( l = 1, \ldots, N - 1 \),

which respectively have energies

$$
E_{1;l} = \langle 1; l | \hat{H}_A | 1; l \rangle = \frac{1}{2} N(N + 1) \hbar \omega_B + U - \hbar \omega_B, \quad (6.10)
$$

and

$$
E_{1;l^+} = \langle 1; l^+ | \hat{H}_A | 1; l^+ \rangle = \frac{1}{2} N(N + 1) \hbar \omega_B + U + \hbar \omega_B, \quad (6.11)
$$

The state \( |1; l\rangle \) has one particle per site except at sites \( l \) and \( l+1 \) where there are two and zero particles, respectively. The state \( |1; l^+\rangle \) is similar except that the number of particles on sites \( l \) and \( l+1 \) are zero and two, respectively. The MI state is also connected to states where the two-particle and zero-particle sites are not adjacent. However, since the coupling is second order in the hopping \( J \), and the states are separated in energy, we can neglect them as long as we consider small enough timescales for the dynamics.

We work in the parameter regime where

$$
U \approx \hbar \omega_B, \quad (6.12)
$$

$$
|J| \ll U + \hbar \omega_B. \quad (6.13)
$$

The states \( |1; l^+\rangle \) then couple to \( |\psi_{\text{MI}}\rangle \) with coupling constant,

$$
g_{MI,+} \sim \frac{J^2}{U + \hbar \omega_B} \ll J, \quad (6.14)
$$

so we can neglect these states.

This argument easily generalizes when we consider, for instance, the states that \( |1; l\rangle \) are connected to. These consist of states where two particles have been moved one
site to the left,

\[ |2; l, j\rangle = \frac{1}{2} \hat{b}_i^\dagger \hat{b}_{i+1}^\dagger \hat{b}_{j+1}^\dagger |\psi_{\text{MI}}\rangle : j = 1, \ldots , l - 2, \]

\[ l = 3, \ldots , N - 1. \]  

(6.15)

The domains chosen for the site indices \( j \) and \( l \) ensure that if there is a “hole” at sites \( j \) and \( l \), then on each of the sites \( l + 1 \) and \( j + 1 \), there are two particles. These states have energy,

\[ E_{1;l} = \langle 1; l |\hat{H}_A| 1; l \rangle = \frac{1}{2} N(N + 1)\hbar \omega_B + 2(U - \hbar \omega_B), \]  

(6.16)

and again, since \( U \approx \hbar \omega_B \), these states are near-resonant with the \( |1; l\rangle \) states and are connected with coupling proportional to \( J \).

In general, the near-resonant subspace is spanned by the states,

\[ |M; k_M, \ldots , k_1\rangle = \frac{1}{\sqrt{2^M}} \prod_{i=1}^{M} \hat{b}_{k_i}^\dagger \hat{b}_{k_i+1}, \]  

(6.17a)

\[ k_i = 2i - 1, \ldots , k_i+1 - 2, \]  

(6.17b)

\[ k_M = 2M - 1, \ldots , N - 1. \]  

(6.17c)

The parameter, \( M \), counts the number of dipoles—that is, the number of zero-particle/two-particle adjacent-site pairs—in the state \( |M; k_M, \ldots , k_1\rangle \), and the two-particle sites are given by the site indices \( \{ k_M, \ldots , k_1\} \). The maximum number of dipoles in an \( N \)-site lattice is \( \lfloor N/2 \rfloor \), where \( \lfloor \cdot \rfloor \) is the floor function. The total number of dipole states in the \( M \)-dipole subspace is given by

\[ n_M = \frac{(N - M)!}{M!(N - 2M)!} = \binom{N - M}{M}. \]  

(6.18)

We enumerate the states as

\[ n_{k_M, \ldots , k_1} = 1 + \sum_{m=1}^{M} \binom{k_m - m}{m}. \]  

(6.19)

A state \( |M + 1; k_{M+1}, \ldots , k_1\rangle \) is connected via the hopping terms to the states \( |M; l_M, \ldots , l_1\rangle \) where we have simply removed one of the \( k_i \)'s. Since this connection
implies a particle hopping onto an already occupied site, we get an extra factor of $\sqrt{2}$ due to the bosonic nature of the particles. The Hamiltonian restricted to these subspaces can be written as

$$\hat{H}_D = \frac{1}{2} N(N+1) \hbar \omega_B + \sum_{M=0}^{\lfloor N/2 \rfloor} \hat{H}^{(M)} + \sum_{M=0}^{\lfloor N/2 \rfloor - 1} \hat{H}_J^{(M\rightarrow M+1)} + H.c., \quad (6.20a)$$

$$\hat{H}^{(M)} = \sum_{k_{M}, \ldots, k_1} M(U - \hbar \omega_B) |M; k_M, \ldots, k_1\rangle \langle M; k_M, \ldots, k_1|, \quad (6.20b)$$

$$\hat{H}_J^{(M\rightarrow M+1)} = -J \sqrt{2} \sum_{k_{M+1}, \ldots, k_1} |M+1; k_{M+1}, \ldots, k_1\rangle \langle M; k_{M+1}, \ldots, k_{n-1}, \ldots, k_1|, \quad (6.20c)$$

where it is understood that for $M = 0$, there is no sum over $k_i$'s, and the single state is exactly $|\psi_{MI}\rangle$.

### 6.1.2 Symmetric Hamiltonian

We can get an idea of how to further simplify this Hamiltonian by first considering the coupling between the Mott-insulator state and the one-dipole subspace, given by

$$\hat{H}_J^{(0\rightarrow 1)} = -J \sqrt{2} \sum_{l=1}^{N-1} |1; l\rangle \langle 0|_{\psi_{MI}}. \quad (6.21)$$

We define a new basis for the one-dipole subspace by

$$|1; l\rangle = \frac{1}{\sqrt{N-1}} \sum_{m=0}^{N-2} e^{-i2\pi ml/N-1} |1_m\rangle. \quad (6.22)$$

Renaming $|\psi_{MI}\rangle$ as $|0\rangle$ (we can think of this state as the dipole “vacuum”), $\hat{H}_J^{(0\rightarrow 1)}$ becomes

$$\hat{H}_J^{(0\rightarrow 1)} = -J \sqrt{2} |1_0\rangle \langle 0|. \quad (6.23)$$

Consequently, as far as the dipole vacuum is concerned, the only relevant state in the one-dipole subspace is $|1_0\rangle$. The states $|1_{m\neq 0}\rangle$ do not couple to $|0\rangle$ so they can be neglected.
The problem is more complicated for the general coupling problem. Taking the above as a guide, we define a new basis, $|M_m\rangle$, for the $M$-dipole subspace by

$$|M_m\rangle = \frac{1}{\sqrt{n_M}} \sum_{k_M,\ldots,k_1} e^{2\pi i m 1/n_M} |M; k_M,\ldots,k_1\rangle,$$  

(6.24)

$$|M; k_M,\ldots,k_1\rangle = \frac{1}{\sqrt{n_M}} \sum_{m=0}^{n_M-1} e^{-2\pi i m 1/n_M} |M_m\rangle.$$  

(6.25)

In terms of these new states, $\hat{H}_j^{(M\rightarrow M+1)}$ becomes

$$\hat{H}_j^{(M\rightarrow M+1)} = -J\sqrt{2} \sum_{k_{M+1},\ldots,l_1} |M + 1; k_{M+1},\ldots,l_1\rangle \times \sum_{n=1}^{M+1} \frac{1}{\sqrt{n_M}} \sum_{m=0}^{n_M-1} e^{2\pi i m 1/n_M} |M_m\rangle$$

$$= -J\sqrt{2} \sum_{m=0}^{n_M-1} (M + 1) \sqrt{\frac{n_{M+1}}{n_M}} |M + 1; \psi_m\rangle \langle M_m|.$$  

(6.26)

where we have defined the states,

$$|M + 1; \psi_m\rangle = \sum_{k_M,\ldots,k_1} \sum_{n=1}^{M+1} e^{2\pi i m 1/n_M} (M + 1) \sqrt{\frac{n_{M+1}}{n_M}} |M + 1; k_{M+1},\ldots,k_1\rangle.$$  

(6.27)

This new set of states is not identical with the set defined in equation (6.24). We can see this by noting that each state in equation (6.24) gets multiplied by one phase only, whereas each state in the expansion, equation (6.27), is multiplied by a sum of phases. These new states do not comprise an orthogonal set, and in general they are not normalized. We note however that $|M + 1; \psi_0\rangle = |(M + 1)_0\rangle$.

If the system is initialized in the state $|0\rangle$, then for short times, this state will evolve into $|1_0\rangle$, which will in turn evolve into $|2_0\rangle$, as we can see from taking the special case $\hat{H}_j^{(1\rightarrow 2)}$ above. Since $|(M + 1)_0\rangle$ is not in general orthogonal to $|M + 1; \psi_m\neq 0\rangle$, it is coupled to $|M_m\neq 0\rangle$ through these states. For instance, $|2_0\rangle$ is coupled to the states $|1_m\neq 0\rangle$ through other states within the two-dipole subspace. If the overlap between these states is small, however, then we can neglect them as long as we evolve only for short enough times.
We can compute these overlaps as

$$S_{m_1/m_2}^{(M)} = \langle M; \psi_{m_1'} | M; \psi_m \rangle$$

(6.28)

$$= \frac{1}{M^2} \frac{1}{n_M} \sum_{n', n=1}^M e^{i2\pi m n_{k_1} + \cdots + k_{n+1} k_{n-1} k_1} / n_M - 1$$

$$\times e^{-i2\pi m' n_{k_1} + \cdots + k_{n'+1} k_{n'-1} k_1} / n_M - 1.$$  (6.29)

In order to characterize the total overlap of the $|M; \psi_{m} \neq 0\rangle$'s with $|M_0\rangle$, we compute the quantity,

$$S_0^{(M)} = \sqrt{\sum_{m \neq 0} |S_{0/m}^{(M)}|^2}.$$  (6.30)

In figure 6.2 we have plotted some of these overlaps. For large enough numbers of lattice sites, those dipole subspaces that are close to the dipole vacuum have the property that the overlaps are small. However, for dipole subspaces far from the dipole vacuum (e.g. $M = \lfloor N/2 \rfloor$), these overlaps are not small and in fact are never zero. This means that if we evolve long enough so that these large dipole-number subspaces get populated, then we cannot simplify the Hamiltonian. We note that this is a qualitative argument, and a rigorous, quantitative argument for this approximation requires appealing to second-order perturbation theory or the variational principle.

For short times, the only states relevant to the dynamics are the states $|M_0\rangle$. The hopping Hamiltonians become

$$\hat{H}_j^{(M \rightarrow M+1)} = -J(M+1)\sqrt{2} \sqrt{\frac{n_{M+1}}{n_M}} |(M+1)0\rangle \langle M_0|.$$  (6.31)

The effective tunneling parameter is given by

$$J^{(M \rightarrow M+1)} = J(M+1)\sqrt{2} \sqrt{\frac{n_{M+1}}{n_M}} = J\sqrt{2} \frac{(M+1)(N-2M)(N-2M-1)}{(N-M)}.$$  (6.32)

The size of this reduced Hilbert space is $\lfloor N/2 \rfloor + 1$, which scales as the number of sites, $N$. This is a huge reduction over the full Hamiltonian and even over the dipole Hamiltonian derived in the previous section.
Figure 6.2: Overlaps $S_0^{(M)}$ in the $M$-dipole subspace. (a) As the number of sites is increased in a fixed dipole subspace, the total overlap decreases, indicating that the extra states, $|M; \psi_{m \neq 0}\rangle$ become more irrelevant. (b) The overlaps tend towards zero as long as $M \lesssim N/4$. 

![Graph showing overlaps $S_0^{(M)}$ vs. number of sites and number of dipoles.](image-url)
6.1.3 Validity of the approximations

In this section, we investigate the general dynamics in various parameter regimes. We have two main goals: (a) to determine when the approximate Hamiltonians generated in the previous sections are useful, and (b) to determine the large-$N$ behavior of the system.

6.1.3.1 Comparison of full basis and dipole basis dynamics

We first determine how well the dynamics are approximated using only states in the dipole subspace. To do this, we vary the interaction strength $U$ at a fixed number of sites $N = 6$. Taking the initial state to be the unit-filled state, we evolve the system for a time $\Delta t = 2000\hbar/E_R$. The lattice depth is $V_0 = -15E_R$, corresponding to a hopping energy of $J = 0.0065E_R$, so that $\Delta t \approx 13\hbar/J$. We are therefore evolving over timescales relevant to the atomic dynamics. The interaction strength $U$ takes on values $5J$, $10J$, $20J$, and $70J$. We consider the exactly resonant case, $\hbar\omega_B = U$.

In figure 6.3, we plot the total population $P_D$ in the dipole subspace as a function of time using the full Hilbert space of 6 atoms in 6 sites. As the interaction strength is increased from $5J$ to $70J$, $P_D$ saturates at 1, indicating that the bulk of the atomic dynamics is occurring within the dipole subspaces once the interaction strength is large enough. This is consistent with the discussion in previous sections.

However, as we can see from figure 6.4, the population in the dipole subspaces decreases with the number of sites at a fixed $U$; in this figure, $P_D$ is plotted for $N = 2, 3, 4, 5, \text{ and } 6 \text{ at } U = 20J$. Apparently, there is a lattice-size dependence in the dynamics. In making the dipole approximation, it is not enough to stipulate $U \gg J$. Equation 6.32 suggests that the proper condition is $U \gg J\sqrt{N}$, although this may not be enough if higher dipole subspaces get populated.
Figure 6.3: Total population $P_D$ of the dipole subspaces for a six-site lattice computed using the full-basis Hamiltonian. As the interaction strength is increased from $U = 5J$ (blue) through $U = 10J$ (purple) and $U = 20J$ (red) to $U = 70J$ (black), this population saturates at 1, indicating that the dynamics occur mainly within the dipole subspaces.

Figure 6.4: Total population $P_D$ of the dipole subspaces for an interaction strength of $U = 20J$ computed using the full-basis Hamiltonian. As the number of sites is increased from $N = 2$ (purple) through $N = 3$ (blue), $N = 4$ (red), and $N = 5$ (black) to $N = 6$ (green), this population decreases, indicating that there is the dynamics depend in some non-trivial way on the system size.
Figure 6.5: Total population $P_S$ in the symmetric states as a function of time as computed with the dipole subspace Hamiltonian. The lattice size is varied, taking on values of $N = 4, 5, 6, 8, 10, 12, 15,$ and 18 sites. As the lattice size is increased, the symmetric Hamiltonian approximation gets worse. The timescale over which non-symmetric states get populated is given by $\hbar/J$, indicated as a vertical dashed line.

6.1.3.2 Comparison of dipole basis and symmetric basis dynamics

The situation is not as promising for the symmetric Hamiltonian. In figure 6.5, we plot the total symmetric-state population at $U = \hbar\omega_B$ for lattice sizes ranging from $N = 4$ to $N = 18$ using the dipole subspace Hamiltonian. The approximation that the dynamics occur within the symmetric subspace is good only for times $t \ll \hbar/J$; this timescale is indicated as a vertical dashed line in the figure. For lattice sizes $N \geq 18$ and times greater than $t > \hbar/J$, the atomic dynamics occur entirely outside the symmetric subspace. For this reason, the symmetric approximation made in the previous section is not a good one. However, there is evidence that such an approximation works in a dilute gas, i.e. one where the number of atoms is much smaller than the number of lattice sites [110].

6.1.3.3 Two-state dynamics for $|U - \hbar\omega_B| \gg J$

There is one special case where the symmetric Hamiltonian is a good approximation for the atomic system. When $|U - \hbar\omega_B| \gg J$, the coupling of the unit-filled state $|\psi_{M1}\rangle$ to dipole subspaces beyond $M = 1$ scales as $J^2/|U - \hbar\omega_B| \ll J$. The system then
reduces to a two state system with Hamiltonian,

\[ \hat{H}_2 = (U - \hbar \omega_B) |1\rangle\langle 1| - J\sqrt{2(N-1)}(|1\rangle\langle 0| + |0\rangle\langle 1|), \quad (6.33) \]

and the system displays Rabi-like oscillations between the unit-filled state and the symmetric one-dipole state. These dynamics are particularly simple, and we therefore consider them below in the discussion of the optical detection of the atomic motion in this system. An example of these dynamics is plotted in figure 6.6. The general dynamics of this system is left for future work.

6.2 Detection Scheme

In order to optically probe the atomic dynamics just discussed, we place the system inside an optical cavity that supports two counter-propagating running-wave modes. We pump one of the two cavity modes, and photons from this mode scatter off the atoms into the second mode. A heterodyne detection scheme at the cavity output allows us to measure the dynamics of the amplitude of the probe field. From this measurement, we can infer certain characteristics of the atomic motion.
The Hamiltonians for the bare cavity modes and the cavity-atom interaction are given by

\[
\hat{H}_C = \hbar \omega \hat{N}_C + \hbar \eta (\hat{a}^\dagger_{k_C} + \hat{a}_{k_C}), \tag{6.34}
\]

\[
\hat{H}_{A/C} = \hbar g_0 \hat{N}_A \hat{N}_C + \hbar g_0 \int dz \ \hat{\Psi}^\dagger (z) \left( \hat{a}^\dagger_{k_C} \hat{a}^{-i 2k_C z} + \hat{a}^\dagger_{-k_C} \hat{a}_{k_C} e^{i 2k_C z} \right) \hat{\Psi} (z), \tag{6.35}
\]

where

\[
\hat{N}_A = \int dz \hat{\Psi}^\dagger (z) \hat{\Psi} (z), \tag{6.36}
\]

\[
\hat{N}_C = \hat{a}^\dagger_{k_C} \hat{a}_{k_C} + \hat{a}^\dagger_{-k_C} \hat{a}_{-k_C}, \tag{6.37}
\]

are the total number of atoms and total number of photons, respectively. Decay of the cavity modes out of the cavity is given by the Liouvillian,

\[
\hat{L} \hat{\rho} = -\frac{\hbar \kappa}{2} \sum_{k = \pm k_C} \left( \hat{a}_{k}^\dagger \hat{a}_{k} \hat{\rho} + \hat{\rho} \hat{a}_{k}^\dagger \hat{a}_{k} - 2 \hat{a}_{k} \hat{\rho} \hat{a}_{k}^\dagger \right). \tag{6.38}
\]

If we assume that the number of photons in both modes is small enough, we can assume that the atomic dynamics is unaffected by the presence of the cavity. In particular, no interband transitions are induced by the presence of photons in the cavity. In this case, we can expand \( \hat{H}_{A/C} \) in the Wannier functions from the previous section, resulting in

\[
\hat{H}_{A/C} = \hbar g_0 \hat{N}_A \hat{N}_C + \hbar g_0 \sum_{j' \neq j} \hat{b}_{j'}^\dagger \hat{b}_j \hat{a}^\dagger_{k_C} \hat{a}_{-k_C} f_{j',j}(2k_C) + \text{H.c.}, \tag{6.39}
\]

where

\[
f_{j',j}(k) = \int dz \ w^\ast (z - z_{j'}) e^{ikz} w(z - z_j). \tag{6.40}
\]

Taking

\[
2k_C = 2nk_L + q_0, \tag{6.41a}
\]

\[
0 \leq q_0 \leq 2k_L, \tag{6.41b}
\]

\[
n \in \mathbb{Z}, \tag{6.41c}
\]
the single-particle matrix element becomes

\[ f_{j'j}(2k_C) = e^{-i\mathbf{q}_0 \cdot \mathbf{d}} \frac{1}{N} \sum_q e^{i\mathbf{q} \cdot (\mathbf{j'} - \mathbf{j})} d z \psi^*_{q+q_0}(z) e^{i2n k_Cz} (e^{i\mathbf{q}_0 z} \psi_q(z)), \quad (6.42) \]

since \( e^{i\mathbf{q}_0 z} \) has a well-defined quasi-momentum as a sum over Bloch states with the same quasi-momentum. We define

\[ I^{(n)}_q(q_0) = \int d z \psi^*_{q+q_0}(z) e^{i2n k_Cz} (e^{i\mathbf{q}_0 z} \psi_q(z)). \quad (6.43) \]

If we restrict our attention only to the dipole subspaces, then the only terms that survive in \( \hat{H}_{A/C} \) are those involving \( \hat{b}^\dagger_j \hat{b}_j \) and \( \hat{b}^\dagger_j \hat{b}_{j \pm 1} \). In this case, the interaction Hamiltonian is

\[
\hat{H}_{A/C} = \hbar g_0 N_A N_C + \hat{a}^\dagger_{-k_C} \hat{a}_{k_C} \hbar g_0 \left( \frac{1}{N} \sum_q I^{(n)}_q(q_0) \right) \sum_j \hat{b}^\dagger_j \hat{b}_j e^{-i\mathbf{q}_0 \cdot \mathbf{d}} + \text{H.c.}
+ \hat{a}^\dagger_{-k_C} \hat{a}_{k_C} \hbar g_0 \left( e^{-i\mathbf{q}_0 \cdot \mathbf{d}} \frac{1}{N} \sum_q I^{(n)}_q(q_0) e^{-i\mathbf{q}_0 \cdot \mathbf{d}} \right) \sum_j \hat{b}^\dagger_{j+1} \hat{b}_j e^{-i\mathbf{q}_0 \cdot \mathbf{d}} + \text{H.c.}
+ \hat{a}^\dagger_{-k_C} \hat{a}_{k_C} \hbar g_0 \left( e^{i\mathbf{q}_0 \cdot \mathbf{d}} \frac{1}{N} \sum_q I^{(n)}_q(q_0) e^{i\mathbf{q}_0 \cdot \mathbf{d}} \right) \sum_j \hat{b}^\dagger_{j-1} \hat{b}_j e^{i\mathbf{q}_0 \cdot \mathbf{d}} + \text{H.c.} \quad (6.44)
\]

This shows us that the plane-wave index \( n \) is irrelevant to the extent that the dependence on \( n \) is absorbed into the coupling constants. It may make a difference in the relative strength of the two terms, but it is clear that the \( q_0 \) is the more important quantity. For this reason, we set \( n = 0 \) in what directly follows and take \( I_q(q_0) = I^{(0)}_q(q_0) \).

In figure 6.7, we plot the absolute value of the single-particle matrix elements, \( f_{0,0}(q_0) \) and \( f_{1,0}(q_0) \) as a function of quasi-momentum for different lattice depths. As the lattice depth is increased, \( |f_{0,0}| \) increases and \( |f_{1,0}| \) decreases. In addition, \( |f_{0,0}| \approx 1 \) across all quasi-momenta, whereas \( |f_{1,0}| = 0 \) at \( q_0 = \pi/d \). For this reason, we choose \( q_0 = \pi/d \) so that the second and third terms in equation (6.44) are zero, and the probe field is sensitive only to the site-numbers. In this way, the signal depends explicitly on the dipole subspace in which the dynamics is occurring.

With the balanced heterodyne detection outlined in the previous chapter, we can detect the cavity field amplitude proportional to \( \langle \hat{a}_{-k_C} \rangle \). In order to determine what
Figure 6.7: Hubbard model coupling parameters $f_{i,j}(q_0)$ for the detection scheme plotted as a function of quasi-momentum. (a) The diagonal coupling $f_{0,0}$ increases as a function of lattice depth $V_0$ and is roughly constant across quasi-momenta. (b) The next-to-nearest-neighbor coupling $f_{1,0}$ decreases with lattice depth and is exactly zero at $q_0 = \pi/d$. 
properties of the atomic motion this will measure, we compute the equations of motion for $\langle \hat{a}_{\pm kC} \rangle$. They are

$$i \frac{d\langle \hat{a}_{-kC} \rangle}{dt} = \left( \delta_p + g_0 \langle \hat{N}_A \rangle - \frac{i \kappa}{2} \right) \langle \hat{a}_{-kC} \rangle + g_0 f_{0,0}(q_0) \sum_j \langle \hat{a}_{kC} \hat{b}_j^\dagger \hat{b}_j \rangle e^{-iq_0jd} \quad (6.45)$$

and

$$i \frac{d\langle \hat{a}_{kC} \rangle}{dt} = \left( \delta_p + g_0 \langle \hat{N}_A \rangle - \frac{i \kappa}{2} \right) \langle \hat{a}_{kC} \rangle + \eta + g_0 f_{0,0}(q_0) \sum_j \langle \hat{a}_{-kC} \hat{b}_j^\dagger \hat{b}_j \rangle e^{iq_0jd} \quad (6.46)$$

Since the cavity linewidth is large, we can adiabatically slave $\langle \hat{a}_{kC} \rangle$ to the atomic motion, writing

$$\langle \hat{a}_{kC} \rangle \to \alpha = \frac{-\eta}{\delta_p + g_0 \langle \hat{N}_A \rangle - i \kappa/2}. \quad (6.47)$$

We have neglected the other terms because they are small compared to both $\kappa$ and $\langle \hat{N}_A \rangle$. We can also adiabatically solve for $\langle \hat{a}_{-kC} \rangle$, resulting in

$$\langle \hat{a}_{-kC} \rangle = \frac{-\alpha g_0 f_{0,0}(q_0)}{\delta_p + g_0 \langle \hat{N}_A \rangle - i \kappa/2} \langle \hat{n}(q_0) \rangle, \quad (6.48)$$

where

$$\hat{n}(q_0) = \sum_j \langle \hat{b}_j^\dagger \hat{b}_j \rangle e^{-iq_0jd}. \quad (6.49)$$

The last quantity is the one that tells us how the field amplitude reflects the atomic dynamics. In the next section, we explore the behavior of this expectation value for the various types of atomic states that show up in our approximations.

### 6.2.1 Dipole-subspace detection

We need to determine what sort of information about the atomic dynamics that detection of the field amplitude allows us access to. As a first step, we compute the expectation values, $\langle M; k_M, \ldots, k_1 | \hat{n}(\pi/d) | M; k_M, \ldots, k_1 \rangle$. All other expectation values vanish, since $| M; k_M, \ldots, k_1 \rangle$ are site-number eigenstates. Abbreviating $| M; k_M, \ldots, k_1 \rangle$.
as \(|M; \{k_i\}\rangle\), the matrix elements are

\[
\langle M; \{k_i\}|\hat{n}(\pi/d)|M; \{k_i\}\rangle = \sum_j \langle M; \{k_i\}|\hat{b}_j^\dagger \hat{b}_j|M; \{k_i\}\rangle e^{-ij\pi}
\]

\[
= \sum_j \left( \sum_{n=1}^{M} (\delta_{j,k_n} - \delta_{j,k_{n+1}}) + 1 \right) e^{-ij\pi}
\]

\[
= 2 \sum_{n=1}^{M} (-1)^{k_n} + \sum_j (-1)^j. \tag{6.50}
\]

The second term is clearly zero. The size of the first term depends on where the dipoles are, and it can range anywhere from 0 to \(\pm 2M\). For instance, if \(\{k_i\} = \{2, 4, 6, 8\}\), then the first term is equal to \(-8\), whereas if \(\{k_i\} = \{1, 4, 7, 10\}\), then it is equal to zero. This matrix element is sensitive to the distribution of dipoles within a dipole subspace.

In the context of the simplified two-state model of the previous section, we compute

\[
\langle 1|\hat{n}(\pi/d)|1\rangle = \frac{1}{N-1} \frac{2}{N-1} (-1)^j = \frac{-2}{N-1}, \tag{6.51}
\]

where we have assumed a lattice with an even number of sites. While this quantity differs from zero, which is the value of \(\langle 0|\hat{n}(\pi/d)|0\rangle\), it decreases with the lattice size, indicating that the signal will not be very strong for large lattices. In figure 6.8, we have plotted \(F\) from equation (6.49) as a function of time for the system described in figure 6.6. The field oscillates from 0, which indicates that the atoms are in the unit-filled states, to 0.0013, which is where the atoms are in a superposition of unit-filled and symmetric one-dipole states.

### 6.2.2 Conclusion

We have investigated a system comprised of strongly-interacting bosons confined in a tilted optical lattice. In the regime where the interaction strength is equal to the energy difference between adjacent lattice wells, the system dynamics take place in a restricted subspace that consists of so-called dipole states.
Figure 6.8: Time sequence for $|\langle \hat{n}(q_0) \rangle |^2$. The probe-field intensity is proportional to this quantity. The signal oscillates between 0 and 0.0015. The maximum value 0.0015 depends on the population of the symmetric one-dipole state.
We have also developed a method for measuring this atomic dynamics by coupling the atoms to two counter-propagating modes of an optical cavity. Pumping one mode strongly, we detect the light-field out-coupled through the cavity mirrors from the second mode. The center-of-mass motion is reflected in the dynamics of the probe field, as we demonstrate for one special case where the atomic motion consists of particles oscillating back and forth between adjacent wells.

The detection scheme is relatively insensitive to the dynamics in this special case, but there is a strong signal for dipole states far from the unit-filled state. One generalization of this measurement method is to measure higher-order correlations of the light-field, since they are coupled to higher-order correlation functions of the atoms such as $\langle \hat{n}_i \hat{n}_j \rangle$. These density-density correlations are sensitive to differences in particle number on different sites, and therefore this may be a better differentiator of the dipole states.

Eventually, this system might be utilized as a probe for more complicated many-body systems—for instance, those experiencing long-range interactions.
Chapter 7

Quantum Non-Demolition Measurement of the Photon Number in a Cavity

Up to this point, we have been interested in the properties of single- and many-particle atomic systems and how these properties might be experimentally probed with light. In the final chapter of this thesis, we reverse our focus and examine a cavity QED system in which atoms may be used to probe the state of the light field. In this case, we perform a quantum nondemolition (QND) measurement of the cavity photon number by measuring the internal state of an atom dispersively coupled to a single mode of the cavity. Besides providing tests of fundamental principles such as quantum measurement theory, this setup allows for a simple method of preparing non-classical states of light such number states. These states are important in precision metrology applications where the goal is to beat the standard quantum limit of measurement uncertainty [55, 83].

We imagine an experiment where a cloud of two-level atoms are subjected to a $\pi/2$-pulse. The ground state atoms are split off and allowed to evolve freely, whereas the excited state atoms are allowed to interact with a single standing-wave mode of a far-detuned optical resonator. We operate in the Bragg regime where the recoil energy of the atom during absorption and re-emission of a photon is much larger than the interaction strength. This restricts the dynamics to two center-of-mass states undergoing Rabi-like oscillations with a photon-number dependent frequency. The excited and ground state
atoms are recombined and subjected to a second $\pi/2$-pulse. The population inversion of each atom is measured, and the photon number is inferred using a Bayesian method.

A similar scheme was proposed for making QND measurements of the photon number by measuring the momentum distribution of atoms sent through a cavity [56]. This system operated in the Raman-Nath regime [88] where many Bragg peaks appear in the atomic momentum distribution. This requires that the atom-field interaction time must be much smaller than the inverse recoil frequency.

Our scheme is also closely connected to the microwave cavity QND measurements performed in the group of Raimond and Haroche [50]. In these experiments, Rydberg atoms are sent through a high finesse cavity. The recoil imparted to the atom during absorption or emission of a microwave photon is negligible in these situations. In addition, the interaction is such that the population inversion of the atoms is unchanged. The relative phase between excited and ground state changes with a frequency dependent on the number of photons in the cavity, and Ramsey interferometry at the cavity output allows to infer the photon number in the cavity.

Quantum non-demolition measurements have in general been applied to high-fidelity readout of ionic qubit states [59], to probing of Rabi oscillations in cesium clocks [26, 131], and to proposals for atomic state preparation in ultracold gases [87].

7.1 Ramsey Interferometry in the Bragg Regime

For the purposes of this QND measurement scheme, we need the probability that an atom is in the excited state given there are $n$ photons in the cavity. The Hamiltonian describing the interaction of a single two-level atom with one quantized standing-wave mode of a linear cavity and a classical clock laser is

$$\hat{H} = \frac{\hbar \delta}{2} \hat{\sigma}^z + \frac{1}{2m} \hat{p}^2 + \hbar \omega \hat{a}^\dagger \hat{a} + 2 \hbar g \hat{a}^\dagger \hat{a} \cos^2(kz) + \frac{\hbar \Omega}{2} \left( \hat{\sigma}^+ e^{ik\hat{z}} + \hat{\sigma}^- e^{-ik\hat{z}} \right),$$

(7.1)
where $\hat{P}$ is the center-of-mass momentum of the atom, $\delta$ is the detuning between the clock laser frequency and the atomic transition frequency, and $k_L$ is the clock-laser wave vector. We work in the basis where $\hat{\sigma}^z$, $\hat{P}$, and $\hat{a}^\dagger \hat{a}$ are diagonal,

$$|\sigma, p, n\rangle = |\sigma\rangle |p\rangle |n\rangle,$$  \hspace{1cm} (7.2a)

$$\hat{P}|p\rangle = \hbar p|p\rangle,$$ \hspace{1cm} (7.2b)

$$\hat{a}^\dagger \hat{a}|n\rangle = n|n\rangle,$$ \hspace{1cm} (7.2c)

$$\hat{\sigma}^z|\sigma\rangle = (\delta_{e,\sigma} - \delta_{g,\sigma})|\sigma\rangle.$$ \hspace{1cm} (7.2d)

The matrix elements of the Hamiltonian sans the clock-pulse are

$$\tilde{H}^{(n)}_{pp'} = \delta_{pp'} \left( \frac{\hbar^2 p'^2}{2m} + \hbar (g + \omega)n \right) + \frac{\hbar gn}{2} \left( \delta_{pp'+2kC} + \delta_{pp'-2kC} \right),$$ \hspace{1cm} (7.3)

where we have left out reference to the internal degrees of freedom.

According to the experiment envisioned above, the initial state of the system is

$$|\psi_i\rangle = |g, 0, n\rangle.$$ \hspace{1cm} (7.4)

A $\pi/2$-pulse is applied to this state, resulting in

$$|\psi(0)\rangle = \frac{1}{\sqrt{2}} |n\rangle (|0\rangle |g\rangle + |k_L\rangle |e\rangle).$$ \hspace{1cm} (7.5)

The ground state is allowed to evolve freely for a time $t$, resulting in

$$|\psi_g(t)\rangle = e^{i\delta t/2} e^{-in(g+\omega)t} |0\rangle |g\rangle |n\rangle.$$ \hspace{1cm} (7.6)

On the other hand, the excited state atom interacts with the cavity field. We separate out the free time-dependence of this state and expand in plane-wave modes as

$$|\psi_e(t)\rangle = e^{-i\delta t/2} e^{-in(g+\omega)t} |n\rangle |e\rangle \sum_p C_p(t) |p\rangle,$$ \hspace{1cm} (7.7)

$$C_p(0) = \delta_{p,kL}.$$ \hspace{1cm} (7.8)

The equation of motion for the coefficient $C_p$ is given by

$$i\dot{C}_p = \frac{\hbar}{2m} p^2 C_p + \frac{ng}{2} (C_{p+2kC} + C_{p-2kC}).$$ \hspace{1cm} (7.9)
In particular, the initial state $C_{kL}$ couples directly to $C_{kL \pm 2kC}$. If we consider a near-resonant clock-pulse, i.e. $k_L \approx k_C$, and we assume $ng \ll \hbar k_C^2/2m$—the condition for being in the Bragg regime—then we need only consider two states, $C_{kL}$ and $C_{kL - 2kC}$. We then have the effective Hamiltonian,

$$H_{\text{eff}} = \hbar \begin{bmatrix} \frac{k_L^2 \hbar}{2m} & \frac{ng}{2} \\ \frac{ng}{2} & (k_L - 2k_C)^2 \hbar/2m \end{bmatrix}, \quad (7.10)$$

in the basis \{|$k_L$\rangle,|$k_L - 2k_C$\rangle\}.

After evolving the initial state for a time $t$ under this Hamiltonian, the state is given by

$$|\psi(t)\rangle = \frac{1}{\sqrt{2}} e^{i\delta t/2} e^{-in(g+\omega)t} |g\rangle |n\rangle \langle 0| + \frac{1}{\sqrt{2}} e^{-i\delta t/2} e^{-in(g+\omega)t} |e\rangle \langle C_{kL}(t)|k_L\rangle + C_{kL - 2kC}(t)|k_L - 2k_C\rangle, \quad (7.11)$$

where, given the initial condition $C_\rho(0) = \delta_{\rho,k_L}$,

$$C_{kL}(t) = e^{-i\Phi t} \left( \cos\left(\frac{\Omega t}{2}\right) - i\frac{\Delta}{\Omega} \sin\left(\frac{\Omega t}{2}\right) \right), \quad (7.12)$$

$$C_{kL - 2kC}(t) = e^{-i\Phi t - iV/\Omega} \sin\left(\frac{\Omega t}{2}\right). \quad (7.13)$$

The parameters in these expressions are

$$\Phi = \frac{\hbar}{4m} (k_L^2 + (k_L - 2k_C)^2), \quad (7.14a)$$

$$\Delta = \frac{\hbar}{2m} (k_L^2 - (k_L - 2k_C)^2), \quad (7.14b)$$

$$V = ng, \quad (7.14c)$$

$$\Omega = \sqrt{V^2 + \Delta^2}. \quad (7.14d)$$

We perform a second $\pi/2$-pulse and compute the population of the excited state at time $t$; it is

$$P(e|n)(t) = \frac{1}{2} \cos((\delta + \Phi)t) \cos\left(\frac{\Omega t}{2}\right) + \frac{1}{2} \sin((\delta + \Phi)t) \sin\left(\frac{\Omega t}{2}\right). \quad (7.15)$$
The conditions that this formula is correct were given above as $k_L \approx k_C$ and $ng \ll \hbar k_C^2/2m$. We can make these conditions more exact by noting that we want $|k_L\rangle$ to connect to $|k_L - 2k_C\rangle$ but not to $|k_L + 2k_C\rangle$. The coupling constants between these states are given by

$$g_{k_L \pm 2k_C} \sim \frac{2m}{\hbar} \frac{(gn)^2}{(k_L \pm 2k_C)^2 - k_L^2} = \frac{m}{2\hbar k_C} \frac{(gn)^2}{k_C \pm k_L}.$$  \ (7.16)

As long as $gn \ll 2\hbar k_C(k_C + k_L)/m$, then the coupling to $|k_L + 2k_C\rangle$ is negligible. This limits the width of the momentum distribution of the initial ground-state atomic gas along the axis of the cavity.

For simplicity, we set $\delta = -\Phi$, resulting in

$$P(e|n)(t) = \frac{1}{2} - \frac{1}{2} \cos \left( \frac{\omega_R t}{2} \sqrt{\left( \frac{ng}{\omega_R} \right)^2 + 16 \left( \frac{k_C - k_L}{k_C} \right)^2} \right),$$ \ (7.17)

where $\omega_R = E_R/\hbar$ is the recoil angular frequency of the cavity field. If the initial ground-state gas of atoms has a momentum distribution $\psi(\hbar p)$ along the axis of the cavity, then we replace $k_L$ with $p + k_L$ in the expression for $P(e|n)(t)$ and integrate it against $|\psi(\hbar p)|^2$.

## 7.2 Bayesian Analysis

The Bayes theorem for conditional probabilities,

$$P(A|B) = \frac{P(A)P(B|A)}{P(B)},$$ \ (7.18)

states that the conditional probability of $A$ occurring given that $B$ occurred is equal to the probability that $A$ occurs times the conditional probability that $B$ occurs given $A$, up to a normalization. Here, we take $A$ to be the number of cavity photons $n$ and $B$ to be the internal state of the atom $\sigma$, which can be either $e$ or $g$. The quantity $P(\sigma|n)$ is called the forward distribution, $P(n|\sigma)$ is called the updated distribution, and $P(n)$ is called the prior distribution and represents our current state of knowledge before the
next measurement. As measurements are made, our knowledge about the state of the cavity system is updated, as follows.

We assume that we have some prior knowledge of the distribution $P_0(n)$ of photons in the cavity before any measurements are made. This distribution might be a coherent state, reflecting our knowledge of the initial cavity system setup, or it might be a uniform distribution, reflecting our knowledge that the number of photons in the cavity is less than some number $M$. After a single measurement $\sigma_1$ of the internal state of the atom, our knowledge is updated via Bayes theorem as

$$P(n|\sigma_1) = N_1 P_0(n) P(\sigma_1|n), \quad (7.19)$$

where $N_1$ is a normalization. If we make $N$ measurements, obtaining the measurement record,

$$\text{REC} = \{\sigma_1, \sigma_2, \ldots, \sigma_N\}, \quad (7.20)$$

then the updated probability distribution for having $n$ photons given this record is given by

$$P(n|\text{REC}) = N_N P_0(n) \prod_{j=1}^{N} P(\sigma_j|n). \quad (7.21)$$

The final state of the field is a number state since $P(n|\text{REC})$ is expected to limit to some $\delta_{n,n_f}$.

This is the standard Bayes prescription for making a series of measurements to determine a probability distribution, and it coincides with our understanding of the square of the wave-function (or the diagonal elements of the density matrix) being a probability distribution. However, quantum mechanics deals in probability amplitudes first and foremost, and it turns out that there is a quantum Bayes theorem for these amplitudes [25, 44]. Here, since we are dealing with a QND measurement—i.e. the measurement of the internal state of the atom does not alter the photon number—the coherences between different photon number states do not affect the atom-field
interaction. We can therefore neglect them, allowing us to work with the probabilities directly rather than the probability amplitudes.

### 7.2.1 Measurement protocols

In the expression for the forward distribution $P(e|n)(t)$, the time of interaction $t$ is to this point unspecified. This is intentional, as it determines how fast the Bayesian inference method converges. To see that this is so, we consider the case where we know that there are either zero or one photons in the cavity. For simplicity, we assume $k_C = k_L$. If we choose $t = 4\pi/g$, then $P(e|0)(t) = P(e|1)(t) = 1$. The forward distribution then does not distinguish between the 0 and 1 photon states. In particular, the updated prior does not change.

Intuitively, what we want is that the prior “maximally changes” when it is updated. One way to achieve this is to have the largest spread in possible values, $P(e|n)(t)$. The smallest time for which this happens is given by $\tau = 2\pi/n_{\text{max}}|g|$, where $n_{\text{max}}$ is the maximum number of photons in the cavity based on our prior knowledge of the system. In figure 7.1(a), we have plotted the time-dependence of $P(e|n)$ for $n = 0$ to $n = 10$. The probabilities achieve a maximum spread, varying between 0 and 1, at exactly $\tau = 2\pi/10|g|$, as can be seen more readily in figure 7.1(b).

According to this measurement protocol, each atom interacts with the cavity modes for a time $\tau = 2\pi/n_{\text{max}}|g|$. This is particularly simple, and it seems that we have gained by the fact that the interaction time is very small. However, there are other protocols that promise to converge faster than this simple one.

We can see this by investigating figure 7.2. In figure 7.2(a), we have extended the $P(e|n)$ time sequences out to $t = 2\pi/|g|$. At this time, we can see that the $P(e|n)$ is zero for half of the photon numbers and 1 for the rest (see black curve in 7.2(b)). This means that if a measurement is made after an atom is allowed to interact for this amount of time, then the probabilities for half of the photon numbers are automatically
Figure 7.1: Forward probability distribution $P(e|n)$ for the first measurement protocol. (a) The forwards for $n = 0$ to $n = 10$ are plotted for interaction times from $t = 0$ to $t = 2\pi/10|g|$. (b) The probabilities at $t = 2\pi/10|g|$ span the entire range from 0 to 1.
Figure 7.2: Forward probability distribution $P(e|n)$ for the first optimized protocol. (a) The forwards for $n = 0$ to $n = 10$ are plotted for interaction times from $t = 0$ to $t = 2\pi/|g|$. (b) The probabilities at $\tau = 2\pi/|g|$ (black), $\tau = 2\pi/2|g|$ (blue), and $\tau = 2\pi/3|g|$ (orange) are each partitioned into sets of photon numbers where the probabilities are zero or one.

set to zero. This contrasts with measurements made in the previous protocol, where in any measurement, only $n = 0$ and $n = n_{\text{max}}$ can be set to zero. This promises to speed up the convergence process.

We generalize this by noting that there are many times in figure 7.2(a) for which the photon numbers are partitioned into sets where $P(e|n) = 0$, $P(e|n) = 1$, and $0 \neq P(e|n) \neq 1$. Some examples—$\tau = 2\pi/|g|$ (black), $\tau = 2\pi/2|g|$ (blue), $\tau = 2\pi/3|g|$ (orange), and $\tau = 2\pi/5|g|$ (green)—are shown in figure 7.2(b).

Based on these considerations, we adopt the following measurement protocol. Each atom interacts with the cavity mode for a different amount of time. In order, these are

- $\tau = 2\pi/n|g|$, where $n < n_{\text{max}}$ is prime.
- $\tau = 2\pi/n^2|g|$, where $n$ is prime and $n^2 < n_{\text{max}}$ ...
- $\cdots \tau = 2\pi/n^k|g|; k$ is the maximum power for which there is an $n$ such that $n$ is prime and satisfies $n^k < n_{\text{max}}$. 
- $\tau = 2\pi/n_{\text{max}}$ until the probability distribution is converged.
Figure 7.3: A three-measurement Bayesian sequence starting with a coherent state of mean 3 (black). In the first measurement, the result is that the atom is in the excited state; the initial distribution is multiplied by the forward distribution $P(e|n)$ (blue). The second measurement yields $|g\rangle$, so the updated distribution is multiplied by $P(g|n)$ (orange). Finally, the third measurement yields $|e\rangle$, so the updated distribution is multiplied by $P(e|n)$ (green).

This measurement scheme can be applied to prepare a number state of the cavity or to perform tomography on an initial photon number distribution.

7.3 Results

In figure 7.3, four photon-number distributions are plotted. The black curve is an initial coherent state distribution with mean 3. The next three curves are the distributions after successive measurements. Here, the measurement record is $REC = \{e, g, e\}$, and therefore the initial distribution gets multiplied first by the distribution in 7.1(b), then by one minus this distribution, and finally by the distribution again. We can already see how the distribution is narrowing.

In figure 7.4, we show three examples of Bayesian measurement sequences starting from the coherent state distribution with mean 3. These distributions are clearly converging to different photon numbers, nine, three, and two, respectively. It is also clear that the convergence is not very fast. That is, even 200 measurements are not enough to converge two of these distributions.

In figures 7.5 and 7.6, we illustrate similar results as in figures 7.3 and 7.4 except
Figure 7.4: Three 200-step Bayesian measurement sequences starting with a coherent state of mean \( n = 3 \). (a) The distribution seems to be converging to \( n = 9 \), but there is still significant population in other photon number states. (b) The distribution has converged to \( n = 3 \) after about 150 measurements. (c) The distribution is converging to \( n = 2 \).
that the optimized measurement protocol is used. The distributions are converging an order of magnitude faster.

Finally, we perform tomography on an initial coherent state of mean $n = 3$. The optimized measurement protocol is used, with a total of 19 measurements made in each sequence. Five thousand sequences are run, and the converged results are collected and binned. The resulting distribution is essentially identical to the original distribution.

### 7.4 Experimental Considerations

We have discussed some of the conditions that need to be satisfied in order for this scheme to work. To reiterate, these conditions are $|k_C - k_L| \ll |k_C + k_L|$ and $gn \ll 2\hbar k_C(k_C + k_L)/m$. Assuming an initial atomic state with momentum $\hbar p$ and a resonant $\pi/2$-pulse, $k_C \approx k_L$, these conditions become $|p| \ll |p + 2k_C|$ and $gn \ll 4\hbar k_C^2/m$. The essence of these conditions is that both the atom-field coupling and the width of the initial atomic momentum distribution along the axis of the cavity need to be much smaller than the recoil energy of the cavity field.
Figure 7.6: Three 200-step Bayesian measurement sequences starting with a coherent state of mean $n = 3$. Here, the second measurement protocol is used. (a) The distribution converged to $n = 8$ within 6 measurements. (b) The distribution is converging to $n = 3$ after 16 measurements. (c) The distribution converged to $n = 2$ after 4 measurements.

Figure 7.7: Reconstruction of the initial coherent state of mean 3 using the Bayesian measurement sequence. Here, the optimized protocol is used, where in each sequence 19 measurements are made. (a) The initial coherent state distribution. (b) The converged results of 5000 sequences are binned and plotted. This distribution reconstructs the original distribution.
The width of the initial momentum distribution also affects the convergence of the Bayesian sequence. We can see this by assuming an initial Gaussian momentum distribution,

$$\psi(\hbar p) = \frac{1}{\pi^{1/4} \sqrt{\Delta p/k_C}} e^{-p^2/2\Delta p^2},$$

for the atoms and integrating the forward distribution—equation 7.17 with $k_L \rightarrow p + k_C$—against $|\psi(\hbar p)|^2$. In figure 7.8, the modified forward distribution is plotted for $\Delta p = 0$, $\Delta p = 0.005k_C$, $\Delta p = 0.02k_C$, and $\Delta p = k_C$. By the time the width is equal to the cavity momentum, the forward distribution is essentially flat, and it cannot be used to distinguish different photon number states in a Bayesian sequence.

Another condition we briefly touched on is that the lifetime $1/\gamma$ of the atomic excited state needs to be larger than the time involved in a single Bayes measurement, i.e $\gamma \tau \ll 1$. Similarly, the lifetime $1/\kappa$ of photons in the cavity needs to be larger than the time over which the entire Bayes sequence occurs, i.e $\kappa \tau N \ll 1$ where $N$ is the total number of measurements made.

As an example, we consider a gas of $^{87}$Sr atoms with a temperature of $T = 2\mu$K. The two levels of the atom correspond to the narrow inter-combination line. Typical experimental parameters are $m_A = 1.45 \times 10^{-25}$ kg, $\lambda_A = 698$ nm, $\gamma = 2\pi$ mHz,
$\lambda_C = 813$ nm, and $\kappa = 2\pi \times 10$ kHz [78]. In terms of the recoil angular frequency, $\omega_R = 2\pi \times 3441$ Hz, we have $g \approx -10^{-4}\omega_R$, $k_B T \approx 12\hbar\omega_R$, $2\pi/\kappa = 10^{-4}s$, $2\pi/\gamma = 10^3s$, and $\tau = 2\pi/11|g| = 0.26s$.

Although the temperature is very much larger than the recoil energy—implying that the width of the momentum distribution of the atoms is too large for the Bayesian scheme to work—much of this energy can be given to the transverse motion of the atoms rather than the motion along the axis of the cavity. The temperature of the gas of atoms is therefore not a limiting property. However, in this particular setup, the lifetime of photons in the cavity is much smaller than the time over which a single measurement is made, rendering the method unfeasible.

7.5 Conclusion

We have demonstrated a Bayesian protocol that measures the number of photons in a cavity by coupling the field to a sequence of two-level atoms and performing Ramsey interferometry. With a proper choice of measurement protocol—that is, a choice of atom-field interaction times—the state of the cavity field can be collapsed onto a number state within fifteen measurements with a relatively high fidelity. We have demonstrated that the scheme can be used for both quantum state preparation and quantum state tomography.

In cases where the cavity linewidth is large, the lifetime of a photon in the cavity is shorter than the timescale of the measurements required for the Bayesian inference scheme. However, in this case, the cavity field relaxes to a steady state between measurements of the atomic inversion. In essence, the system is re-prepared after every single measurement, indicating that we can perform tomography on this steady state. A possible route to implementing tomography in the bad-cavity limit is outlined in reference [25], where measurements distributed in time are treated. This will be the subject of future work.
Chapter 8

Conclusion

In this thesis, we have examined a series of physical systems comprised of gases of ultracold atoms trapped in optical lattices, and we have proposed methods to probe these systems with light.

In the first part of this thesis, we examined the ground-state behavior of a gas of ultracold atoms trapped in a rotating optical lattice. By analogy with quasi-momentum in translationally invariant periodic systems, the notion of quasi-angular momentum was introduced to label the eigenstates of a Hamiltonian that has a discrete rotational symmetry. This symmetry language was translated into a many-body formalism where the creation and annihilation operators carried quasi-angular momentum. Systems comprised of strongly-interacting bosons and non-interacting fermions in two-dimensional lattices were investigated. It was shown that quasi-angular momentum is useful in analyzing the ground-state properties of quantum gases of bosons or fermions in rotating optical lattices. In particular, monitoring the quasi-angular momentum of the ground state as a function of rotation allowed us to identify transitions between different circulation values.

For the case of strongly-interacting bosons, the quasi-angular momentum $m$ cycles through the values $m = \text{mod}_N(nl)$, where $l = 0, 1, 2, \ldots$ and $n$ is the number of particles. For the case of fermions, $m$ cycles through the values $m = \text{mod}_N(nl)$, where $l = 0, 1, 2, \ldots$, for odd numbers of particles and $m = \text{mod}_N(n(l + 1/2))$, where
\[ l = 0, 1, 2, \ldots, \text{ for even numbers of particles. A system of non-interacting fermions is thereby distinguishable from a system of hard-core bosons. Similar behavior obtains for systems of fermions in two-dimensional square lattices.} \]

We also presented a possible avenue by which the quasi-angular momentum of a state can be experimentally determined. We identified characteristics in the momentum distribution distinguishing between different quasi-angular momentum states at low rotation speeds. For single-particle systems in two-dimensional square lattice geometries, such signatures include the existence of a peak at \( k = 0 \) only for the \( m = 0 \) state and peak-spacing differences between \( m = 2 \) and \( m = 1, 3 \) state.

In the second part of this thesis, we proposed a scheme for non-destructively probing the dynamics of atoms by coupling them to two counter-propagating modes of a ring cavity. This scheme satisfied three main goals. The probe was weak so that the atoms can be continuously monitored without affecting their dynamics. The cavity fields act simultaneously as both the external lattice potential and the weak probe for the atoms, requiring no external interrogation fields. The signal-to-noise ratio was large enough for feasible experimental detection. This method was applied to the measurement of the Bloch oscillations that non-interacting atoms in an optical lattice undergo when subjected to a constant, external force. These oscillations were reflected in the dynamics of the probe field, and balanced heterodyne detection of the probe field at the cavity output combined with integration in time and across the atomic cloud allowed for signal-to-noise ratios as high as \( 10^4 \).

We then relaxed the condition that the cavity fields act both as the probe field and the lattice field. We applied a variant of this measurement scheme to probe the dynamics of bosonic atoms confined in deep optical lattices and subjected to a constant, external force. Choosing an energy offset \( \Omega \) between adjacent lattice wells approximately equal to the interaction energy \( U \) in the Bose-Hubbard model, the Hilbert space could be reduced to include only so-called “dipole states.” These states are generated from the
unit-filled state by introducing defects that consist of a pair of adjacent sites in which one particle has been moved one site to the left. We derived an effective Hamiltonian in this low-energy subspace.

By exploiting approximate symmetries of the Hamiltonian, we further reduced the number of relevant states. The final numerical complexity of the problem scaled linearly with the number of lattice sites rather than exponentially. However, we showed that the dynamics of the atoms were described by this simple symmetric Hamiltonian only for short times, after which the population of these states decayed to zero. This suggested that the system could be described by a master equation.

We investigated how these dynamics would be reflected in the behavior of the modes of an optical ring-cavity coupled to the gas of atoms. We proposed the following experimental setup. One mode of the cavity is pumped, and the other mode is monitored as photons are scattered off of the atoms. The time-dependence of the probe field amplitude is given schematically by

$$\alpha \propto \sum_{\langle i,j \rangle} \langle \hat{b}_i \hat{b}_j \rangle e^{-ikjd},$$  \hspace{1cm} (8.1)

where $\hat{b}_j$ is the operator annihilating a particle on site $j$, and $d$ is the lattice spacing. The quantity on the right hand side is reminiscent of the structure factor of the atomic gas, and we can infer that the atomic motion can be measured and analyzed through the behavior of the light field.

The future direction of this work involves completely characterizing the dynamics of the atoms and the probe field coupled to these atoms. This relatively simple many-body system can then be used as a probe for more complicated many-particle systems. For instance, by characterizing how the dynamics change when long-range interactions between atoms are introduced, it may be possible to use this scheme to probe long-range correlations between atoms.

In the final part of this thesis, we reversed the paradigm of using light to study
atomic systems and instead proposed a quantum non-demolition measurement of the cavity photon number by entangling the field with two momentum states of long-lived atoms. By means of a sequence of $\pi/2$-pulses, the internal states of the atom are coupled to its external states. We measure the internal state of the atom at the end of the measurement sequence. By use of quantum Bayesian inference and a series of measurements, the state of the field collapses to a photon number state. This scheme can be used not only to prepare a number state of the cavity field, but it also allows us to perform state tomography to reconstruct an initial prepared state of the field.

We note finally that throughout this thesis, there was a strong hierarchy in the atom-field interaction. The experimental exploration of quasi-angular momentum in gases of atoms trapped in rotating lattices comes by way of time-of-flight measurements. In this case, the dynamics of the atoms is primary, and the light-field plays no part in the observables of interest. The use of cavity fields to probe the atomic systems in both chapters 5 and 6 again implies primacy of the atomic dynamics. We spent a lot of time determining exactly when the dynamics of the probe fields did not affect the atomic motion. Finally, in the Bayesian scheme for measuring the cavity photon number, the atomic motion affected the photon dynamics only weakly, whereas the dynamics of the atoms were very different for different photon numbers.

As evidenced by recent work where the atoms and light-field must be treated on an equal footing [7, 122], it will be interesting to move beyond these models where there is a natural hierarchy in the atom-field interaction. This will be the context of future work.
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Appendix A

Numerical Implementation

A.1 Lattices

The Hamiltonian for an atom trapped in a one-dimensional sinusoidal lattice is

\[ H(z) = -\frac{\hbar^2}{2m} \frac{d^2}{dz^2} + V_0 \cos^2(kz). \]  

(A.1)

Scaling energies by the recoil energy, \( E_R = \frac{\hbar^2 k^2}{2m} \), momenta by the lattice momentum, \( \hbar k \), and positions by the inverse lattice wave vector, \( 1/k = d/\pi \), this becomes

\[ H(z) = E_R \left( -\frac{d^2}{dz^2} + \frac{V_0}{2E_R} + \frac{V_0}{2E_R} \cos(2kz) \right). \]  

(A.2)

Defining,

\[ a = \frac{E}{E_R} - \frac{V_0}{2E_R}, \]
\[ t = \frac{V_0}{4E_R}, \]  

(A.3)

the time-dependent Schrödinger equation can be written as

\[ 0 = \frac{d^2}{dz^2} \varphi(z) + (a - 2t \cos(2z)) \varphi(z). \]  

(A.4)

This equation is known as Mathieu’s equation.

A.1.1 Mathieu functions

The solutions, \( \varphi \), can be written according to Bloch theory as

\[ \varphi_k(\phi) = e^{ik\phi} u_k(\phi) : u_k(\phi - \pi) = u_k(\phi), \]  

(A.5)
for special values of \(a\) that make \(\varphi_k(\phi)\) periodic with period \(\pi\). These are known as Mathieu characteristic values, \(a_k(t)\) and \(b_k(t)\), and they have the following important properties:

\[
\begin{align*}
  a_k(t) &= b_k(t) : k \notin \mathbb{Z}, \quad (A.6a) \\
  a_0(t) &< b_1(t) < a_1(t) < b_2(t) < a_2(t) < \cdots : t \neq 0, \quad (A.6b) \\
  a_{-k}(t) &= a_k(t), \quad (A.6c) \\
  b_{-k}(t) &= b_k(t). \quad (A.6d)
\end{align*}
\]

From now on, we will leave off the parameter \(t\) as it is fixed by the lattice depth. We may decompose \(\varphi_k(\phi)\) into parts,

\[
\begin{align*}
  C_k(\phi) &= \frac{\varphi_k(\phi) + \varphi_k(-\phi)}{2}, \quad (A.7) \\
  S_k(\phi) &= \frac{\varphi_k(\phi) - \varphi_k(-\phi)}{2i}, \quad (A.8)
\end{align*}
\]

which are respectively even and odd functions of \(\phi\). These two functions, known as the Mathieu cosine and sine functions, respectively, are also eigenstates of Mathieu’s equation with respective eigenvalues, \(a_k\) and \(b_k\). When \(k\) is not an integer, they are degenerate. If \(k = m\) is an integer, we note that

\[
\begin{align*}
  \lim_{k \to m^-} C_k(\phi) &= 0, \quad (A.9) \\
  \lim_{k \to m^+} S_k(\phi) &= 0, \quad (A.10)
\end{align*}
\]

so that \(C\) and \(S\) are exactly equal to the Bloch solutions in this case, corresponding to \(a_k\) and \(b_k\), respectively.

With these facts in hand, the Mathieu cosine and sine functions can be used to construct the Bloch solutions in a systematic way. It is clear from equation A.5 that the quasi-momenta, \(q\), are limited to the interval, \(-1 \leq q \leq 1\). Equations A.6c and A.6d
allow us to consider only \( k \geq 0 \). Excluding integer values for now, write \( k \) as

\[
k \to k_{n,q} = \begin{cases} 
  n + |q| & \text{if } n = \text{even} \\
  n + |q| - 1 & \text{if } n = \text{odd} 
\end{cases},
\]  

\( n \in \mathbb{Z}^+ \cup \{0\}, \) \quad \text{(A.11)}

\[
q \in (-1, 0) \cup (0, 1).
\]  

\( q \in (-1, 0) \cup (0, 1). \) \quad \text{(A.12)}

Defining

\[
C_q^{(n)}(\phi) = C_{k_{n,q}}(\phi), \quad \text{(A.14)}
\]

\[
S_q^{(n)}(\phi) = S_{k_{n,q}}(\phi), \quad \text{(A.15)}
\]

\[
u_q^{(n)}(\phi) = u_{k_{n,q}}(\phi) = u_{|q|}^{(n)}(\phi), \quad \text{(A.16)}
\]

and

\[
\varphi_q^{(n)}(\phi) = C_q^{(n)}(\phi) + i \text{Sign}(q) S_q^{(n)}(\phi)
\]

\[
= \frac{\varphi_{k_{n,q}}(\phi) + \varphi_{k_{n,q}}(-\phi)}{2} + i \text{Sign}(q) \frac{\varphi_{k_{n,q}}(\phi) - \varphi_{k_{n,q}}(-\phi)}{2}
\]

\[
= e^{ik_{n,q}\phi} \frac{u_{|q|}^{(n)}(\phi) + \text{Sign}(q) u_{|q|}^{(n)}(\phi)}{2} + e^{-ik_{n,q}\phi} \frac{u_{|q|}^{(n)}(-\phi) - \text{Sign}(q) u_{|q|}^{(n)}(-\phi)}{2}
\]

\[
= e^{\text{Sign}(q)ik_{n,q}\phi} u_{|q|}^{(n)}(\text{Sign}(q)\phi),
\]  

\( \varphi_q^{(n)}(\phi) = C_q^{(n)}(\phi) + i \text{Sign}(q) S_q^{(n)}(\phi) \) \quad \text{(A.17)}

we have that

\[
\varphi_q^{(n)}(\phi - \pi) = e^{-\text{Sign}(q)ik_{n,q}\phi - \pi} u_{|q|}^{(n)}(\text{Sign}(q)\phi - \pi)
\]

\[
= e^{-\text{Sign}(q)ik_{n,q}\pi} e^{\text{Sign}(q)ik_{n,q}\phi} u_{|q|}^{(n)}(\text{Sign}(q)\phi)
\]

\[
= e^{-\text{Sign}(q)ik_{n,q}\pi} \varphi_q^{(n)}(\phi).
\]  

\( \varphi_q^{(n)}(\phi - \pi) = e^{-\text{Sign}(q)ik_{n,q}\phi - \pi} u_{|q|}^{(n)}(\text{Sign}(q)\phi - \pi) \) \quad \text{(A.18)}

The exponential factor out front is

\[
e^{-\text{Sign}(q)ik_{n,q}\pi} = \begin{cases} 
  e^{-\text{Sign}(q)i(n+|q|)\pi} & \text{if } n = \text{even} \\
  e^{-\text{Sign}(q)i(n+|q|-1)\pi} & \text{if } n = \text{odd}
\end{cases} = e^{-i\eta\pi},
\]  

\( e^{-\text{Sign}(q)ik_{n,q}\pi} = \begin{cases} 
  e^{-\text{Sign}(q)i(n+|q|)\pi} & \text{if } n = \text{even} \\
  e^{-\text{Sign}(q)i(n+|q|-1)\pi} & \text{if } n = \text{odd}
\end{cases} = e^{-i\eta\pi}, \) \quad \text{(A.19)}

so that we can write

\[
\varphi_q^{(n)}(\phi - \pi) = e^{-i\eta\pi} \varphi_q^{(n)}(\phi).
\]  

\( \varphi_q^{(n)}(\phi - \pi) = e^{-i\eta\pi} \varphi_q^{(n)}(\phi) \) \quad \text{(A.20)}
For $k \in \mathbb{Z}$, we let

$$k \rightarrow k_{n,q} = \begin{cases} 
  n + |q| & \text{if } n = \text{even} \\
  n + |q| - 1 & \text{if } n = \text{odd}
\end{cases}, \quad (A.21)$$

$n \in \mathbb{Z}^+ \cup \{0\}$, \quad (A.22)

$q \in [-1, 1)$, \quad (A.23)

and define

$$C_0^{(2p+1)}(\phi) = \varphi_0^{(2p+1)}(\phi) = C_{2p}(\phi), \quad (A.24)$$

$$S_{-1}^{(2p+1)}(\phi) = \varphi_{-1}^{(2p+1)}(\phi) = S_{2p+1}(\phi), \quad (A.25)$$

$$S_0^{(2p)}(\phi) = \varphi_0^{(2p)}(\phi) = S_{2p}(\phi), \quad (A.26)$$

$$C_{-1}^{(2p)}(\phi) = \varphi_{-1}^{(2p)}(\phi) = C_{2p-1}(\phi), \quad (A.27)$$

which is consistent with the definition of $k_{n,q}$ except for $\varphi_{-1}^{(2p)}(\phi)$ which we must reserve as a special case. Implicitly, this assumes that

$$S_0^{(2p+1)}(\phi) = C_{-1}^{(2p+1)}(\phi) = C_0^{(2p)}(\phi) = S_{-1}^{(2p-1)}(\phi) = 0, \quad (A.28)$$

It is simple to show that these still satisfy

$$\varphi_q^{(n)}(\phi - \pi) = e^{-i q \pi} \varphi_q^{(n)}(\phi). \quad (A.29)$$

Thus, we can interpret $q$ as the quasi-momentum and $n$ as the band index of this state.

Finally, the eigenvalues are given by the expression

$$E = E_R \left( a + \frac{V_0}{2E_R} \right), \quad (A.30)$$
For $E_q^{(n)}$, we take

\[ E_q^{(n)} : a \to a_{k_n, q} : q \notin \mathbb{Z}, \]  
(A.31)

\[ E_0^{(2p)} : a \to b_{2p}, \]  
(A.32)

\[ E_{-1}^{(2p)} : a \to a_{2p-1}, \]  
(A.33)

\[ E_0^{(2p+1)} : a \to a_{2p}, \]  
(A.34)

\[ E_{-1}^{(2p+1)} : a \to b_{2p+1}. \]  
(A.35)

### A.1.2 Hamiltonian decomposition in momentum space

Instead of using the Mathieu sine and cosine functions – which are special functions implemented in, for instance, Mathematica – we can expand the Hamiltonian, equation A.1, in momentum eigenstates. Implementing periodic boundary conditions as an approximation, this generates a finite-dimensional matrix that can be numerically diagonalized to construct the Bloch eigenstates.

We choose a set of momentum eigenstates,

\[ \langle z | n, q \rangle = N e^{i(2kn + q)z}, \]  
(A.36)

\[ n \in \mathbb{Z}, \quad 0 \leq q \leq 2k, \]  
(A.37)

where $N$ is a normalization, and we have indexed the states to reflect the periodicity of the lattice. The matrix elements of the operators in the Hamiltonian are given by,

\[ \langle n', q' | \hat{D}_z | n, q \rangle = \delta_{nn'} \delta_{kk'} \frac{\hbar}{2m} (2kn + q), \]  
(A.39)

\[ \langle n', q' | \hat{D}_x^2 | n, q \rangle = \delta_{nn'} \delta_{qq'} \frac{(\hbar(2kn + q))^2}{2m}, \]  
(A.40)

\[ \langle n', q' | \cos(2kz) | n, q \rangle = \frac{V_0}{4} \delta_{qq'} (\delta_{nn' + 1} + \delta_{n,n' - 1}). \]  
(A.41)

Thus,

\[ \langle n'k' | \hat{H} | nk \rangle = \frac{(\hbar(2kn + q))^2}{2m} \delta_{kk'} \delta_{nn'} + \frac{V_0}{4} \delta_{kk'} (\delta_{n,n' + 1} + \delta_{n,n' - 1}). \]  
(A.42)
This matrix is block-diagonal in the quasi-momentum $q$. However, $n$ can be any integer, so this is still an infinite-dimensional matrix. To get around this, we note that the harmonic trapping term arising from the kinetic energy allows us to truncate the basis for low-energy states.

Finally, if we scale energies, momenta, and positions as we did in previous sections, and we apply periodic boundary conditions to get an $N$-site lattice, the matrix elements of the Hamiltonian become

$$
\langle n' m' | \hat{H} | n m \rangle = \left( \frac{2}{N} (Nn + m) \right)^2 \delta_{m m'} \delta_{n n'} + \frac{v_0}{4} \delta_{m m'} (\delta_{n, n'+1} + \delta_{n, n'-1}),
$$

where

$$m = \frac{Nq}{2\frac{k}{\pi}} = 0, \ldots, N - 1,$$

$$N = \frac{1}{\sqrt{N\pi}},$$

$$v_0 = \frac{V_0}{E_R}.$$

The eigenstates can be written as

$$\psi_{p,q}(z) = \langle z | \psi_{p,q} \rangle = \sum_{n \in \mathbb{Z}} \psi_{(p,q)}^{(p,q)}(z) | n, q \rangle = \sum_{n \in \mathbb{Z}} \psi_{(p,q)}^{(p,q)} N e^{i(2kn + q)z},$$

or

$$\psi_{p,m}(z) = \sum_{n=n_{\text{min}}}^{n_{\text{max}}} \psi_{n}^{(p,m)}(z) \frac{1}{\sqrt{N\pi}} e^{i2(Nn+m)z/N},$$

where $p$ is a band-index, and $\psi_{(p,m)}^{(p,m)}$ are the coefficients of the eigenvectors of the matrix defined by equation A.43.

### A.1.2.1 Bose-Hubbard parameters

We can compute Bose-Hubbard (BH) parameters as a function of lattice depth using the numerical solutions just derived. Since the definition of the Wannier functions used in the BH derivation depends on the relative phases between Bloch functions, we need to be careful about how the coefficients, $\psi_{n}^{(p,m)}$, are defined. Luckily, the matrix
defined by equation A.43 is real symmetric, which means the eigenvectors can be chosen to purely real. We then need only worry about an overall minus sign.

With that caveat in hand, we suppose that the coefficients are such that the functions

\[ w_j^{(p)}(z) = \frac{1}{\sqrt{N}} \sum_{m=0}^{N-1} e^{i2\pi mj/N} \psi_{p,m}(z) \]  

are the Wannier functions in band \( p \). Then, the hopping parameter is

\[ -J^{(p)} = \langle w_j^{(p)}|\hat{H}|w_{j+1}^{(p)} \rangle \]

\[ = \frac{1}{N} \sum_{m,m'=0}^{N-1} e^{i2\pi m(j+1)/N} e^{-i2\pi m'j/N} \langle \psi_{p,m'}|\hat{H}|\psi_{p,m} \rangle \]

\[ = \frac{1}{N} \sum_{m,m'=0}^{N-1} e^{i2\pi m(j+1)/N} e^{-i2\pi m'j/N} E_{p,m} \langle \psi_{p,m'}|\psi_{p,m} \rangle \]

\[ = \frac{1}{N} \sum_{m=0}^{N-1} e^{i2\pi m/N} E_{p,m}. \]  

Similarly, the on-site energy is

\[ \epsilon^{(p)} = \frac{1}{N} \sum_{m=0}^{N-1} E_{p,m}. \]  

The parameters used in chapter 6 for \( p = 1 \) and \( 2k_C = k(2N + l)/N \) are given by

\[ f_{j',j}^{(k)} = \langle w_{j'}^{(p)}|e^{i2(Nr+l)\hat{z}/N}|w_j^{(p)} \rangle \]

\[ = \frac{1}{N} \sum_{m,m'=0}^{N-1} e^{i2\pi (mj'-mj)/N} \langle \psi_{m'|}\epsilon^{i2(Nr+l)\hat{z}/N}\psi_m \rangle \]

\[ = \frac{1}{N} \sum_{m,m'=0}^{N-1} e^{i2\pi (mj'-mj)/N} \sum_{s,s'} \psi_{s'}^{(m')}\psi_{s}^{(m)} \langle s',m'|e^{i2(Nr+l)\hat{z}/N}|s,m \rangle \]

\[ = \frac{1}{N} \sum_{m=0}^{N-1} e^{i2\pi (mj-(m+l)j)/N} \sum_{s} \psi_{s+r}^{(m+l)*}\psi_s^{(m)}. \]  

\[ \text{A.1.3 Hard-core boson approximation} \]

Here we make explicit the two-state approximation from chapter 3. We write the states as

\[ |l; \{n_k\} \rangle = |\ldots, l + n_{k-1}, l + n_k, l + n_{k+1}, \ldots \rangle, \]
where \( n_j \in \{0, 1\} \) and stipulate the following conditions:

\[
\hat{a}_j |l; \{n_k : n_j = 0\}\rangle = 0,
\]

(A.56a)

\[
\hat{a}_j |l; \{n_k : n_j = 1\}\rangle = \sqrt{l+1} |l; \{n_k : n_j = 0\}\rangle,
\]

(A.56b)

\[
\hat{a}^\dagger_j |l; \{n_k : n_j = 1\}\rangle = 0,
\]

(A.56c)

\[
\hat{a}^\dagger_j |l; \{n_k : n_j = 0\}\rangle = \sqrt{l+1} |l; \{n_k : n_j = 1\}\rangle,
\]

(A.56d)

\[
\hat{a}^\dagger_j \hat{a}_j |l; \{n_k : n_j = 0\}\rangle = l |l; \{n_k : n_j = 0\}\rangle,
\]

(A.56e)

\[
\hat{a}^\dagger_j \hat{a}_j |l; \{n_k : n_j = 0\}\rangle = (l+1) |l; \{n_k : n_j = 0\}\rangle.
\]

(A.56f)

These conditions imply that the action of the hopping terms is given by

\[
\hat{a}^\dagger_j \hat{a}_{j\pm 1} |l; \{n_k : n_j = 0, n_{j\pm 1} = 1\}\rangle = (l+1) |l; \{n_k : n_j = 1, n_{j\pm 1} = 0\}\rangle,
\]

(A.57)

with all other terms such as \( \hat{a}^\dagger_j \hat{a}_{j\pm 1} |l; \{n_k : n_j = 0, n_{j\pm 1} = 0\}\rangle \) equal to zero.

We define new operators \( \hat{b}_j \) that are related to the old ones via

\[
\hat{b}_j = \frac{\hat{a}_j}{\sqrt{l+1}},
\]

(A.58)

\[
\hat{b}_j^\dagger \hat{b}_j = \hat{a}^\dagger_j \hat{a}_j - l.
\]

(A.59)

The relations above imply that the site-number and hopping operators are given by

\[
\hat{a}^\dagger_j \hat{a}_j = \hat{b}_j^\dagger \hat{b}_j + l,
\]

(A.60a)

\[
\hat{a}^\dagger_j \hat{a}_{j\pm 1} = (l+1) \hat{b}_j^\dagger \hat{b}_{j\pm 1},
\]

(A.60b)

and that these operators satisfy the relations,

\[
[\hat{b}_j, \hat{b}_j^\dagger]_+ = 1,
\]

(A.61a)

\[
[\hat{b}_j, \hat{b}_j]_- = 0,
\]

(A.61b)

\[
[\hat{b}_{i\neq j}, \hat{b}_j^\dagger]_- = 0.
\]

(A.61c)

The particles apparently have boson-like properties except for the fact that no more than one particle can occupy a single site, which is enforced by equation A.61a. Finally,
we use equation (A.61a) to re-write the interaction term as

\[
U \frac{N}{2} \sum_{j=1}^{N} \hat{a}_j^\dagger \hat{a}_j (\hat{a}_j^\dagger \hat{a}_j - 1) = U \frac{N}{2} \sum_{j=1}^{N} \left( \hat{b}_j^\dagger \hat{b}_j + l \right) \left( \hat{b}_j^\dagger \hat{b}_j + l - 1 \right) \\
= U \frac{N}{2} \sum_{j=1}^{N} \hat{b}_j^\dagger \left( 1 - \hat{b}_j^\dagger \hat{b}_j \right) \hat{b}_j \\
+ U \frac{N}{2} \sum_{j=1}^{N} \left( l \hat{b}_j^\dagger \hat{b}_j + (l - 1) \hat{b}_j^\dagger \hat{b}_j \right) + \frac{U}{2} \sum_{j=1}^{N} l(l - 1) \\
= U l \sum_{j=1}^{N} \hat{b}_j^\dagger \hat{b}_j + \frac{U}{2} N l(l - 1). \tag{A.62}
\]

A.1.4 Jordan-Wigner fermions

To do this we need the following properties. The operator \( \hat{b}_k^\dagger \hat{b}_k \) is either zero or one, so

\[
e^{i \pi \hat{b}_k^\dagger \hat{b}_k} = e^{-i \pi \hat{b}_k^\dagger \hat{b}_k} = \left( e^{i \pi \hat{b}_k^\dagger \hat{b}_k} \right)^\dagger. \tag{A.63}
\]

In addition, since the site-number operators commute, we can combine these exponentials as

\[
e^{i \pi \sum_{k<m} \hat{b}_k^\dagger \hat{b}_k} e^{i \pi \sum_{l<n} \hat{b}_l^\dagger \hat{b}_l} = e^{i \pi \sum_{k<m} \hat{b}_k^\dagger \hat{b}_k + i \pi \sum_{l<n} \hat{b}_l^\dagger \hat{b}_l}. \tag{A.64}
\]

Finally, since

\[
[\hat{b}_k \neq j, \hat{b}_j] = 0, \\
\hat{b}_j^2 = 0, \tag{A.65}
\]

\[
\hat{b}_j \hat{b}_j^\dagger \hat{b}_j = (1 - \hat{b}_j^\dagger \hat{b}_j) \hat{b}_j = \hat{b}_j, \tag{A.66}
\]

we have that

\[
e^{i \pi \hat{b}_j^\dagger \hat{b}_j} = \hat{b}_j \neq k e^{i \pi \hat{b}_k^\dagger \hat{b}_k}, \tag{A.67a}
\]

\[
e^{i \pi \hat{b}_j^\dagger \hat{b}_j} \hat{b}_j = \sum_{n=0}^{\infty} \frac{(i \pi)^n}{n!} \hat{b}_j^\dagger \hat{b}_j^n \hat{b}_j = \sum_{n=0}^{\infty} \frac{(i \pi)^n}{n!} \delta_{n,0} \left( \hat{b}_j^\dagger \hat{b}_j \right)^n \hat{b}_j = \hat{b}_j, \tag{A.67b}
\]

\[
\hat{b}_j e^{i \pi \hat{b}_j^\dagger \hat{b}_j} = \sum_{n=0}^{\infty} \frac{(i \pi)^n}{n!} \hat{b}_j \left( \hat{b}_j^\dagger \hat{b}_j \right)^n = \sum_{n=0}^{\infty} \frac{(i \pi)^n}{n!} \hat{b}_j = e^{i \pi} \hat{b}_j = -\hat{b}_j. \tag{A.67c}
\]
These three conditions imply the relations,

\[ [\hat{b}_j, e^{i\pi \hat{b}^\dagger_j \hat{b}_j}]_+ = 0, \quad (A.68) \]

\[ [\hat{b}_j, e^{i\pi \hat{b}^\dagger_j \hat{b}_j}]_- = 0. \quad (A.69) \]

With these relations in hand, we can show that the \( \hat{c}_j \) operators are fermionic.

First,

\[ [\hat{c}_j, \hat{c}_j^\dagger]_+ = [\hat{b}_j e^{i\pi \sum_{k<j} \hat{b}^\dagger_k \hat{b}_k}, e^{-i\pi \sum_{k<j} \hat{b}^\dagger_k \hat{b}_k} \hat{b}^\dagger_j]_+ \]

\[ = [\hat{b}_j, \hat{b}^\dagger_j]_+ e^{i\pi \sum_{k<j} \hat{b}^\dagger_k \hat{b}_k} e^{-i\pi \sum_{k<j} \hat{b}^\dagger_k \hat{b}_k} \]

\[ = [\hat{b}_j, \hat{b}^\dagger_j]_+ = 1. \quad (A.70) \]

Second,

\[ [\hat{c}_j < l, \hat{c}_l]_+ = [\hat{b}_j e^{i\pi \sum_{k<j} \hat{b}^\dagger_k \hat{b}_k}, e^{-i\pi \sum_{i<l} \hat{b}^\dagger_i \hat{b}_i \sum_j \hat{b}^\dagger_j \hat{b}_j} \hat{b}^\dagger_l]_+ \]

\[ = [\hat{b}_j, e^{-i\pi \hat{b}^\dagger_j \hat{b}_j}]_+ e^{-i\pi \sum_{n<j} \hat{b}^\dagger_n \hat{b}_n} e^{-i\pi \sum_{j<i<l} \hat{b}^\dagger_i \hat{b}_i \sum_k \hat{b}^\dagger_k \hat{b}_k} e^{i\pi \sum_{k<j} \hat{b}^\dagger_k \hat{b}_k} \]

\[ = 0. \quad (A.71) \]

The same computation goes through for \([\hat{c}_j < l, \hat{c}_l^\dagger]_+\), since owing to

\[ e^{i\pi \sum_{k<j} \hat{b}^\dagger_k \hat{b}_k} = e^{-i\pi \sum_{k<j} \hat{b}^\dagger_k \hat{b}_k}, \quad (A.72) \]

the only difference is the substitution \( \hat{b}_l \rightarrow \hat{b}^\dagger_l \). Finally,

\[ [\hat{c}_N, \hat{c}_1]_+ = [\hat{b}_N e^{i\pi \sum_{k=1}^{N-1} \hat{b}^\dagger_k \hat{b}_k}, \hat{b}^\dagger_1]_+ = \hat{b}_N e^{i\pi \sum_{k=1}^{N-1} \hat{b}^\dagger_k \hat{b}_k} e^{i\pi \sum_{k=1}^{N-1} \hat{b}^\dagger_k \hat{b}_k} \]

\[ = 0. \quad (A.73) \]

Summarizing, we have derived the anti-commutation relations,

\[ [\hat{c}_j, \hat{c}_j^\dagger]_+ = \delta_{ij}, \quad (A.74) \]

\[ [\hat{c}_j, \hat{c}_l]_+ = 0, \quad (A.75) \]
which implies that the \( \hat{c}' \)'s are fermionic operators.

Now, this transformation is only really useful if the resulting transformed Hamiltonian is quadratic in these operators, since in this case it is known that the excitations are then fermionic. We need to verify that the exponential factors cancel out. First, we note that the site-number operators are given by

\[
\hat{c}_j^\dagger \hat{c}_j = \hat{b}_j^\dagger e^{-i\pi \sum_{k<j} \hat{b}_k^\dagger \hat{b}_k} e^{i\pi \sum_{k<j} \hat{b}_k^\dagger \hat{b}_k} = \hat{b}_j^\dagger \hat{b}_j.
\]

This allows us to easily invert the JW transformation as

\[
\hat{b}_j = \hat{c}_j e^{i\pi \sum_{k<j} \hat{c}_k^\dagger \hat{c}_k}. \tag{A.77}
\]

Equation A.67 also holds for \( \hat{c}_j \).

The hopping terms become

\[
\hat{b}_j^\dagger \hat{b}_{j+1} = \hat{c}_j^\dagger e^{-i\pi \sum_{k<j} \hat{c}_k^\dagger \hat{c}_k} e^{i\pi \sum_{k<j+1} \hat{c}_k^\dagger \hat{c}_k} \hat{c}_{j+1} = \hat{c}_j^\dagger e^{i\pi \hat{c}_j^\dagger \hat{c}_j} \hat{c}_{j+1} = \hat{c}_j^\dagger \hat{c}_{j+1}, \tag{A.78}
\]

and

\[
\hat{b}_N^\dagger \hat{b}_1 = \hat{c}_N^\dagger e^{-i\pi \sum_{k=1}^{N-1} \hat{c}_k^\dagger \hat{c}_k} \hat{c}_1 = \hat{c}_N^\dagger e^{i\pi \hat{c}_N^\dagger \hat{c}_N} e^{-i\pi \hat{c}_N^\dagger \hat{c}_1} e^{-i\pi \sum_{k=2}^{N-1} \hat{c}_k^\dagger \hat{c}_k} \\
= \hat{c}_N^\dagger (-\hat{c}_1)e^{-i\pi \hat{N}} \\
= \hat{c}_N^\dagger \hat{c}_1 (-1)^{\hat{N}+1}, \tag{A.79}
\]

where

\[
\hat{N} = \sum_{k=1}^{N} \hat{b}_k^\dagger \hat{b}_k = \sum_{k=1}^{N} \hat{c}_k^\dagger \hat{c}_k
\]

is the total number of particles minus \( NL \). The Hamiltonian can then be written as

\[
\hat{H} = U \frac{1}{2} NL(l-1) + U l \sum_{j=1}^{N} \hat{c}_j^\dagger \hat{c}_j + \sum_{j=1}^{N} \epsilon(\omega) \hat{c}_j^\dagger \hat{c}_j \\
- t(l+1) \sum_{j=1}^{N-1} e^{-i\pi \omega N/4} \hat{c}_j^\dagger \hat{c}_{j+1} + \text{H.c.} \\
- t(l+1) e^{-i\pi \omega N/4} \hat{c}_N^\dagger \hat{c}_1 (-1)^{\hat{N}+1} + \text{H.c.} \tag{A.81}
\]
A.2 Tilted Lattice Problem

A.2.1 Dipole subspace Hamiltonian

We first prove by induction that the number of states in the $M$-dipole subspace for a $N$-site lattice is given by the expression,

$$n_M = \binom{N - M}{M}. \tag{A.82}$$

For $M = 0$, this formula yields 1: there is exactly one MI state. For $M = 1$, this formula yields $N - 1$, which is clearly the exact number of one-dipole states. We can count the number of $M = 2$ states by taking all of the $M = 1$ states and adding an extra dipole. To avoid double-counting, we only add dipoles to the left of the existing dipole in the one-dipole subspace. There are $N - 3$ two-dipole states that we can make from $|1; N - 1\rangle$ since by having a dipole between sites $N - 1$ and $N$, we have effectively removed 2 sites from the lattice. There are $N - 4$ two-dipole states that we can make from $|1; N - 2\rangle$, by the same argument. We can do the same thing until we reach the state $|1; 3\rangle$ which accommodates exactly one dipole to the left of site 3. Thus, the number of states is in the two-dipole subspace is

$$n_2 = \sum_{j=3}^{N-1} (N - j) = \sum_{n=1}^{N-3} n = \frac{1}{2} (N - 3)(N - 2) = \binom{N - 2}{2}. \tag{A.83}$$

In general, we consider the subspace spanned by the vectors,

$$|M + 1; k_{M+1}, k_M, \ldots, k_1\rangle = \frac{1}{\sqrt{2^M}} \prod_{i=1}^{M+1} \hat{b}_{k_i}^\dagger \hat{b}_{k_i+1}|\psi_{MI}\rangle : \quad k_i = 2i - 1, \ldots, k_i+1 - 2 \quad \text{for some} \quad 2 \leq M \leq \lfloor N/2 \rfloor. \tag{A.84}$$

for some $2 \leq M \leq \lfloor N/2 \rfloor$. We choose a specific $k_{M+1}$; this effectively reduces the lattice for the remaining dipoles to be of size $k_{M+1} - 1$, since we have a dipole between sites $k_{M+1}$ and $k_{M+1} + 1$. By inductive assumption, there are

$$n_{k_{M+1}} = \binom{k_{M+1} - 1 - M}{M} \tag{A.85}$$
ways of fitting \( M \) dipoles on a lattice of with \( k_{M+1} - 1 \) sites. Letting \( k_{M+1} \) vary between \( 2M + 1 \) and \( N - 1 \), we can count the total number of states as

\[
n_{M+1} = \sum_{k_{M+1}=2M+1}^{N-1} n_{k_{M+1}} = \sum_{k_{M+1}=2M+1}^{N-1} \left( \binom{k_{M+1} - 1 - M}{M} \right) = \sum_{k=0}^{N-2M-2} \binom{k + M}{M}.
\]

(A.86)

With repeated uses of the identity,

\[
\left( \begin{array}{c} x + y \\ x \end{array} \right) = \left( \begin{array}{c} x + y - 1 \\ x - 1 \end{array} \right) + \left( \begin{array}{c} x + y - 1 \\ x \end{array} \right),
\]

(A.87)

it is easy to show that

\[
\left( \begin{array}{c} N - (M + 1) \\ M + 1 \end{array} \right) = \sum_{k=0}^{N-2M-2} \binom{k + M}{M},
\]

(A.88)

and the inductive proof is finished.

This proof also gives us a way to enumerate the states in each dipole subspace. We label the state \(|M; k_M, \ldots, k_1\rangle\) as

\[
n_{k_M, \ldots, k_1} = 1 + \sum_{m=1}^{M} \binom{k_m - m}{m} ; \quad k_i = 2i - 1, \ldots, k_{i+1} - 2 \quad k_M = 2M - 1, \ldots, N - 1.
\]

(A.89)

This enumerates the states in order from 1 to \( \binom{N-M-1}{M} \). Finally, then, we can write down an effective Hamiltonian that includes only the dipole subspaces. The state \(|M + 1; k_{M+1}, \ldots, k_1\rangle\) is connected to the states \(|M; l_M, \ldots, l_1\rangle\) where we have simply removed one of the \( k_i \)'s. In terms of the indices, the state labeled by

\[
n_{k_{M+1}, \ldots, k_1} = 1 + \sum_{m=1}^{M+1} \binom{k_m - m}{m}
\]

(A.90)

in the \( (M + 1) \)-dipole subspace is connected to the states labeled by

\[
n_{k_{M+1}, \ldots, k_{n-1}, n-1, \ldots, k_1} = 1 + \sum_{m=1}^{n-1} \binom{k_m - m}{m} + 1 + \sum_{m=n}^{M} \binom{k_{m+1} - m}{m}
\]

(A.91)

in the \( M \)-dipole subspace. Since this connection implies a particle hopping onto an already occupied site, we get an extra factor of \( \sqrt{2} \) due to the bosonic nature of the particles.
A.2.2 Symmetric Hamiltonian

For the purposes of analyzing the dynamics and the detection scheme, we need to know how to numerically implement the quadratic operators, $\hat{b}^\dagger_j \hat{b}_j$ and $\hat{b}^\dagger_{j+1} \hat{b}_j$. We first note that

$$\hat{b}^\dagger_j \hat{b}_j \rightarrow \left\lfloor \frac{N}{2} \right\rfloor \sum_{M=0}^{[N/2]} |M\rangle \langle M| \hat{b}^\dagger_j \hat{b}_j |M\rangle \langle M|, \quad (A.92)$$

$$\hat{b}^\dagger_{j+1} \hat{b}_j \rightarrow \left\lfloor \frac{N}{2} \right\rfloor \sum_{M=1}^{[N/2]} |M-1\rangle \langle M-1| \hat{b}^\dagger_{j+1} \hat{b}_j |M\rangle \langle M| . \quad (A.93)$$

Investigating $\hat{b}^\dagger_{j+1} \hat{b}_j$ first, we can see that

$$\langle M-1| \hat{b}^\dagger_{j+1} \hat{b}_j |M\rangle = \frac{1}{\sqrt{n_M n_{M-1}}} \sum_{l_{M-1}, \ldots, l_1} \sum_{k_{M}, \ldots, k_1} \langle M-1; l_{M-1}, \ldots, l_1 | \hat{b}^\dagger_{j+1} \hat{b}_j |M; k_{M}, \ldots, k_1\rangle \times \langle M-1; l_{M-1}, \ldots, l_1 | \hat{b}^\dagger_{j+1} \hat{b}_j |M; k_{M}, \ldots, k_1\rangle . \quad (A.94)$$

The innermost matrix element is non-zero and equal to $\sqrt{2}$ exactly when $k_n = j$ for some $n$ and $\{l_{M-1}, \ldots, l_1\} = \{k_{M}, \ldots, k_1\} \setminus \{k_n\}$. Equivalently, we count the number of $M$-dipole states that have a dipole between sites $j$ and $j+1$. By removing this dipole, we generate all of the $(M-1)$-dipole states that are coupled to the $M$ subspace via $\hat{b}^\dagger_{j+1} \hat{b}_j$. The matrix element is then equal to

$$\langle M-1| \hat{b}^\dagger_{j+1} \hat{b}_j |M\rangle = \frac{2}{n_M n_{M-1}} \times (\# \text{ of } M\text{-dipole states with dipole at } j \text{ and } j+1) . \quad (A.95)$$

To compute this coupling, we fix $j$, $N$, and $M$, and count the total number of ways we can put $M-1$ dipoles in the remaining sites. There are $j-1$ sites to the left of $j$. There are $N-j-1$ sites to the right of site $j+1$. If we let $m$ be the number of dipoles to the left of site $j$ in a particular configuration, then there are $M-1-m$ dipoles to the right of site $j+1$. The total number of configurations is equal to the product of the number of ways we can fit $m$ dipoles in $j-1$ sites times the number of
ways we can fit $M - m - 1$ dipoles in $N - j - 1$ sites. This is

$$n_{m}^{(M;j)} = \binom{j - 1 - m}{m} \binom{N - j - 1 - (M - m - 1)}{M - m - 1}.$$  \hfill (A.96)

Summing over $m$ will give us the quantity we are seeking. The maximum number of dipoles that we can fit in $N - j - 1$ sites is $\lceil (N - j - 1)/2 \rceil$. Thus, the minimum number of dipoles we need to put to the left of site $j$ is $\max(0, M - 1 - \lfloor (N - j - 1)/2 \rfloor)$. This ensures that we do not attempt to cram too many dipoles to the right of site $j + 1$. Similarly, the maximum number of dipoles that we can fit in $j - 1$ sites is $\lfloor (j - 1)/2 \rfloor$. This cannot be bigger than $M - 1$; the largest $m$ can be is then $\min(M - 1, \lfloor (j - 1)/2 \rfloor)$. With all of this in hand, the total number of $M$-dipole states with a dipole between sites $j$ and $j + 1$ is

$$n_{j}^{(M)} = \sum_{m=\max(0,M-1-\lfloor (N-j-1)/2 \rfloor)}^{\min(M-1,\lfloor (j-1)/2 \rfloor)} \binom{j - 1 - m}{m} \binom{N - j - 1 - (M - m - 1)}{M - m - 1}.$$  \hfill (A.97)

Thus, in the restricted basis, we can write

$$\hat{b}^\dagger_{j+1} \hat{b}_j \rightarrow \sum_{M=1}^{\lfloor N/2 \rfloor} \sqrt{\frac{2}{n_{M-1}n_{M}}} n_{j}^{(M)} |M - 1\rangle \langle M|.$$  \hfill (A.98)

For the computation of $\hat{b}^\dagger_{j+1} \hat{b}_j$, we fix again fix $j$, $N$, and $M$. The total number of states with two particles at site $j$ is exactly $n_{j}^{(M)}$. The total number of states with zero particles at site $j$ is the same as the total number of states, $n_{j-1}^{(M)}$, with two particles at site $j - 1$. Here, $n_{N}^{(M)}$ and $n_{0}^{(M)}$ are understood to be zero. The total number of states with one particle at site $j$ is $n_{M} - n_{j}^{(M)} - n_{j-1}^{(M)}$. The average number of particles on site $j$ within the $M$-dipole subspace is then

$$\langle M | \hat{b}^\dagger_{j} \hat{b}_j | M\rangle = \frac{(1)(n_{M} - n_{j}^{(M)} - n_{j-1}^{(M)}) + (2)(n_{j}^{(M)}) + (0)(n_{j-1}^{(M)})}{n_{M}}$$

$$= \frac{n_{M} + n_{j}^{(M)} - n_{j-1}^{(M)}}{n_{M}}.$$  \hfill (A.99)
Appendix B

Atoms Interacting with Quantized Fields

The description of atoms interacting with quantized light-fields relies heavily on the material in references [30, 63, 71, 77, 88].

For simplicity, we here consider the interaction of a hydrogen atom with an external electromagnetic field. The generalization to other one-electron atoms is straightforward since the energy levels can be treated via quantum-defect theory, and the sizes of the atoms are all much smaller than the wavelength of optical light. The Hamiltonian for a hydrogen atom interacting with an electromagnetic field is given by the minimal substitution, taking the form,

\[
H (r_e, r_p, p_e, p_p) = \frac{1}{2m_p} (p_p - eA(r_p))^2 + \frac{1}{2m_e} (p_e + eA(r_e))^2 + V(|r_e - r_p|) + H_{EM},
\]

(B.1)

where the first two terms are the Hamiltonians for the nucleus and the electron, respectively, \( V \) is the Coulomb interaction between electron and nucleus, and \( H_{EM} \) is the Hamiltonian of the free electromagnetic field. We work in the Coulomb gauge, where

\[
\nabla_x \cdot A(x) \psi(x) = A(x) \cdot \nabla_x \psi(x) - [\nabla_x \cdot A(x)] \psi(x) = A(x) \cdot \nabla_x \psi(x),
\]

(B.2)

and we move to center-of-mass coordinates,

\[
R = \frac{m_p r_p + m_e r_e}{m_p + m_e},
\]

(B.3)

\[
r = r_e - r_p.
\]

(B.4)
In this case, the Hamiltonian becomes

\[ H(R, r) = -\frac{\hbar^2}{2M} \nabla_R^2 - \frac{\hbar^2}{2\mu} \nabla_r^2 + V(r) + H_{\text{EM}} \]
\[ \quad - \frac{\hbar}{i} e \frac{A(R - \frac{m_p}{\mu} r)}{m_p} \cdot \left( \frac{m_e}{\mu} \nabla_R - \nabla_r \right) \]
\[ \quad + \frac{\hbar}{i} e \frac{A(R + \frac{m_e}{\mu} r)}{m_e} \cdot \left( \frac{m_p}{\mu} \nabla_R + \nabla_r \right) \]
\[ \quad + \frac{e^2}{2m_p} A^2 \left( R - \frac{m_p}{\mu} r \right) + \frac{e^2}{2m_e} A^2 \left( R + \frac{m_e}{\mu} r \right). \] \tag{B.5}

where

\[ \mu = \frac{m_pm_e}{m_p + m_e}, \] \tag{B.6}
\[ M = m_p + m_e, \] \tag{B.7}

are respectively the reduced mass and the total mass of the atom.

Wavelengths of optical fields are typically on the order of hundreds of nanometers, roughly one hundred times the size of the atom. The electric fields do not appreciably vary in the region over which the wave-function of the atom is non-zero. We can then make the dipole approximation, which at this point amounts to making the replacement,

\[ A \left( R - \frac{m_p}{\mu} r \right), A \left( R + \frac{m_e}{\mu} r \right) \rightarrow A(R). \] \tag{B.8}

The Hamiltonian becomes

\[ H(R, r) = H_{\text{COM}}(R) + \hat{H}_A + H_{\text{int}}(r) + H_2 + H_{\text{EM}} \]
\[ \quad = -\frac{\hbar^2}{2M} \nabla_R^2 - \frac{\hbar^2}{2m} \nabla_r^2 + V(r) + \frac{\hbar}{i} e \frac{A(R)}{\mu} \cdot \nabla_r + \frac{e^2}{2\mu} A^2(R) + H_{\text{EM}}. \] \tag{B.9}

For many atoms interacting with the electromagnetic field, we define field operators \( \hat{\Phi}(R, r) \) – which may be bosonic or fermionic – and write the Hamiltonian as

\[ \hat{H} = \int d^3R \int d^3r \hat{\Phi}^\dagger (R, r) H(R, r) \hat{\Phi}(R, r). \] \tag{B.10}

The field operator can be expanded in single-particle eigenfunctions as

\[ \hat{\Phi}(R, r) = \sum_{m,n} \hat{c}_{mn} \psi_n(R) \varphi_m(r), \]
where \( \{ \psi_n (R) \} \) and \( \{ \varphi_m (r) \} \) are respectively diagonalize \( H_{\text{COM}} \) and \( H_{\text{int}} \).

Defining
\[
\hat{\Psi}_m (R) = \sum_n \hat{c}_{mn} \psi_n^R (R),
\]
the various pieces of the Hamiltonian can be written as
\[
\hat{H}_A = -\frac{\hbar^2}{2M} \sum_m \int d^3 R \hat{\Psi}_m^\dagger (R) \nabla^2_R \hat{\Psi}_m (R) + \sum_m E_m \int d^3 R \hat{\Psi}_m^\dagger (R) \hat{\Psi}_m (R),
\]
\[
\hat{H}_{\text{int}} = \sum_{m,m'} \int d^3 R \hat{\Psi}_{m'}^\dagger (R) A (R) \hat{\Psi}_m (R) \cdot \left( \frac{e}{\mu} \int \varphi_{m'}^* (r) p_r \varphi_m (r) d^3 r \right),
\]
\[
H_2 = \frac{e^2}{2\mu} \sum_m \int d^3 R \hat{\Psi}_m^\dagger (R) A^2 (R) \hat{\Psi}_m (R),
\]
where \( E_m \) is the energy eigenvalue corresponding to the internal-state wave function, \( \langle r | m \rangle = \varphi_m (r) \).

**B.1 Hamiltonian of the free electromagnetic field**

We expand the vector potential, \( A \), in normal modes as
\[
A (x,t) = \sum_{k,\lambda} \sqrt{\frac{\hbar}{2\omega_k e_0}} \left( a_{k,\lambda} \hat{e}_{k,\lambda} u_k (x) e^{-i\omega_k t} + a_{k,\lambda}^* \hat{e}_{k,\lambda}^* u_k^* (x) e^{i\omega_k t} \right),
\]
\[
\omega_k = c |k| = ck,
\]
\[
\hat{k} \times \hat{e}_{k,1} = \hat{e}_{k,2}, \quad \hat{k} \times \hat{e}_{k,2} = -\hat{e}_{k,1}, \quad \hat{e}_{k,1} \times \hat{e}_{k,2} = \hat{k},
\]
where
\[
\omega_k = c |k| = ck,
\]
\( \lambda \) indexes two polarization vectors perpendicular to \( k \), and \( u_k (x) \) is a complete, orthonormal set of normal modes of the electromagnetic field, satisfying proper boundary conditions and the Helmholtz equation,
\[
(\nabla^2 + k^2) A (x,t) = 0.
\]
We promote the expansion coefficients to operators satisfying bosonic commutation relations,

\[
\begin{align*}
[\hat{a}_{k',\lambda'}, \hat{a}_k^\dagger] &= \delta_{k,k'} \delta_{\lambda,\lambda'}, \\
[\hat{a}_{k',\lambda'}, \hat{a}_{k,\lambda}] &= 0,
\end{align*}
\]

in which case the free Hamiltonian,

\[
E_{\text{EM}} = \frac{1}{2} \int d^3 x \left( \epsilon_0 |E|^2 + \frac{1}{\mu_0} |B|^2 \right),
\]

(B.18)
can be written as

\[
\hat{H}_{\text{EM}} = \sum_{k,\lambda} \hbar \omega_k \left( \hat{a}_k^\dagger \hat{a}_k + \frac{1}{2} \right).
\]

(B.19)

The equation of motion for the annihilation operator is

\[
\frac{i\hbar}{dt} \frac{d\hat{a}_{k,\lambda}}{dt} = [\hat{a}_{k,\lambda}, \hat{H}_{\text{EM}}] = \hbar \omega_k \hat{a}_{k,\lambda},
\]

(B.20)

which implies that

\[
\hat{a}_{k,\lambda}(t) = \hat{a}_{k,\lambda}(0) e^{-i\omega_k t}.
\]

(B.21)

The electric field operator is

\[
E(x,t) = \sum_{k,\lambda} i \sqrt{\frac{\hbar \omega_k}{2\epsilon_0}} \hat{a}_{k,\lambda} \hat{\epsilon}_{k,\lambda}(x) e^{-i\omega_k t} + \text{h.c.}
\]

Equation B.21 tells us that this operator is written in the Heisenberg picture. The Schrödinger picture operator is then given by

\[
E(x) = \sum_{k,\lambda} i \sqrt{\frac{\hbar \omega_k}{2\epsilon_0}} \hat{a}_{k,\lambda} \hat{\epsilon}_{k,\lambda}(x) + \text{h.c.}
\]

(B.22)

We may make the identification,

\[
\hat{E}_{k,\lambda}^{(+)} = \hat{E}_{k,\lambda}^{(+)} \hat{\epsilon}_{k,\lambda} = i \sqrt{\frac{\hbar \omega_k}{2\epsilon_0}} \hat{a}_{k,\lambda} \hat{\epsilon}_{k,\lambda},
\]

(B.23)

where \(\hat{E}_{k,\lambda}^{(+)}\) is the complex amplitude associated with the positive frequency part of mode \((k,\lambda)\). The amplitudes of the electric field an vector potential can be related via

\[
\hat{A}_{k,\lambda}^{(+)} = \sqrt{\frac{\hbar}{2\epsilon_0 \omega_k}} \hat{a}_{k,\lambda} \hat{\epsilon}_{k,\lambda} = \frac{1}{i \omega_k} \hat{E}_{k,\lambda}^{(+)}.
\]

(B.24)
B.2 Optical dipole potential

We can simplify equation (B.12b) considerably in the optical regime by way of the rotating wave approximation. In order to make our way towards implementation of this approximation, we first justify making the (approximate) identification,  \( \hat{H}_{\text{int}} = -d \cdot E \), where \( d \) is the dipole moment of the atoms. The matrix element \( \frac{\mu}{\hbar} \langle m' | p_r | m \rangle \) can be re-written by way of the equation,

\[
    i \hbar \frac{dr}{dt} = [r, H_{\text{int}}(r)] = i \hbar \frac{\mu}{\mu} p_r,
\]

as

\[
    \frac{\mu}{\mu} \langle m' | p_r | m \rangle = -i \omega_{mm'} \langle m' | r \rangle \langle r | m \rangle.
\]

The interaction Hamiltonian can then be written as

\[
    \hat{H}_{\text{int}} = - \sum_{m, m'} \int d^3R \hat{\Psi}_{m'}^\dagger (R) \sum_{k, \lambda} \frac{\omega_{mm'}}{\omega_k} \langle m' | r \cdot \hat{e}_{k, \lambda} | m \rangle \hat{E}_{k, \lambda}^{(+)} (R) \hat{\Psi}_m (R) + \text{H.c.}
\]

Up to the factor of \( \frac{\omega_{mm'}}{\omega_k} \), this is exactly \( -d \cdot E \).

We now suppose that we are dealing with field modes that are nearly resonant with the atomic transition; we will make the term “nearly resonant” more precise below. In addition, the matrix element \( \langle m' | r \cdot \hat{e}_{k, \lambda} | m \rangle \) is zero if \( m' = m \) since the eigenstates of \( H_A (r) \) can be chosen to be angular momentum eigenstates, in which case \( r \) does not connect states of the same total angular momentum. Focusing on only two states with \( \omega_{m'} > \omega_m \) for the moment, we move into an interaction picture where the free time-dependence of the internal state and the electromagnetic field are made explicit. In this case,

\[
    \hat{H}_{\text{int}} = - \int d^3R \hat{\Psi}_{m'}^\dagger (R) e^{\frac{\omega_{mm'}}{\omega_k} \langle m' | r \cdot \hat{e}_{k, \lambda} | m \rangle} \hat{E}_{k, \lambda}^{(+)} (R) \hat{\Psi}_m (R) e^{-i(\omega_k - (\omega_{m'} - \omega_m))t} + (m \leftrightarrow m') + \text{H.c.}
\]
If we enforce the condition,
\[ |\Omega_{k,\lambda}(m',m)| \ll |\omega_k + (\omega_{m'} - \omega_m)|, \]  \hspace{1cm} (B.29)
\[ \frac{\hbar}{2} \Omega_{k,\lambda}(m',m) = -ie\frac{\omega_m - \omega_{m'}}{\omega_k} \sqrt{\frac{\hbar \omega_k}{2\epsilon_0}} \langle m' | r \cdot \hat{e}_{k,\lambda} | m \rangle, \]  \hspace{1cm} (B.30)
which is what we mean by nearly resonant and is not very difficult to satisfy for optical frequencies, then we can neglect terms involving \( e^{\pm i(\omega_k + (\omega_{m'} - \omega_m))t} \), since they average to zero due to rapid oscillations. The interaction Hamiltonian can be then written as
\[ \hat{H}_{\text{int}} = \sum_{m'} \sum_{m(\omega_m < \omega_{m'})} \sum_{k,\lambda} \frac{\hbar}{2} \Omega_{k,\lambda}(m',m) \hat{a}_{k,\lambda} e^{i\delta_k^{(m',m)} t} \int d^3R \hat{\Psi}^\dagger_{m'}(R) u_k(R) \hat{\Psi}_m(R) + H.c. \]  \hspace{1cm} (B.31)
where
\[ \delta_k^{(m',m)} = \omega_{m'} - \omega_m - \omega_k. \]  \hspace{1cm} (B.32)

It is important to keep in mind that although equation (B.31) seems to have a sum over all internal states of the atom and all modes of the field, this can obviously not be case. Not only does the condition in equation (B.29) break down for different transitions but the same field mode, but the dipole approximation can also break down if the field frequencies get too high. In this thesis, we consider coherent dynamics only when we have two level atoms and at most two modes of the electromagnetic field. Coupling of atoms to a continuum of free-space modes will be treated through a master equation describing spontaneous emission.

### B.3 Adiabatic elimination of high-lying excited states

There is one final simplification we will make for the atom-field interaction. In the case where the field is far enough detuned from the atomic transition while still satisfying equation (B.29), high-lying excited state can be adiabatically slaved to the lower-lying states. This gives rise to an effective position-dependent Stark shift. Not only does this decouple the internal states of the atom, but it also gives rise to an external sinusoidal potential for the atoms.
In the following, we consider only two atomic states, a ground state and an excited state, and we consider at most only two electromagnetic field modes with the same frequency. We have in mind one of two situations. First, the atoms interact with a single standing-wave mode that is pumped by a laser, and the rest of the modes are treated via a master equation. Second, the atoms interact with two counter-propagating modes of an optical cavity – where the mode are isolated from each other in frequency. In either case, we can make the temporary replacement,

\[ \Omega^{(e,g)}_{k,\lambda} \rightarrow \Omega; \quad \delta^{(eg)}_{k} = \delta. \]  

Finally, we assume that the fields are “far-enough” detuned from the atomic transition. We will make more precise what this means below.

The equation of motion for the high-lying, excited-state field operator is

\[ i\hbar \frac{d\hat{\Psi}_e}{dt} = \sum_{k,\lambda} \frac{\hbar \Omega}{2} e^{i\delta t} u_k \hat{a}_{k,\lambda} \hat{\Psi}_g. \]  

We formally integrate this equation for a time \( \tau \ll 1/\delta \), resulting in

\[ \hat{\Psi}_e (\tau + t_0) = \int_{t_0}^{\tau+t_0} dt' \sum_{k,\lambda} \frac{-i\Omega}{2} e^{i\delta t'} u_k \hat{a}_{k,\lambda} \hat{\Psi}_g (t') \]

\[ \approx \sum_{k,\lambda} \frac{-i\Omega}{2} u_k \hat{a}_{k,\lambda} \hat{\Psi}_g (\tau + t_0) \int_{t_0}^{\tau+t_0} dt' e^{i\delta t'} \]

\[ = \sum_{k',\lambda'} \frac{-\Omega}{2\delta} u_{k'} \hat{a}_{k',\lambda'} \hat{\Psi}_g (\tau + t_0) \left( e^{i\delta (\tau+t_0)} - e^{i\delta t_0} \right). \]  

The approximation holds when, schematically,

\[ |\delta| \gg |\Omega|, \]  

since in this case the time-evolution of \( \hat{\Psi}_g (t) \) is slow compared to \( e^{i\delta t} \).

Taking \( t = \tau + t_0 \) and plugging this back into the interaction Hamiltonian, we
have

\[ \hat{H}_{\text{int}} = \sum_{k,\lambda} \frac{\hbar}{2} \Omega \int d^3 R \left( \sum_{k',\lambda'} \frac{-\Omega}{2\delta} u_{k'} \hat{a}_{k',\lambda'} \hat{\Psi}_g \left( e^{i\delta t} - e^{-i\delta t} \right) \right)^\dagger u_k \hat{a}_{k,\lambda} e^{i\delta t} \hat{\Psi}_g + H.c. \]

\[ = \sum_{k,\lambda,k',\lambda'} \frac{-\hbar \Omega^*}{4\delta} \hat{a}_{k',\lambda'}^\dagger \hat{a}_{k,\lambda} \int d^3 R \hat{\Psi}_g^\dagger (R) u_{k'}^* (R) u_k (R) \hat{\Psi}_g (R) + H.c. \]

\[ + \Omega e^{i\delta t} O \left( \frac{\Omega}{\delta} \right) + H.c. \]  

(B.37)

We drop the last terms by appealing to an iteration of this previous argument, which implies that

\[ \Omega e^{i\delta t} O \left( \frac{\Omega}{\delta} \right) = \Omega O \left( \frac{\Omega}{\delta} \right)^2 . \]  

(B.38)

By imposing the condition \(|\delta| \gg |\Omega|\), we can drop this term. This is in fact the precise characterization of “far-enough” detuned. Now, this process can be repeated for any of the excited states that the state \(|g\rangle\) is connected to. We then sum over all of these states to get an effective coupling,

\[ g_{k,k',\lambda,\lambda'}^{(g)} = \sum_{\sigma} \Omega_{k',\lambda,\lambda'}^{(\sigma g)} \Omega_{k,\lambda}^{(\sigma g)} \frac{2\delta_{k}^{(\sigma g)}}{2\delta_{k}^{(\sigma g)}} . \]  

(B.39)

In addition, this same process can be performed for the excited state in a two-level atom. In this case, we have

\[ \hat{H}_{\text{int}} = \sum_{m \in \{e,g\}} \sum_{k,\lambda, k',\lambda'} \hbar g_{k,k',\lambda,\lambda'}^{(m)} \hat{a}_{k',\lambda'}^\dagger \hat{a}_{k,\lambda} \int d^3 R \hat{\Psi}_m^\dagger (R) u_{k'}^* (R) u_k (R) \hat{\Psi}_m (R) . \]  

(B.40)

Finally, we consider our two special cases. For the two-level atom interacting with the single-mode field, this becomes

\[ \hat{H}_{\text{int}} = \hat{a}_{k,\lambda}^\dagger \hat{a}_{k,\lambda} \sum_{m \in \{e,g\}} \hbar g_{k,\lambda}^{(m)} \int d^3 R \hat{\Psi}_m^\dagger (R) |u_k (R)|^2 \hat{\Psi}_m (R) . \]  

(B.41)

For the case of atoms interacting with two counter-propagating, running-wave modes of an optical cavity, we have, assuming the same polarization,

\[ \hat{H}_{\text{int}} = \sum_{m \in \{e,g\}} \sum_{k, k'} \hbar g_{k, k'}^{(m)} \int d^3 R \hat{\Psi}_m^\dagger (R) \]

\[ \times \left( \hat{a}_{k'}^\dagger \hat{a}_{k'} + \hat{a}_{k}^\dagger \hat{a}_{k} + e^{-i2k \cdot R} \hat{a}_{k}^\dagger \hat{a}_{-k} + e^{i2k \cdot R} \hat{a}_{k'}^\dagger \hat{a}_{-k'} \right) \hat{\Psi}_m (R) . \]  

(B.42)