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Abstract

Since the advent of single molecule spectroscopy in 1989, advances in the field have revealed a wealth of information on dynamics and sample heterogeneity unobtainable by traditional ensemble studies. Microscopy experiments are a common technique to characterize and probe single molecule dynamics, due to the combination of the diffraction limited spatial resolution and the availability of sensitive single photon/electron detectors. Additionally, high excitation power densities can be achieved by the use of large numerical aperture objectives with moderately intense light sources. Fluorescence intermittency, or blinking, is a unique property found in the emission of single molecules. A series of experiments are undertaken to elucidate contributions to the blinking dynamics in nanocrystal semiconductors, or quantum dots (QDs). Investigations of the transitions from “on” to “off” (and vice versa) in the absence of laser illumination allow for the determination of the roles of light versus non-light induced processes for single blinking QDs. Small molecules are found to influence QD blinking by altering the surface trap state distribution due to changes in the electrochemical potential of the solution. However, fluorescence detection is only one implementation to investigate single molecule systems by microscopy. Nanoscale metal materials possess many interesting electronic and optical properties that enable single molecule or particle detection. Silver and gold metal nanoparticles are of particular interest due to their surface plasmon resonances (SPRs), a
collective electron oscillation excited in the near ultraviolet and visible range. As a result of the coherent electron oscillations on the surface of the particle, large electric fields are generated in the vicinity of the nanostructure. This local enhancement of the electric field enables molecular detection in the vicinity of particles by surface-enhanced Raman scattering (SERS). One difficulty with conventional systems used to study SERS is the large enhancement variability observed between nanoparticles on the same substrate, where typically only 1 in 100-1000 are found to have the necessary enhancement factors. Photogeneration of Ag nanoparticles within a thin silver perchlorate/polystyrene polymer film form reproducible SERS active nanoparticles that can be monitored and characterized by Raman microscopy. Insight into the growth mechanism of the nanoparticles is provided by analysis of the time dependent data with an Avrami kinetic phase transformation model. The environment in which the nanoparticles are generated is found to influence both the photogeneration kinetics and the nanoparticles SERS activity. Information on the size and morphology of the nanoparticles provided by AFM and dark field scattering measurements allowing for correlation of photophysical properties with nanoparticle shape. Lastly, the electric field enhancements, exploited by SERS in the Ag nanoparticle system, are investigated for Au single nanoparticles by multi-photon photoemission (MPPE). The construction of a Scanning Photoionization Microscope (SPIM) combines the spatial resolution of an optical microscope with the sensitivity for electron detection arising from photoionization of metal nanostructures by femtosecond laser pulses. Investigations into thin metal films determine the viability of the technique to probe multi-photon photoemission. Examinations of various nanostructures provide insight into the role of the plasmon in the photoemission process. The magnitude of the enhancement field is intimately related to the
photoelectron yield, such that simulations of near-field effects are able to explain wavelength and polarization dependence for photoemission from metal nanostructures.
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Chapter 1

Introduction

Experiments in chemistry and physics are often restricted to ensemble studies of molecules due to detection sensitivity or other experimental concerns. The consequence of this limitation is that many experiments are able to determine average properties well, but are unable to detect dynamics or heterogeneity within the sample. In 1989, the first experiments were reported for absorption spectroscopy of single pentacene molecules by Moerner and Kador at liquid helium temperatures.\(^1\) The following year, Orrit and Bernard reported the detection of fluorescence from individual pentacene molecules,\(^2\) which lead to new insights into previously unobservable dynamics.\(^3\) Single molecule experiments have expanded since these early studies to include a variety of novel fluorescence methods\(^4-9\) and force spectroscopies.\(^10\) The ability to monitor only one molecule at a time has exposed the presence of sub-populations in biomolecular systems previously masked in the ensemble.\(^11,12\) Tracking the motion of individual molecules has also allowed the determination of precise step sizes for molecular motors.\(^13\) These are just a few examples showing the unique information obtained from single molecule studies.

Confocal microscopy is a subset of fluorescence microscopy and a common technique to characterize and probe single molecule dynamics by laser excitation in the visible. The diffraction limited spatial resolution \(d = \frac{1.22 \lambda}{2NA}\) restricts the excitation volume, while the confocal pinhole further confines the detection volume in the z-direction to a few microns.\(^14\) If the molecules are in sufficiently low concentration to be well separated from each other, it is possible to excite only an individual molecule. When combined with sensitive detectors, such as
avalanche photodiodes (APDs) in the visible, the routine detection of individual molecules is achieved. Another benefit of confocal microscopy is the ability to use relatively inexpensive low power lasers, yet still achieve high power densities, due to focusing with large numerical aperture objectives. Confocal microscopy can be adapted to investigate a broad range of systems by varying the excitation or detection method. Three different experimental approaches are presented here: i) fluorescence blinking of quantum dots, ii) surface enhanced Raman scattering from silver nanoparticles, and iii) multiphoton photoemission microscopy of nanostructured materials.

1.1 Quantum Dot Fluorescence Intermittency

The first section of this thesis investigates the phenomenon of intermittency, or blinking, found in the fluorescence emission of single molecules. The intensity from a single emitter is subject to abrupt fluctuations between states of high (“on”) and low (“off”) quantum yield for emission, despite the molecular system being subjected to continuous illumination. Initial predictions of such blinking behavior were confirmed in single molecule laser induced fluorescence studies, which were interpreted based on photoinduced conversion between singlet and triplet manifolds. In particular, these systems yield cleanly single exponential behavior in the distributions of times in the “off” manifold, corresponding to combined kinetic relaxation of the metastable triplet though either radiative (phosphorescence) or nonradiative (quenching) channels.

However, other systems revealed intermittency over time scales longer than could be accounted for by phosphorescent pathways. These systems required a more profound change in the molecular system to accompany both the blinking and recovery. Since these early studies, “blinking” has proven to be a remarkably ubiquitous phenomenon observed in a wide array of
single molecule microscopy studies, though the fundamental origins of this process still remain incompletely understood. Unfortunately, detailed kinetic investigations of such blinking dynamics over sufficiently wide ranges of time scales are seriously limited by the finite number of photon absorption events that are obtained prior to irreversible photobleaching of the molecular system.

A major experimental advance in achieving this understanding was therefore afforded through pioneering studies of semiconductor colloidal quantum dots (QD) by Bawendi and coworkers, which revealed one of the earliest examples of pronounced blinking dynamics at the single nanoparticle level. QDs allow for a particularly interesting experimental platform, by virtue of their large absorption cross section and greater long term photostability. These experimental improvements in both signal and photolongevity enabled Kuno et al. to probe single QD blinking dynamics over an unprecedented range of time scales, from 100s of sec down to 100s of μs. Of special interest, these studies revealed highly non-exponential blinking time distributions, but which proved to be remarkably well characterized by a power law, i.e., $P(t) \propto (1/t)^m$, over 8-9 orders of magnitude in probability and 5-6 orders of magnitude in time. Such strikingly non-exponential behavior invalidated the simple picture of individual rate constants for blinking and recovery, and instead required more complex models based on “distributed kinetics” which access a wide dynamic range of rate processes.

One widely held interpretation of this phenomenon has been that the switching from “on” to “off” is a result of a photoassisted charge ejection process (either hole or electron) that leaves the core of the QD charged, thereby allowing fast and efficient non-radiative recombination rates to dominate. Reneutralization of the core then returns the QD to its normal fluorescent state. With this model in mind, many experiments were designed to elucidate the origin of these
broadly distributed power law time scales. For example, the composition, size and shape of the QD have all been varied in an attempt to alter the charge ejection process and better understand the mechanism of the blinking.

In this thesis, a series of experiments are undertaken to further elucidate the dynamics of QD blinking. Previous studies of QD blinking have been performed in the presence of constant illumination of the sample, either with cw lasers or high repetition rate pulsed lasers. While this allows for the constant interrogation of the QD state, it does not permit the observation of pure non-photoactivated kinetics for blinking or blinking recovery. Investigations here of the transitions from “on” to “off” (and vice versa) in the absence of laser illumination allow for the determination of the role of light versus non-light induced processes for single blinking QDs. Several small molecules have been found to suppress QD blinking in aqueous solution or in thin films. Two distinct models are set forth to elucidate the mechanism by which small molecules influence QD blinking. In the first, the molecule acts as a Lewis base and fills surface trap states by forming an adduct with the QD. Alternatively, the molecule influences the trap state population by changing the electrochemical potential of the solution. In order to reveal which model is correct, phenol is selected due to its ability to act as both a Lewis base and a redox agent in aqueous solution. Lastly, theoretical simulations are developed to enable the examination of simple models to account for the blinking and afford connections to experimental analysis techniques.

1.2 SERS Active Photogenerated Silver Nanoparticles

A secondary theme in this thesis focuses on metal nanoparticles that enable single molecule or particle characterization without fluorescence detection. Nanoscale metal materials possess many interesting electronic and optical properties not present for the bulk metal sample.
Synthetic and sample preparation techniques have improved to allow for the study of the size and shape dependence of ensemble properties such as absorption and emission characteristics of noble metal nanoparticles.\textsuperscript{30-32} Silver and gold are of particular interest due to their surface plasmon resonance (SPR), a collective electron oscillation that is excited in the near ultraviolet and visible range. The convenience of visible laser excitation in this region coupled with the strong size, shape and proximity dependence on the spectral properties make these metals a natural choice for a multitude of research and commercial applications.

The SPR properties of gold particles have long been recognized and empirically exploited in the development of stained glass since medieval times.\textsuperscript{33} Mie provided the first modern physical understanding of the phenomenon by solving Maxwell’s equations for the interaction of light with small spherical particles, which has been applied frequently to predict the optical properties of metallic nanostructures. Improved synthesis techniques\textsuperscript{30,34} have allowed for the experimental confirmation of the plasmon resonance in a variety of shapes and sizes, as well as control by varying the nanoparticle chemical composition.\textsuperscript{35-37}

Study of the SPR is not merely limited to the sensitivity of its optical absorption to the morphology of the nanoparticle. As a result of the coherent electron oscillations on the surface of the particle, for example, large electric fields are generated in the vicinity of the nanostructure. Theoretical and experimental efforts have been made to understand the nature of these local induced electric fields in the vicinity of the nanoparticle as a result of optical excitations of the SPR.\textsuperscript{38,39} These local fields can be further enhanced by bringing multiple particles into proximity with one another. Experiments on nanoparticles fabricated by electron and ion beam lithography techniques have provided a greater level of control and thus a better understanding of the effects. Specifically, dimers of nanoparticles have demonstrated nonlinear enhancement of
electric fields localized in the interstitial regions between particles.\textsuperscript{40-43} Theoretical investigations\textsuperscript{40} have suggested that enhancements as large as $10^5$ in the local electric field are possible in the region between closely spaced nanoparticles.

The middle chapters of this thesis center on the photogeneration of silver nanoparticles that enable surface-enhanced Raman scattering (SERS), which arises from the local enhancement of the electric field in the vicinity of particles due to the SPR. Studies indicate that SERS has resulted in Raman cross section enhancements by as much as 8 orders of magnitude, allowing for detection of single molecules\textsuperscript{44,45} with signal levels comparable to fluorescent dyes. The original SERS effect was discovered on roughened silver electrodes and subsequently much effort has been expended into producing more efficient substrates. Colloidal silver nanoparticles offer another option due to the ability to tailor particle shape and size. Results from several groups,\textsuperscript{39,44} however, indicate that only 1 in 100-1000 particles/clusters show measurable SERS activity. This low activity is thought to arise because only a few particles, or collections of particles, have the geometries necessary to produce large local electric field enhancements. Indeed, Camden et al.\textsuperscript{45} combined single molecule SERS and high-resolution transmission electron microscopy to correlate nanostructure shape with single molecule sensitivity. They observed a wide range of structures which resulted in SERS, from dimers to more complicated overlapping structures. Interestingly, they found no single nanocrystals that showed single-molecule activity, providing further evidence that SERS arises from excitation of molecules that reside in high local field regions (i.e. “hot spots”), of dimers and clusters. These hot spots are typically located in the interface and junctions between nearby (<1 nm) silver particles, as further confirmed by theoretical calculations.\textsuperscript{46,47}
The unique combination of excitation and detection provided by confocal microscopes provides an ideal way to study the photogeneration of Ag nanoparticles with high spatial and temporal resolution. Examinations of the formation kinetics of silver particles formed by the photoreduction of silver ions in a thin silver perchlorate/polystyrene polymer film are presented herein. The particle growth is monitored via intense surface-enhanced Raman scattering of molecules on the silver nanoparticle surface. Insight into the growth mechanism of the nanoparticles is provided by analysis of the time dependent data with an Avrami kinetic phase transformation model. The environment in which the nanoparticles are generated is found to influence both the photogeneration kinetics and the nanoparticle SERS activity. Wide field super resolution techniques are employed to elucidate the cause of the highly dynamic signals observed for fully generated features. Additional information on the size and morphology of the nanoparticles is provided by AFM and dark field scattering measurements.

1.3 Multiphoton Photoemission (MPPE)

As a final focus of this thesis, the electric field enhancements of metal nanoparticles are probed by multi-photon photoemission (MPPE), in which electrons are photoionized from metal nanostructures by intense laser pulses. The construction of a scanning photoionization microscope (SPIM) combines the spatial resolution of an optical microscope with the sensitivity of electron detection. For this experiment, an ultrafast laser is focused to the diffraction limit by a reflective objective in vacuum which results in electron emission from metal structures. Detection of the electrons is achieved in transmission by either a pico-ammeter (1st generation) or electron channeltron (2nd generation). Investigations into thin metal films determine the viability of the technique to probe multi-photon photoemission. Examinations of nanostructures provide insight into the role of the plasmon in the photoemission process. The magnitude of the
enhancement field is intimately related to the electron yield, such that simulations of near-field effects are able to explain wavelength and polarization dependence for photoemission from a variety of metal nanostructures.
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Chapter 2

Experiment

This chapter is split into three sections to address the main experimental apparati used and constructed to accomplish the research outlined in the Introduction. In the first section, details of our confocal microscope are presented. The specifics for the wide field extension of an inverted microscope to study both Raman and dark field scattering are described secondly. In the last section, the aspects of a scanning photoionization microscope are presented.

2.1 Confocal Microscope

The laser excitation for these experiments is provided by either a pulsed 434 nm diode (PicoQuant, 40 ps) or a continuous wave 532 nm (QED, doubled 1064 nm Nd:YVO₄). The former is passed through a cylindrical lens telescope (4:1) in order to transform the output elliptical Gaussian focus to a circular beam shape. No astigmatism needs to be corrected for the 532 nm laser. The beam is then sent to combination of a half-wave plate, mounted in a rotation holder, and a polarization cube. This allows the adjustment of the illumination power to arbitrary levels by rotating the laser polarization before selecting the vertical polarization component with the cube. When desired, a quarter-wave plate then optionally converts the beam from vertically to circularly polarized light.

To obtain diffraction limited images, the beam must be expanded to overfill the back aperture of the microscope objective. A common rule is to make sure the 1/e electric field beam radius (w) is equal to or larger than the radius of the back aperture.¹ An easy way to determine
the beam size is by measuring the power transmitted through an iris of a given diameter. The power transmitted through a circular aperture is given by \( P(r) = P_o \left[ 1 - e^{-2r^2/w^2} \right] \) where \( r \) is the radius of the aperture and \( w \) is the 1/e electric field radius of the beam. When the diameter of the aperture is equal to \( w \) the equation becomes: \( P_o \left[ 1 - e^{-1/2} \right] = 0.39 \times P_o \). The use of an adjustable iris allows the 1/e electric field beam radius to be easily found, \( i.e. \), when the iris is set such that 39% of the total power is detected with a power meter. Therefore, the resultant diameter of the iris needs to be at least as large as the radius of the back aperture of the microscope objective to achieve diffraction limited resolution. A more accurate way to determine the beam diameter is using drill blanks. By closing the iris around the drill blank, a well-defined opening is achieved and the diameter can easily be measured from the drill blank itself rather than the adjustable iris. This also makes it easy to extract a variety of diameters so the power readings at different radii can then be fit with the equation above instead of using a single point measurement. In the first confocal setup, the 434 nm light is further expanded by an 8:1 telescope. This large expansion is necessary because the objective typically used, 1.4 NA 60X Oil immersion, has a back aperture of 13 mm. Additionally, the use of a Keplerian telescope \( (f_1 = 50 \text{ mm}, f_2 = 400 \text{ mm}) \) is chosen so that a small aperture fast shutter \( (t_{\text{response}} < 1 \text{ ms}) \) can be placed at the interior focus of the telescope to control the illumination. For the second apparatus, where a fast shutter is not necessary, the 532 nm beam is expanded by a 5:1 Galilean telescope \( (f_1 = -50 \text{ mm}, f_2 = 250 \text{ mm}) \) to save space on the laser table. This lower magnification is sufficient due to the smaller back apertures for the objectives used in these studies (typically 4-7 mm).
The laser path then enters a periscope to reach the rear input port of the inverted microscope frame where a dichroic reflects the excitation beam upwards through the objective. The two mirrors of the periscope are used to align the beam through the objective. This is achieved by removing the objective and placing a long (>16 inch) lens tube assembly with irises at each end onto the objective mount. By confirming that the beam is centered in both irises over such a distance, the beam is certain to be centered within the back aperture and passing straight through the objective.

The red-shifted luminescence is collected by the same objective, but this time passes through the dichroic, where it is focused by a tube lens out the side port of the microscope frame. The optical detection path is enclosed in lens tubes with baffles to prevent any stray light from being detected. A 75 μm pinhole is placed at this confocal plane to eliminate background fluorescence occurring from regions outside the desired excitation volume – typically 200-400 nm in the lateral dimension and 2-3 μm in the vertical. A single lens placed at 2f collects the light and reimages the pinhole onto an avalanche photodiode (APD, SPCM-AQR-14), which resides in a light tight box.

In order to obtain additional information, a dichroic is often inserted after the lens to separate the emission onto two APDs. This detection scheme allows the determination of the average wavelength of the emission based on the ratio of the signals on each detector. To enable relatively easy changes of this filter, a dichroic wheel from a microscope mounted at 90° is placed in the beam path. The wheel holds up to 7 different filters and kinematically rotates filters in place resulting in minimal mis-alignment. Alternatively, a 50/50 beam splitter is rotated in place to enable analysis of cross correlations or cross power spectral densities.
The signals from the APDs are sent to a time correlated single photon counting (TCSPC) card, where every photon detected is tagged with its macrotime (wall time since start of acquisition), microtime (time between laser pulse and detected photon), and channel (which APD was triggered). These data are temporarily stored in a first in first out (FIFO) buffer which allows data to be continuously acquired while previously attained data are saved to a file. The time tagged format allows for arbitrary binning of the data post-acquisition and does not limit subsequent analysis to a particular observation window. This storage method also allows for the lifetime, obtained from a microtime histogram, to be extracted for any arbitrary window in time or number of photons.

Photon anti-bunching experiments provide confirmation that the observed signal is arising from a single emitter. Unfortunately, the usual setup involves reconnecting the inputs of the TCSPC card in a Hanbury Brown-Twiss (HBT) arrangement, as well as reconfiguring the software settings. In the HBT setup, one detector initiates the timing while the other detector stops the measurement. One common outcome of this alteration is a low duty cycle experiment with loss of signal. Also, in this arrangement, trajectories are unusable for measuring kinetics due to the loss of photons. However, insertion of a delay line (1-4 \( \mu s \)) in one of the APD channels provides a simple work around when using pulsed laser excitation\(^2\). The small time delay is not enough to shift the trajectory (fastest binning is usually 1 ms), but does enable the cross correlation of the data to show an anti-bunching dip centered at the delay time. In this manner, confirmation that the trajectories are arising from single emitters is possible while maintaining a high duty cycle and good signal levels. Moreover, the microtime information is preserved which allows the simultaneous extraction of lifetime information.
2.1 Photon antibunching measurements. Sample quantum dot trajectory (upper panel) for two quantum dots in the focus. In the early time (black) of the trajectory there is only one emitter as evidenced by the lack of a signal at 1 μs lag. At later times (green), the correlation at 1 μs is about ½ the neighboring peaks, indicating the fluorescence is arising from two independent emitters.

Figure 2.1 is data from a QD blinking experiment with a 1 μs delay in one of the channels. The intensity levels in the trajectory suggest either 2 QDs or a single QD with an intermediate state. Inspection of the cross correlation of the data between 30 and 40 seconds (lower left, black trace) reveals a pronounced lack of correlation signal at a lag of 1 μs. Conversely, the cross correlation obtained for data between 42 and 55 seconds (lower right, green trace) shows the 1 μs lag has only a factor of ~2 diminishment when compared to neighboring peaks. This corresponds to 2 independent emitters present in the probe volume at one time.

2.2 Wide Field Detection

The inclusion of wide field capabilities to the experiment requires additional design and optical elements in the detection side. In order to enable the inclusion of both modes, confocal
and wide field, the detection arm located in an expanded light tight box is constructed to facilitate easy conversion. The layout of the optical table within this “dark” box is shown in Figure 2.2 and will be now be discussed.

Figure 2.2: Optical layout used for inclusion of both confocal and wide field detection. The Kinematic label indicates optics that are mounted on magnetic base plates and can be easily switched in or out. This allows for quick alternations between confocal and wide field imaging modes.

The confocal path, with the mirror (M1) removed, on the left of the figure is similar to that previously described, with a few modifications. The first alteration is that the lens (L1) is no longer at 2f, but now at f to collimate the beam after passing through the pinhole. This enables the confocal detection path to be arbitrarily extended without the use of long focal length lens, and for the inclusion of various optical elements in the infinity space. A computer controlled (on-off) neutral density filter (OD = 1) is included in this region to attenuate the luminescence to...
count rates < 1 MHz in order to protect the APDs, for samples which may show exceptionally high signal levels. A dichroic wheel from a microscope is again used, in order to benefit from the ability to rapidly switch between luminescence separation schemes. The signals are monitored by APDs with matched filters (540 nm long pass) mounted in removable lens tubes on the front of the detectors. Moreover, in order to protect the APDs when the dark box is open for adjustments or alignment, a manual beam shutter mounted in a lens tube assembly allows the detector to be completely blocked from light.

To switch into wide field mode, the pinhole is removed and the mirror (M1) is inserted. These two optical elements are mounted on kinematic magnetic base plates that allow quick and easy toggling between modes. To maximize the usability of the experiment with a variety of objectives, two possible telescopes are included in the imaging path which is shown on the right side of the figure. The 2” achromatic doublet lenses are mounted in flip mounts on an optical rail to be swapped in as necessary as well as to maintain the lateral alignment. Telescope 1 (red lenses, $f_1 = 200$ mm, $f_2 = 150$ mm) provides a magnification of 1.4X, while telescope 2 (blue lenses, $f_1 = 200$ mm, $f_2 = 60$ mm) has a magnification of 3.3X. A final lens ($f = 200$ mm) focuses the image onto the entrance plane of a spectrometer (Acton SpectroPro 150) described further below.

The spectrometer is a Czerny-Turner design that has a turret able to hold two different gratings. This allows the acquisition of both relatively low resolution spectra (150 grooves/mm, ~500 nm bandwidth) and high resolution spectra (600 grooves/mm, ~125 nm bandwidth) without loading a new grating. The wavelength axis is calibrated by measuring known lines from either an Hg/Ar or He lamp. The settings for each grating are stored such that the spectrometer can reproducibly switch between the gratings and still maintain its wavelength accuracy. In addition,
the spectrometer operates as a 1:1 imaging system which allows for imaging of the entrance plane/slits while simultaneously acquiring spectra of the luminescence.

For wide field imaging, the slits are lowered so as not to obstruct the incident image while the grating is set to zero order where it operates as a mirror. This allows a two dimensional intensity image to be acquired for the entire field of view. For a 100X objective plus the additional 3.3X telescope, the field of view on the camera corresponds to 30 µm in the sample plane. The largest field of view typically investigated is 180 µm which is a combination of a 40X objective and the 1.4X telescope.

To acquire spectra, the object of interest is centered within the image field of view. The slits are reinserted and set to approximately 10 µm width, which results in a good signal to background ratio. Alternatively, the slits may need to be adjusted such that only one object is contained between the slits. The grating angle is then set such that a given wavelength range is dispersed on the CCD. If the full spectrum extends beyond the range of a single image, multiple spectra can be concatenated from different wavelength scans. Due to the imaging capabilities, the spectra from objects along the vertical axis are separately resolved enabling parallel acquisition.

The camera used in these studies is a 512 x 512 emCCD (Cascade II) with 16 µm x 16 µm pixels. It is thermoelectrically cooled to -60 ºC to reduce dark counts which allows for longer acquisition times per frame. As a rule of thumb, dark counts double for every 5-9 ºC increase in temperature. By operating at -60 ºC, the dark counts are typically around 0.005 per pixel per second. The camera is designed to be sensitive in the visible region with quantum efficiency near 90% between 500 nm and 700 nm, and falling to only 40% by 900 nm. It can be run in two modes with different sensitivities and timing characteristics. In the traditional serial mode the
read noise is small, and the gain is $0.9$ analog digital unit (ADU)/e$^-$ which compares well to most commercial CCD cameras. In the “Electron Multiplier” (EM) mode, additional amplification is provided upon readout, thus the read noise is larger but the gain is now $0.006$ ADU/e$^-$.

In EM mode, the data can be recorded at 10 MHz, as opposed to only 1 or 5 MHz for the traditional mode. This extends the use of the camera to single photon conditions at faster frame rates for the EM mode.

The conversion between ADUs and electrons is determined from measurements of the noise as a function of signal levels. The noise present in image readout has two components: i) the noise inherent in the CCD readout electronics and ii) the shot noise from electron counting. In order to quantify both components, pairs of images are taken while the light incident on the CCD is increased gradually. Care should be taken to use weak and diffuse light (optics tissue
works as a diffuser in a pinch). To eliminate any remaining illumination inhomogeneity, image pairs are subtracted from each other. The standard deviation of the ADUs is calculated for the processed image and divided by two to provide the noise contribution from one image. These values are then plotted versus the average signal level from one of the images on a log-log plot, an example is shown in Figure 2.3. The plot reveals an initially horizontal (zero slope) region that corresponds to the read noise inherent in the CCD electronics. At larger signal levels, $\sigma$ increases proportionally to the signal (slope of $1/2$ on a log-log plot corresponding to shot noise). The intercept of this line (shown in red) with $\sigma = 1$ represents the gain in e-/ADU.

The widefield experiments can be performed in three different excitation schemes. In the first, wide field Raman is achieved by placing a 500 mm lens in the 532 nm laser excitation path such that it focuses at the back aperture of the microscope. A 540LP filter is placed in the detection path to eliminate laser scatter. The image can be studied by super-resolution techniques, or spectra of individual objects can be obtained as described above.

Bright field images of the substrate can be obtained by using illumination from above the sample. A white light source is focused by a second microscope objective to overlap the collection of the primary inverted objective. The contrast in bright field is low for the majority of the samples studied here. However, it does provide an easy way to make sure the illumination column is aligned with the collection objective.

The last wide field mode used here is dark field scattering, which provides much better contrast for our samples than bright field. A special condenser provides illumination only at angles greater than the collection objective can admit. For example, a 0.65 NA collection objective is used in conjunction with a dark field condenser that only provides light at 0.7-0.9 NA. This results in low to no background, while objects that scatter light become bright spots.
Images of the objects can be obtained to get an idea of coverage as well as the specific locations on the surface. Secondly, dark field scattering spectra can be obtained for the objects as well. This provides the ability to compare single object dark field spectra with a variety of other techniques.

2.3 Scanning Photoionization Microscope (SPIM)

This experiment has two major differences from the previously discussed experiments. Firstly, the aim is to detect multi-photon photoelectrons as opposed to luminescence, and therefore the heart of the microscope is in vacuum. Secondly, the excitation is provided by a femtosecond laser to deliver the high peak powers necessary for a multiphoton process, while maintaining moderate average powers to prevent sample photodamage.

The vacuum chamber is maintained below $5 \times 10^{-7}$ Torr by a pair of turbo pumps. This pressure ensures that low kinetic energy ($E < 1\,\text{eV}$) electrons have a mean free path of nearly 5 m, which is larger than the distance from the sample to the detector (1 cm). The pressure is measured with a photoionization gauge before and after experiments. During experiments the gauge must be off, otherwise the detectors are swamped by the electron emission from the filament.

To use a microscope in vacuum, a few alterations from standard procedures are required. For example, a standard refractive objective should not be used because the forces on the interior lenses during pump down and venting the chamber cause the lenses to shift. This results in an objective which no longer properly focuses to the diffraction limit. A reflective Cassegrain type objective is used instead, in order to eliminate the pressure stresses due to its open and thus naturally vented design. Another benefit of the reflective objective is there is no chromatic
aberration as well as substantially lower group velocity dispersion (GVD), something important to consider when using ultrafast lasers.

A home built inverted microscope frame, shown in Figure 2.4, consists of a series of steering mirrors and a two part scanning stage. The four mirrors permit the excitation to enter from a side port and be directed upwards through the objective. Two of the mirrors are adjustable and are aligned in the same manner as the periscope previously described in the confocal setup through the use of two irises and a long lens tube.

The scanning stage has two sets of elements that provide both coarse and fine sample scanning. The coarse scanning is achieved by a vacuum modified, three dimensional translation stage (1.2 cm travel) controlled by vacuum compatible picomotors. The picomotors enable the stage to move without breaking vacuum in order to observe different regions of the substrate.
Fine scanning of the sample by as much as 40 μm is achieved by a tip/tilt stage consisting of three quadranted piezotubes 120º apart. The hollow piezotubes are affixed to the coarse stage with epoxy. A sample holder ring rests on sapphire balls placed in the tops of the hollow tubes. This ring provides a kinematic support and electrical isolation for the samples to be studied.

Calibration of the fine scanning stage can be accomplished in two ways. In the first, the microscope assembly is removed from vacuum and placed on the laser table. A Michelson interferometer is constructed where the moving arm is a mirror placed on the scanning stage. Using a 633 nm HeNe as the light source, the interference fringes are counted as a function of applied voltage to the piezotubes. The distance versus applied voltage calibration is fit with a second order polynomial and the coefficients are recorded to be used in the acquisition code (SPIM A3). Alternatively, the calibration can be accomplished in vacuum using a resolution standard Cflat TEM grid (Protochip Inc.) where the pitch (4 μm) and size (2 μm) of the features is well known. Images are taken of the standard, and a second order polynomial is again fit to the data to reproduce the known spacings and obtain a non-distorted image of the sample, before and after images are shown in Figure 2.5. Care should be taken to not apply voltages to the piezos outside ±200 V, which would result in moderate depoling of the material and the need to properly repole the piezos. If the piezos do need to be repoled for any reason, 1200 V is applied for 12 hrs. This is typically done under vacuum inside the chamber. However, if a vacuum chamber is unavailable, the repoling can be performed in an oil bath which prevents dielectric breakdown due to the high fields present. The stage needs to be recalibrated after the repoling.

Electron emission is measured either by a Faraday detector or a channeltron electron multiplier. In the former, a Keithley picoammeter is connected in series between the sample and a copper strip (acting as a Faraday cup) is suspended approximately 5 mm above the sample. A
+10 V bias is applied to the copper strip in order to collect all the photoemitted electrons. The output of the picoammeter is digitized and recorded on the acquisition computer at a bin size of ~100 ms per pixel. This bin size is necessary to overcome the settling time of the picoammeter and represents the fastest scan rate possible in this mode. An upgrade to the detection system permits the detection of single photoelectrons through the use of a channeltron electron multiplier. For this setup, the copper strip and picoammeter are replaced with a channeltron and amplifier/discriminator. This provides the ability to count single electrons while also lowering the acquisition time per pixel to 1-10 ms, where sufficient signal to noise is attained.

An ultrafast Ti:Sapphire laser is used to produce the photoelectrons and the layout is shown in Figure 2.6. A 532 nm Verdi pumps a KM Labs tunable Ti:Sapphire which outputs 30-50 fs pulses at 85 MHz. For these experiments either the fundamental (700-900 nm) or the doubled (350-450 nm) can be used to excite the photoelectrons. Wavelength tuning of the Ti:Sapphire is achieved through KMCtrl software where a set of slits inside the cavity adjust the wavelength components of the pulse. For the fundamental, the pulse is first GVD pre-compensated by a prism pair such that transform limited pulses can be achieved at the
Figure 2.6: SPIM schematic. The basic layout of the SPIM experiment showing the optical path when using the doubled light.

Microscope focus. This is generally optimized by maximizing the multi-photon electron emission yield from ITO or C-Flat which scales with the peak power.

The fundamental beam is expanded by a 1:6 telescope in order to overfill the back aperture of the microscope objective. After passing a set of reflective neutral density (ND) filters for excitation power attenuation and polarization optics (λ/2 and/or λ/4 waveplates for 800 nm) to attain either linear or circular polarized light, it enters the vacuum chamber through a quartz windowed side port. Alternatively, the fundamental can be doubled in a BBO crystal to obtain near UV (350-450 nm) ultrafast pulses. A λ/2 waveplate rotates the blue beam to vertical polarization before it is GVD pre-compensated in a second folded prism pair. The beam is
expanded by a separate 1:6 telescope and the same ND filters provide the attenuation as in the
case of the fundamental. For polarization rotation a λ/2-plate (400 nm) in front of the telescope
is used. In order to provide circularly polarized light, a separate λ/4-plate for 400 nm is inserted
into the beam path before entering the chamber.
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3.1 Introduction

Fluorescence intermittency corresponds to abrupt fluctuations between states of high ("on") and low ("off") quantum yield for emission, despite the molecular system being subjected to continuous illumination. Initial predictions of such blinking behavior were confirmed in single molecule laser induced fluorescence studies, which could be interpreted based on photoinduced conversion between singlet and triplet manifolds.\(^1\,^2\) In particular, such systems yield cleanly single exponential behavior in the distributions of times in the "off" manifold, corresponding to combined kinetic relaxation of the metastable triplet though either radiative (phosphorescence) or nonradiative (quenching) channels. However, other systems were soon found that revealed intermittency over time scales too long to be accounted for simply by phosphorescent pathways, requiring a more profound change in the molecular system to accompany both the blinking and recovery event\(^3\). Indeed, since these early studies, such fluorescence intermittency, or “blinking” has proven to be a remarkably ubiquitous phenomenon, observed in a wide array of single molecule microscopy studies, though the fundamental origins of this process still remain incompletely understood. Unfortunately, detailed kinetic investigations of such blinking dynamics over sufficiently wide ranges of time scales can be seriously limited by the finite number of photon absorption events prior to irreversible photobleaching of the molecular system.

A major experimental advance in achieving this understanding was therefore provided by pioneering studies of semiconductor colloidal quantum dots (QD) by Bawendi and coworkers, which revealed one of the earliest examples of pronounced blinking dynamics at the single nanoparticle level. One widely held interpretation of this phenomenon has been that the switching from “on” to “off” is a result of a photoassisted charge ejection process (either hole or electron) that leaves the core of the QD charged, thereby allowing fast and efficient non-radiative recombination rates to predominate. Neutralization by either tunneling or further charge removal then returns the QD to its normal fluorescence emission state. QD systems make for a particularly interesting experimental platform, by virtue of their i) large absorption cross section and ii) greater long term photostability. These two features allow for detailed observation of emission properties of single QDs over thousands of seconds with high detection band width and signal to noise. Such experimental improvements in both signal and photolongevity enabled Kuno et al. to probe single QD blinking dynamics over an unprecedented range of time scales, from 100 s of sec down to 100 s of μs. Of special interest, these studies revealed a highly non-exponential blinking time distributions, but which proved to be well characterized by a power law, i.e., $P(t) \propto (1/t)^\alpha$, over 8-9 orders of magnitude in probability and 5-6 orders of magnitude in time. Such strikingly non-exponential behavior invalidated the simple picture of individual rate constants for blinking and recovery, instead requiring more complex models based on “distributed kinetics” accessing a wide dynamic range of rate processes.

Many experiments have been subsequently performed to elucidate the origin of these broadly distributed power law time scales. For example, the influence of composition, size, and shape of the QD have all been varied in an attempt to better understand the mechanism of the blinking. “On” time distributions are observed that obey a power law at short times, but show
approximately exponential deviations in the long time tail.\textsuperscript{11,13} The time scale on which the power law falls off for the “on” times is also found to vary depending on the temperature and illumination intensity.\textsuperscript{4,8,11,14,15} Specifically, the fall-off time was observed to decrease with increasing temperature of the sample, suggesting that there is a thermally activated contribution to the “on”-“off” blinking rate.\textsuperscript{11} Illumination intensity was found to have a similar effect, with higher photon fluences resulting in earlier fall off times for the “on” power law distributions\textsuperscript{14} as well as a possible threshold dependence on photon frequency.\textsuperscript{16} This fall off behavior has been recently studied in more detail\textsuperscript{17} at much lower cw confocal intensities (down to 10 nW), improved statistics ($10^7$ photon events) and correspondingly longer experimental observation windows, which clearly reveal a quadratic power dependence consistent with biexciton formation and a sequential two-photon photoionization process. By way of contrast, the “off” time distributions have proven considerably more robust, with nearly perfect power law behavior ($m \approx 1.60$) persisting out to the longest experimentally observed off-time event durations of $\approx 20$ sec. Composition, shape, temperature and illumination intensity have been shown to have negligible effect on the “off” time slopes and linearity of the power law plots. This relative insensitivity of the “off” time distributions to experimental conditions might at first suggest a more universal kinetic pathway for blinking recovery in QDs, at least in the presence of laser light illumination.

Various models for the blinking have been proposed to account for the observed behavior. The “on”-“off” blinking transition is commonly assumed to be light induced, consistent with the observation of a dependence on illumination intensity. However, such a requirement is not entirely obvious, as the state of the QD and blinking transitions thereof are necessarily monitored under light interrogation. Based on an Auger ionization model, an entirely
plausible reason for the blinking rate to be light dependent is that the “off” state due to an ionized QD might only be energetically accessible via the photoexcited state. However, another explanation of blinking is offered by Stefani et al.\textsuperscript{14} in which the power law distribution of “on” times is light independent, but with a photon-assisted pathway proceeding in parallel to explain the observed power law truncation at 1/k. In their model, the “off” state can be reached both thermally and by direct photo-excitation from the ground state, which yields simulations capable of reproducing their experimental data. By way of contrast, the “off”-“on” transition corresponding to blinking recovery is generally assumed to be independent of photon absorption, and often ascribed to electron/hole tunneling by virtue of its insensitivity to a range of external control variables such as temperature and illumination intensity.

It is important to note, however, that these previous studies have been performed in the presence of either pulsed or cw laser illumination of the sample, with the repetition rate for pulsed interrogation typically at MHz level or higher. Although convenient for rapidly probing the fluorescent state of the QD, it does not allow one to cleanly assess the potential relevance of purely non-photoactivated pathways for both blinking and blinking recovery. Figure 3.1 provides a highly simplified but more general schematic model for QD blinking between an “on” (|0⟩ and |1⟩) and “off” (|2⟩ and |3⟩) manifold of states. In the “on” manifold, states |0⟩ and |1⟩ are coupled by initial laser excitation, with the quantum yield (QY) and time scale (1/k\text{fluor}) for 1→0 fluorescence determined by competition between radiative (k\text{rad}1→0) and nonradiative (k\text{nrad}1→0) pathways by QY = k\text{rad}1→0/(k\text{rad}1→0 + k\text{nrad}1→0) and k\text{fluor} = k\text{rad}1→0 + k\text{nrad}1→0. The “off” manifold consists of states |2⟩ and |3⟩, which in principle can also be coupled by laser excitation, but differs from the “on” manifold by having a low quantum yield for emission due to fast nonradiative relaxation (k\text{nrad}3→2 >> k\text{rad}3→2). The relative energy separations between the two
manifolds are intentionally unspecified; in the context of an Auger ionization model, for example, $E_2$ might be lower though comparable to $E_1$ but considerably higher than $E_0$.

In such a kinetic model, there are six possible pathways between the “on” and “off” manifold, with three paths being light assisted (solid arrows) and three proceeding in the dark (dashed arrows). The light assisted paths take place out of the excited states of each manifold, states $|1\rangle$ and $|3\rangle$, and therefore require absorption of a photon to proceed. The lower states $|0\rangle$ and $|2\rangle$ can interconvert with each other directly as well as by transitions from $|2\rangle$ to $|1\rangle$ in a thermally activated (i.e., photon independent) process. In order to describe the model proposed by Stefani et al., an additional light mediated process would also connect states $|0\rangle$ and $|2\rangle$ directly. The key point in this kinetic framework is that experiments under both pulsed and cw excitation conditions have so far been investigating the combined effect of both light induced and dark processes, rather than isolating the photon mediated from non-photon mediated dynamics. It should be noted for later discussion however, that a few dark ensemble experiments have been carried out. Chung and Bawendi monitored bulk QDs in solution, which showed that light induced loss of fluorescence intensity would recover to near its initial value with sufficient time in the dark. The recovery occurred on time scales of a few hours, indicating the presence of an exceptionally slow and light independent transition from the “off” to “on” manifolds. Wide field single molecule experiments by Brokmann et al. investigated QDs on a surface, and showed that total fluorescence signals recovered if the sample was left in the dark for 10-15 minutes. Dark recovery was also observed by Cichos et al. in ensemble silicon nanocrystals. These experiments provide useful comparisons for our results and will be
The main thrust of this experimental study is to elucidate the role of light versus non-light induced processes in blinking at the single QD level, which requires investigation out to long time scales. In order to accomplish this, we periodically probe the “on” versus “off” state of a single QD over an extended time series, where between such short lived probe events the QD is kept in the dark for variable time duration. This permits us to probe the conditional probabilities for i) “on-on” and ii) “on-off”, as well as iii) “off-off” and iv) “off-on” events as a function of time in the dark. By varying this dwell time, we can therefore develop a statistical picture for “on”-“off” manifold interconversion rates for non-photon activated processes under single QD,
room temperature conditions. We find that the rate for “on” to “off” blinking ($k_{on-off}$) is negligibly slow in the dark, which would be thermodynamically consistent with Figure 3.1, as well as in agreement with many previous experiments.\textsuperscript{4,7,8,11} However, the present studies also clearly reveal a finite rate (or distribution of rates) for “off” to “on” recovery in the dark. Of special importance, this dark recovery process is orders of magnitude slower than predictions based on power law behavior observed in multiple previous experiments.\textsuperscript{4,8,11,14} As one immediate consequence, this implies that there must be a dominant light induced component to the “off” to “on” blinking recovery process for QDs under essentially all laser illuminated single molecule experimental conditions.

The organization of the rest of this chapter is as follows. In section 3.2, the experimental setup and sample preparation is described. Section 3.3 presents sample data and results from the study. Section 3.4 focuses on interpretations of the results and discusses insights into the underlying dynamics. A summary of the results is provided in section 3.5.

### 3.2 Experiment

Measurements are made on an inverted epi-fluorescence confocal microscope (Olympus IX-70) with single photon detection capabilities.\textsuperscript{21} Laser excitation is provided by a 434nm GaN diode laser (Picoquant, LDH 400) with a pulse width of $\sim$70 ps and a repetition rate of 5 MHz or a doubled 1064 nm Nd:YVO$_4$ continuous laser (532 nm). The excitation is right hand circularly polarized, expanded by an 8:1 collimating telescope, reflected from a dichroic (Chroma Z434DC) and then focused on the surface with a 100x 1.4 NA oil immersion objective (Olympus PlanApo). Fluorescence is collected through the same objective, transmitted through the dichroic, spatially filtered by focusing through a 50 $\mu$m pinhole, and reimaged onto a pair of
avalanche photodiodes (APD, Perkin Elmer, SPCM-AQR14), with additional bandpass filters (Chroma 580-70M) mounted in front of each APD to suppress light outside of the peak QD emission range. The dual detectors provide additional flexibility for separating the emission photons by polarization or color, a capability which is not exploited in the present studies. The laser power is attenuated to 55 nW at the sample by a series of neutral density filters. The choice of these low powers is dictated by a compromise between minimizing biexcitonic induced blinking events and yet achieving adequate signal-to-noise levels in a 5 ms time bin (20:1) to distinguish “off” from “on” states with high statistical certainty. It is important to note, however, that if there is a light induced pathway for blinking and recovery, there will always be a small but finite probability of changing the state of the QD prior to completion of the first integration time bin. Indeed, such measurement effects are readily apparent and must be taken into consideration in the kinetic analysis.

A computer controlled mechanical shutter (Newport, 846HP) is placed at the focus of the telescope to block the laser excitation with an effective response time < 1 ms. An experimental schematic is shown in Figure 3.2. The amount of time the shutter is open (T_{open}) is kept fixed at 150 ms, while the shutter closed time (T_{close}) is varied between 150 ms and 30000 ms. The reported results show no sensitivity to the choice of T_{open}; the only quantity of relevance is the state of the QD in i) the last bin prior to closing the shutter and ii) the first bin after the shutter reopens. One issue that does arise is asynchronicity between the clock that controls the shutter opening/closing and the much more precise clock that measures time correlated single photon arrivals. To ensure exact synchronization over many hours of data collection, a small amount of the excitation light is picked off between the shutter and the microscope and sent to an additional timing APD to monitor the state of the shutter. The outputs from all three APDs are sent to a
router (HRT-81) and then to a time-correlated single photon counting card (Becker-Hickl TCSPC-130). This provides time-tagged fluorescence measurements with ~50 ns macrotime resolution, which enables the data to be binned post acquisition for any desired time interval. For the current experiment, trajectories are analyzed with a 5 ms bin time, with typical “on” count rates of 80 kHz. This translates into ≈ 400 photons per integration window, which yields a shot noise limited S/N ≈ 20:1. The amount of light on the timing APD is attenuated to 15 kHz while the shutter is open, which is sufficient to determine the opening and closing events to much faster than the minimum bin time.

Two sample preparations are considered in which QDs are embedded in a polymer film or tethered to the surface in solution. In the first, CdSe/ZnS QDs are purchased from NN-Labs and have an absorption peak at 561 nm and an emission peak at 576 nm. Samples are prepared by spin coating a dilute concentrations of QDs in 0.5% g/mL poly(methylmethacrylate) / toluene solutions on ozone cleaned glass cover slips. The resulting films are ~10 nm thick as measured by AFM, with 0.3 QDs/μm². The latter sample preparation uses streptavidin-conjugated CdSe/ZnS QDs obtained from Invitrogen with an absorption peak at 550 nm and an emission peak at 565 nm. The samples are made by tethering the streptavidin-conjugated QDs to biotin-BSA/BSA (1:10) coated glass slides in a microfluidic channel sample holder. Surface coverage density for the solution studies is typically 0.4 QDs/μm².

In order to obtain data, images are first created by raster scanning the sample on a piezoelectric closed loop stage (PI P-517.3CL), which reveals single QDs with a near diffraction limited spot size of 240 nm full width half maximum. After obtaining an image, the stage is moved sequentially under close loop control to center a single QD in the laser focus. Shuttered fluorescence trajectories are monitored for 30-3000 s depending on the shutter duty cycle to
obtain data on approximately 100 shutter transitions. A sample trajectory showing the two different APD signals is included in Figure 3.2. Acquisition and analysis software is written in-house and based on LabWindows modules and drivers.

3.3 Results

Shuttered fluorescence trajectories from single QDs contain four types of transitions. The initial and final states are determined by looking at the intensity in the integration bin immediately before and after, respectively, the shutter closes and reopens, comparing it to an intensity threshold. Due to shot noise fluctuations in “on” state intensities within the integration time bin, the threshold is selected at $f \approx 30\%$ of the maximum value, corresponding roughly to the mid point between the lowest “on” and highest “off” intensities observed. The kinetic results
Figure 3.3: Sample data for observed dark transitions. The first four graphs depicting the possible transitions observed for a shutter close time of $T_{\text{close}} = 1$ s. The last panel shows a sample 20 s trajectory with $T_{\text{close}} = 1$ s, revealing several different transitions within a single trace.

reported have been tested to be insensitive to the choice of this value, though this does influence the number of false positive “on”-“off” and “off”-“on” events counted in the first time bin after shutter opening (vide infra). Examples of the four different possible classes of transitions are shown in Figure 3.3 for $T_{\text{close}} = 1$ s. The first two traces show a QD that is “on” before the
shutter is closed. In the first trace, the QD remains “on” when it is next interrogated; while, in the second trace the QD has turned off in the 1 s that the shutter was closed. Similarly, two types of behavior can be distinguished for QDs that are declared “off” before the shutter closes, as denoted “off”-“off” and “off”-“on” in the third and fourth trace.

In order to obtain sufficient statistics, the same QD is interrogated many times in one trajectory at a fixed $T_{\text{close}}$. A 20 s portion of such a trajectory is shown in Figure 3.3e, where the different symbols correspond to the 4 different types of transitions. To obtain sufficiently good statistics, typically 100 transitions are investigated at each value of $T_{\text{close}}$ for a single QD and the experiment is repeated for approximately 20-50 QDs, i.e., 2000-5000 shuttering events. For each QD, the survival probabilities of $S_{\text{on-on}}$ and $S_{\text{off-off}}$ are calculated as $S_{x-x} = N_{x-x}/(N_{x-x}+N_{x-y})$, where $N_{x-x}$ and $N_{x-y}$ refer to the number of non-state changing and state changing events, respectively. Sample results for 50 QDs with a 1 s $T_{\text{close}}$ are shown in Figure 3.4, where the error bars for each QD are calculated from propagation of the counting statistics, $\sigma^2 = S_{x-x}N_{x-y}(N_{x-y}+N_{x-x})^2$. For a 1 s shutter closed time, $S_{\text{on-on}}$ clusters around 0.91 for essentially all of the QDs, while $S_{\text{off-off}}$ has a lower average value with much larger scatter. In anticipation of potential power law kinetic behavior, this analysis is repeated for all $T_{\text{close}}$ values investigated, with the average value and standard deviation of the mean for both $S_{\text{on-on}}$ and $S_{\text{off-off}}$ summarized in a log-log plot shown in Figure 3.5.

The data from these experiments provides several observations worth noting. First, the average $S_{\text{on-on}}$ for the series of QDs in Figure 3.4 is clearly less than unity. These deviations arise from false positive events as a result of finite time binning of the data. Specifically, while the shutter opens in $< 1$ ms, the QD is exposed to light for an average of 5 ms prior to evaluation, during which there is a finite probability of switching from “on” to “off”. Consistent with this
interpretation, we find that i) increasing the bin size or ii) averaging over more bins adjacent to the shutter event results in additional deviation in the average of $S_{\text{on-on}}$ below unity. We can statistically discretize this effect by treating the “on”-“off” transitions as being power law distributed, i.e.

$$P(\tau) = \frac{A}{\tau^m} = A \left( \frac{\tau_{\text{min}}}{\tau} \right)^m,$$  \hspace{1cm} (3.1)

where $P$ represents a probability density (units 1/s) and $\tau_{\text{min}}$ reflects the minimum bin size. For discrete bin time conditions, the summation over $P(\tau)$ can be normalized, provided that the power law exponent $m > 1$. For typical power law slopes of $m \approx 1.6$ and a threshold at $f \approx 30\%$,
one can therefore roughly estimate the fraction of true “on”-“off” or “off”-“on” events to be $S_{\text{true}} \approx 1 - (m-1)f/m \approx 0.89$. In addition, there may be effects due to imperfect synchonicity between shutter and data acquisition clocks. However, the above estimate is already in reasonable agreement with the $S_{\text{on-on}} = 0.91(2)$ values observed at the shortest shutter times, which suggests that deviations below unity are indeed probe light-induced and sufficiently well described in our data analysis.

Qualitatively consistent with this picture, $S_{\text{on-on}}$ exhibits values close to $\approx 0.9$ for all shutter times, with a slight decreasing trend from 100 ms to 30 s (see Figure 3.5). The insensitivity of $S_{\text{on-on}}$ to $T_{\text{close}}$ supports the assumption that $k_{\text{on-off}}$ is at least dominated by a light assisted pathway. We do see evidence for small but finite decrease in the data as a function of $T_{\text{close}}$, which could reflect a possible dark pathway. If we treat this as an exponential process, the slow trends with increasing shutter time would be consistent with an “on”-“off” exponential rate constant of $k_{|0>\rightarrow|2>} \approx 0.0014(7)$ s$^{-1}$. However, an equivalently good power law analysis of the data yields $m \approx 1.0041(33)$ for the $P(\tau_{\text{on}})$ distribution. Here it should be noted that the survival probabilities, $S(t)$, in Figure 3.5 represent the integral of the actual probability density, $P(\tau)$, from time $t$ to infinity, i.e. the probability of having a transition take place at any time $\tau$ greater than $t$.

By way of contrast, the dark probability for remaining in the “off” state ($S_{\text{off-off}}$) after $T_{\text{close}} = 1$ s clearly is much lower than the false positive upper limit of $91(2)\%$, with considerable scatter illustrated in the histogram in Figure 3.4b. This high degree of scatter between dots is indicative of a broad dispersion in rate constants for dark “off”-“on” blinking recovery (i.e. $k_{|2>\rightarrow|0>}$. Averaged over many QDs, there is now an unambiguous time dependence to $<S_{\text{off-off}}>$ (see
Figure 3.5: Time dependent survival probabilities. Base 10 log-log plots of the time dependent survival probabilities, $S_{on-on}$ (red) and $S_{off-off}$ (blue), as a function of the shutter close time ($T_{close}$) for 434 nm excitation of QDs in PMMA. The slopes of the two curves correspond to blinking and blinking recovery power law kinetic behavior in the probability densities (see Eq. 3.2) with $m_{on-1} \approx 0.0041(33)$ and $m_{off-1} \approx 0.093(12)$. The much more rapid decrease in $S_{off-off}$ with shutter time is indicative of a slow but finite pathway for blinking recovery in the absence of laser illumination.

Figure 3.5), with the value decreasing with increasing $T_{close}$. This unequivocally indicates the presence of a finite light unassisted pathway for QD blinking recovery.

The dynamic range of these changes is sufficiently large to provide insight into the underlying kinetic processes for dark recovery. Specifically, conventional semilogarithmic plots of the data prove to be highly nonlinear, which would rule out a single rate constant recovery model at the single QD level. Plots of log $<S_{off-off}>$ vs log $T_{close}$, on the other hand, are scattered but approximately linear over 2.5 orders of magnitude, which indicates a more distributed power
law kinetic model governed by many rate constant processes. Indeed, this is also consistent with
the high degree of scatter observed in Figure 3.4b for QD values at $T_{\text{close}} = 1$ s, which in a
distributed kinetic picture would arise from a wide distribution in recovery rate constants. If we
assume a power law form of Eq. 1, the blinking recovery data can be fit to a probability density
of recovery times with $m \approx 1.093(12)$. Though qualitatively consistent with early ensemble
experiments by Chung and Bawendi, we shall see that the present results are orders of
magnitude slower than would be predicted from power law kinetics based on previous single QD
studies obtained under continuous illumination. Implications of these results with the
proposed kinetic scheme will be discussed in the following section.

In order to investigate possible environmental influences on these dark blinking or
recovery processes, additional experiments have also been conducted for: i) different excitation
wavelengths (532 nm versus 434 nm) with spun cast QDs in PMMA and ii) the same 434 nm
wavelength but for streptavidin-conjugated QDs tethered in aqueous buffer solution. Figure 3.6
shows a summary of the data compiled for all three experiments, with the original data taken at
434 nm in a PMMA film shown in blue circles. Within experimental scatter, there appears to be
consistency between data sets for each choice of excitation wavelength, QD size and structure,
and polymer versus aqueous environment. Specifically, there are very slight decreases in the
average $S_{\text{on-on}}$ survival probability distributions with shutter time, suggesting only a very slow
pathway for light unassisted blinking. On the other hand, there is unambiguous decrease in
average $S_{\text{off-off}}$ survival probabilities under each set of experimental conditions, consistent with a
slow and highly distributed rate process for QD blinking recovery in the absence of laser
illumination.
Figure 3.6: $S_{\text{on-on}}$ and $S_{\text{off-off}}$ under different experimental conditions. Circles (blue) are data previously shown for 434 nm excitation of QDs spin coated in PMMA. The squares (green) represent data for 432 nm excitation of QDs in PMMA, while the triangles (red) reflect 434 nm excitation of streptavidin conjugated QDs tethered on a cover slip in aqueous buffer solution.

3.4 Discussion

The above insensitivity to excitation wavelength for both blinking and blinking recovery provides a good starting point for discussion. Since we are probing recovery dynamics in the dark, changes in the excitation wavelength could in principle affect $S_{\text{off-off}}$ in an Auger model, for example, by energetically accessing different trap states in the “off” manifold for the ejected
electron or hole. Specifically, a 2.96 nm radius CdSe QD translates into a 2.16 eV energy separation between ground electron/hole states based on an effective mass approximation, spherical square well potential and a bulk band gap of 1.74 eV.\textsuperscript{22,23} In addition, there is a ZnS shell which has a 2.70 eV separation between the top of the bulk CdSe valence band and bottom of the ZnS conduction band. The initial experiments are at 434 nm (2.86 eV), which is sufficient energy to excite the electron into the conduction band of ZnS. Conversely, a 532 nm provides a 2.34 eV photon which limits the energy of the electron and potentially removes accessibility to traps of higher energy that might be available with bluer excitation. The lack of measurable difference in blinking recovery behavior suggest in our simple kinetic model (Figure 3.1) that the lower state (|2\rangle) in the “off” manifold accessed by either photon energy is the same. This is not surprising, based on experiments by Podhorodecki et al.\textsuperscript{24} exciting core shell CdSe/ZnS QDs progressively further in the UV. In particular, they observed photoluminescence spectra with features corresponding to exciton recombination in the ZnS shell when exciting $>$ 4 eV, i.e., substantially higher than the ZnS band gap. On the other hand, for excitation with lower energy photons below the band gap of ZnS but still energetic enough to excite either an electron or hole in the ZnS, only the lowest energy exciton emission was observed, suggesting that electron or hole excited states in the ZnS shell rapidly relax to the lowest energy level in the CdSe core. Furthermore, tunable excitation experiments on blinking in single QDs,\textsuperscript{16,17} have demonstrated “off” time distributions to be insensitive over similar changes in wavelength, although of course under continuous laser illumination conditions.

Changing the environment could potentially influence the recovery rate in the dark, for example, by occupation of surface trap sites or reneutralization by species near the QD. On this topic, there has been a wide range of experimental blinking recovery data reported under
continuous illumination, with observations ranging from negligible sensitivity\textsuperscript{14,25} to a weak but systematic dependence\textsuperscript{26,27} of power law exponents to the environment. At a qualitative level, the recovery behavior appears to be similarly insensitive to the immediate polymer vs aqueous environment in the dark, with the results showing nearly identical power law trends and slopes within scatter for all values of $T_{\text{close}}$ investigated. One reason for this may be that the tethered solution QDs are coated with a polymer as well as streptavidin bioconjugation, which could limit access to the QD by the aqueous solution environment.

After accounting for the finite survival probability in the “on”-“on” transitions, what remains is a very weak dependence on $T_{\text{close}}$ for the “on”-“on” survival probability. A survival power law fit indicates a probability density slope corresponding to $m -1 \approx 0.0041(33)$. Based on the kinetic model presented in Figure 3.1, this would be consistent with the presence of a very slow pathway from $|0\rangle$ to $|2\rangle$ via a dark (i.e., thermal) process at room temperature. However, the data are equally well described by an average value for all $T_{\text{close}}$, indicating that there are statistically few changes from state $|0\rangle$ to $|2\rangle$ through a thermal process at room temperature even on time scales as long as 60 seconds. In any event, the lack of any predominant channel for “on”-“off” blinking in the dark is certainly consistent with the majority of models proposed,\textsuperscript{5,11,12,28,29} for which the transition from the “on” to “off” manifold occurs through the excited state $|1\rangle$ and therefore requires absorption of one or more photons. It should be noted that these observations do not require the transitions to the “off” manifold to be exclusively through the excited state $|1\rangle$. For example, the direct pathway proposed by Stefani et al.\textsuperscript{14} from state $|0\rangle$ to $|2\rangle$ upon absorption of a photon is also possible, though not probed in the current experiment.
By way of contrast, the probability of observing an “off”-“on” transition presents strikingly different behavior. A majority of QD blinking investigations have indicated that such “off”-“on” rate processes are i) independent of light intensity and ii) governed by a power law with slope $m \approx 1.60$. Indeed, the power law slope for the off time distribution under continuous illumination is found to be 1.59(2) in the current experiment, *vide infra*. If such kinetics also characterize blinking recovery in the dark, the probability of observing an “off”-“on” transition in a shutter time $T_{\text{close}}$ would be given by

$$ S_{\text{off} \rightarrow \text{on}} = 1 - S_{\text{off} \rightarrow \text{off}}(T_{\text{close}}) = 1 - \int_{T_{\text{close}}}^{\infty} P(\tau) d\tau $$

(3.2)

where the normalized probability density $P(\tau)$ is given in Eq. 1. This leads to a survival probability of observing an “off”-“off” event that decreases also in a power law fashion, but with a slope exponent diminished by 1, i.e., to $m - 1$. Indeed, the survival probability data presented in Figure 3.5 is consistent with a power law distribution. However, the observed power law slope of $m - 1 \approx 0.093$, which is $> 6$-fold smaller than the predicted value of $m - 1 \approx 0.60$.

We make this comparison more explicit in Figure 3.7, which shows the rapid decrease in survival probably predicted from previous kinetic studies in the light (dash line), as well as the much slower drop off in “off”-“off” survival probabilities observed in the dark (filled squares). Included as an inset is the distribution of the “off” times power law slope under continuous illumination for the same QDs included in the shuttering experiment which shows a value of $m_{\text{off}} = 1.59(2)$. The data is clearly not well represented by this description, with the two sets of data differing by two orders of magnitude on time scales out to 30 s. This provides unambiguous evidence for a *light unassisted* process able to recover the QD from the “off” to the “on” state. Of equal importance, such a large difference between light and dark QD recovery rates
necessarily implies that the blinking dynamics observed previously under continuous illumination conditions must be dominated by light assisted processes.

These results can be interpreted with respect to the kinetic model presented in Figure 3.1. The key process responsible for QD blinking at room temperature is a result of photon absorption, suggesting that it proceeds from the excited state, i.e. that $k_{|1>\rightarrow|2>} + k_{|1>\rightarrow|3>} \gg k_{|0>\rightarrow|2>}$. The thermal contribution to blinking, $k_{|0>\rightarrow|2>}$ is shown to have a minimal contribution for the time scales investigated, with a rate constant of $0.0014(7)$ s$^{-1}$ or a power law slope of $1.0041(33)$. 

Figure 3.7: Comparison between light and dark rates. The experimentally observed $S_{\text{off-off}}$ values in the dark are compared to survival time distributions predicted from previous studies, based on blinking recovery probability densities that are power law distributed with slow of $m_{\text{off}} = 1.60$. Note the several orders of magnitude discrepancy between predicted (dashed line) and observed (blue squares) distributions. This indicates the dominance of a strongly light assisted mechanism for QD blinking recovery under typical experimental conditions. Inset: Experimentally observed distribution of power law exponents under continuous laser illumination conditions, revealing an average value of $m_{\text{off}} = 1.59(2)$. 
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Alternatively, the process of QD blinking recovery has distinct light and dark pathways. The light unassisted transition, $k_{\text{para}} := k_{2\text{\rightarrow}1} + k_{2\text{\rightarrow}0}$, is found to be non-exponential and governed by a power law with $m \approx 1.093(12)$. Such slow dark rates are insufficient to explain previous results of single QD blinking recovery under continuous illumination. Based on our model, this would imply that relaxation from the excited state in the “off” manifold, $k_{\text{relax}} := k_{3\text{\rightarrow}1}$, is the dominant process observed under continuous illumination and is described by a power law with $m \approx 1.60$. Such a model does not include direct photon mediated transitions, $k_{\text{photon}} := k'_{0\text{\rightarrow}2}$ or $k'_{2\text{\rightarrow}0}$, in which a photon is absorbed but blinking/blinking recovery does not necessarily proceed through $|1\rangle$ and $|3\rangle$ excited states of the on and off manifolds, respectively. Under normal experimental conditions of laser illumination, however, all such low energy photoassisted transitions would be indistinguishable from processes occurring through the excited states.

A potential explanation of our results can be found from Verberk et al.,[12] who developed a simple model for power law blinking that relates the power law slope to tunneling barriers. In their model, a larger barrier for reneutralization would result in a smaller power law exponent. This suggests that the barrier between $|2\rangle$-$|1\rangle$ is larger than $|3\rangle$-$|1\rangle$ or that the energy from the absorbed photon is available to accelerate the reneutralization through an Auger process. The lack of previous observation of these dark rates can be understood if the number of transitions between $|2\rangle$ and $|3\rangle$ in an experimental window is taken into account. Even under the lowest excitation conditions of 20 nW investigated by our group,[17] the photon absorption rate from state $|2\rangle$ to state $|3\rangle$ is $\approx 500$ KHz, corresponding to $\approx 500$ events even for 1 ms time bins. Such a large number of opportunities for light induced conversion from state $|3\rangle$ to the “on” manifold (i.e., either $|1\rangle$ or $|0\rangle$) is apparently sufficient to dominate the much slower dark process.
However, these results suggest that at even lower powers, < 2 nW, the two pathways may begin to compete and could both be observed.

As a final comment, the present results should be compared to previous ensemble dark experiments. Chung and Bawendi\textsuperscript{18} investigated the ensemble behavior of colloidal QDs under illumination and in the dark. Under constant illumination, the sample showed a significant decrease in total intensity, which, for example, would be consistent with power law behavior in both the on and off times with $m_{on} > m_{off}$. However, upon blocking illumination and periodically checking the photoluminescence intensity, they noted nearly complete recovery of the ensemble QD fluorescence, though the behavior could not be well described by exponential kinetics. Specifically, the fluorescence signals exhibited a $\approx 1000$ s induction period at depressed quantum yield after blocking excitation, which recovered to approximately half the initial value on a further time scale of 3000 s. Though clearly in qualitative agreement, this range of dark time scales would appear to be much \textit{slower} than with what we observe at the single QD level, i.e., for which we see QD recovery on time scales of 10 s. However, one must be cautious in making time scale comparisons when power law kinetics may be present, which predicts an infinite average event duration for $m < 2$. A more conservative conclusion would be that this indicates multiple processes in the dark proceeding at significantly different rates, which could be consistent with highly distributed kinetics. In a different semiconductor material, Cichos et al.\textsuperscript{20} studied the bleaching and recovery of silicon nanocrystals ensembles. After illuminating the sample for 10 s and then leaving the sample in the dark for a variable time, the emission intensity recovered consistent with the value of the power law “off” slope observed under continuous illumination. Taking these results together suggest that the reneutralization of silicon
nanocrystals is different from CdSe nanocrystals and that the former proceeds through state |2> even under continuous illumination.

The present investigation of blinking and blinking recovery kinetics in the dark confirm some aspects of previous models, while revealing interesting dynamics not previously observed. First of all, the dark survival probability for the QD in an “on” state is nearly independent of shutter duration out to times scales of minutes. This indicates that in order for a QD to blink to an “off” state, a photon is required to activate the process. Based on the kinetic scheme in Figure 3.1, this would mean access to the “off” manifold involves at least a single transition through the upper state |1>, though parallel contributions involving direct photoexcitation from |0> to |2> cannot be ruled out. In contrast, the “off” survival probability for a QD reveals a clear dependence on the dark dwell time, demonstrating that QDs are able to recover to the “on” state without absorption of a photon. With regard to the kinetic model in Figure 3.1, this would imply a finite distribution of blinking recovery rates, either directly from |2> to |0>, or, depending on the relative energetics of the two manifolds, by indirect, non-photoactivated excitation to |1> followed by fluorescence to the |0> ground state.

Of particular importance, however, the power law kinetic behavior for blinking recovery in the dark is qualitatively different than observed under previous conditions of laser illumination, with more than 2 orders of magnitude differences in survival probabilities predicted for time scales out to 30 s. This implies that nearly all previous confocal studies of blinking recovery dynamics at the single QD level are either influenced by or likely dominated by light induced transitions from the “off” to “on” manifolds. The suggested mechanism for such transitions is schematically indicated in Figure 3.1, whereby QDs in the “off” manifold continue to absorb photons, though with a dramatically reduced quantum yield for fluorescence. Despite
short fluorescence lifetimes due to rapid non-radiative relaxation from $|3> \rightarrow |2>$, photon absorption in the “off” manifold can still provide a finite excited state relaxation pathway from $|3> \rightarrow |1>$. At the very least, these studies point to the critical relevance of such photon assisted paths in QD blinking recovery, evidenced simply by observation of blinking kinetics in the dark.

3.5 Summary

The present work reflects a systematic study of single QD blinking behavior in the absence of illumination, with a specific focus on elucidating the role of photoexcitation on the long time dynamics. First of all, we find the probability of a QD transitioning in the dark from a high quantum yield (“on”) state to a low quantum yield (“off”) state to be extremely low and essentially independent of dwell time from 100 ms to 100 s time scales. The absence of a dark pathway is consistent with many models for QD blinking, for example, such as photoassisted electron/hole ejection to surface trap states and thereby charging of the QD. On the other hand, blinking recovery statistics (from “off” to “on” state) do reveal a power law dependence on dwell time, consistent with non-photoactivated and highly distributed kinetics in the dark. However, such QD blinking recovery to the “on” state is orders of magnitude slower than predicted by previous power law kinetic studies and therefore signals the presence of both light-activated and dark pathways. Most importantly, the present kinetic analysis underscores that most if not all previous single QD studies have necessarily been performed under conditions where blinking recovery is dominated by the light-activated channel.

Future extensions of QD blinking and recovery in the dark hope to further elucidate the non-light mediated processes observed here. The “off” time distribution has been observed to be independent of temperature,\textsuperscript{8,11} but so far only under continuous illumination conditions. By
eliminating light-induced pathways, the current experiment permits one to focus directly on thermal transitions to/from the ground state of the “off” manifold. QD blinking recovery, i.e., \(<S_{\text{off-off}}(T_{\text{close}})\rangle\), could therefore be explored as a function of temperature to probe activated rate processes for transitions from state |2> to |0>. The rates for QD blinking in the dark could also be studied by sample temperature, probing thermally activated promotion from the “on” to “off” manifolds. In order to explore alternative light mediated blinking processes suggested by Stefani et al.,\(^{14}\) a second laser at energies below the QD band gap could be implemented. This would provide continuous illumination of the sample and allow light activated blinking to occur without access to the excited state. The effect of wavelength and illumination intensity on \(S_{\text{on-on}}\) and \(S_{\text{off-off}}\) would nicely compliment these temperature dependence investigations, providing important information about photon mediated transitions between lower states in the “off” and “on” manifolds.

Further studies can also target environmental effects on light- and non-light mediated blinking processes. Blinking kinetics have been shown to be weakly influenced by immediate environment for QDs\(^{26}\) as well as for single dye molecules in a conductive polymer.\(^{30}\) Indeed, functionalized QDs have shown blinking suppression in phenylene vinylene oligomers,\(^{31,32}\) suggesting that QDs in conductive polymers may in general have altered blinking kinetics. The addition of small molecules to solutions of tethered QDs has resulted in changes to the blinking behavior of single QDs.\(^{33,34}\) In the next chapter, the mechanism by which these molecules influence the blinking in solution will be investigated under continuous illumination conditions.
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Chapter 4
Blinking Suppression for Quantum Dots in Aqueous Solution by Phenol

4.1 Introduction

Colloidal semiconductor quantum dots (QDs) are widely used in many experimental fields because they have continuous absorption spectra with large absorption cross sections and good photostability.\(^1\) Ensemble studies use them as fluorescent probes in many assays – detection of glucose,\(^2,3\) antimony cation,\(^4\) and sulfide anion\(^5\) as a few examples. Labeling the QD surface with specific markers allows for the determination of uptake and expression of a wide range of proteins, antibodies and antigens.\(^6-8\) However, ensemble techniques are not the only area of interest and use for QDs. When coupled with sensitive detection techniques, the unique optical properties also allow the detection of single QDs over extended experimental time windows and with high spatial localization. Researchers have demonstrated the use of single QDs in real time tracking of biological processes such as intracellular diffusion and cellular transport\(^9,10\) as well as in super resolution techniques\(^11,12\) for localizing cellular machinery.\(^13\)

In the one of the first investigations into single QD fluorescence, Bawendi and coworkers observed fluorescence intermittency (blinking), distinct transitions between a high quantum yield (“on”) state and a low quantum yield (“off”) state.\(^14\) Blinking of single molecule fluorescence had previously been observed in several dye molecule systems and had been interpreted in those cases as a photoinduced transition between singlet and triplet manifolds\(^15,16\) One common interpretation of this blinking is that the switching from “on” to “off” is a result of a photoassisted charge ejection process (either hole or electron) that results in the core of the QD
being charged, whereby fast and efficient non-radiative recombination rates dominate.\textsuperscript{17} Neutralization is a result of the charge returning to the core and consequently the QD resumes its normal fluorescence state. However, the intermittency observed by Bawendi and coworkers revealed time scales too long to be attributed to simple phosphorescent channels. Subsequent investigations by Kuno et al.\textsuperscript{18,19} extended the experimental observational window to hundreds of seconds and revealed that the distribution of times for both the “on” and “off” state was highly non-exponential. In fact, the distribution was well characterized by a power law ($P(t) \propto t^{-m}$) over 8-9 orders of magnitude in probability and 5-6 orders of magnitude in time. This remarkable non-exponential behavior requires a more complex model based “on” ‘distributed kinetics’ for the charge ejection and neutralization accessing a wide range of rate processes.\textsuperscript{20}

Many experiments have been subsequently implemented to clarify the origin of these largely distributed power law time scales. The influence of the composition,\textsuperscript{21-23} size,\textsuperscript{18} and shape\textsuperscript{24} have all been probed to better understand the mechanism of the blinking and the nature of the proposed charge ejection state. In each case, the “on” time distributions follow a power law that varied between 1.3-1.7 with differences in the long time tail described by an exponential truncation found to vary based “on” temperature\textsuperscript{22} and illumination intensity.\textsuperscript{25} The “off” time distributions are more insensitive to changes showing a typical slope of 1.60 for a variety of QD compositions, sizes and shapes.

If the blinking is a result of trap state dynamics, the environment around a QD can significantly change the blinking dynamics observed. For example, epitaxially grown InGaAs QDs embedded in solid GaAs blink infrequently at room temperature.\textsuperscript{26} In order to better approximate the epitaxial grown QDs, synthetic protocols began including 1-5 monolayer shells of a larger band gap material, typically ZnS, to the QDs in order to better passivate the surface of
the QD where the traps are most likely to occur. Ensemble QY are found to increase with increasing shell thickness which does suggest that the QDs spend more time in the “on” state. More recently, Klimov and coworkers synthesized “super shell QDs”, colloidal grown CdSe cores with 10-12 monolayers of ZnS shell.\textsuperscript{27,28} They report single molecule QD trajectory studies showing blinking suppression, i.e. the QDs spend the majority of the time in the “on” state.

Suppression of blinking has also been achieved through control of the environment around the QD by changing the ligands or adding molecules to the solution. Most typically thiols are found to have a large effect, for example. The addition of mercaptoethylamine was found to suppress the blinking of surface absorbed QDs in a buffer solution.\textsuperscript{29} Ha and coworkers\textsuperscript{30} demonstrated reversible suppression of blinking by addition of millimolar quantities of β-mercaptoethanol (BME) to CdSe/ZnS QDs tethered to a surface. Follow up work by Jeong et al.\textsuperscript{31} showed that the effect was controlled by pH and due to the presence of the thiolate anion in solution. Lastly, dithiolthreitol doped polymer films demonstrate near complete blinking suppression characterized by low (<5%) “off” state populations in count rate histograms.\textsuperscript{32}

An alternative to thiol containing compounds was provided by Fomenko et al.\textsuperscript{33} who investigated the effect of propyl gallate (3,4,5 – trihydroxybenzoic propyl ester) “on” QD fluorescence by monitoring the count rate (QY) and the fluorescence lifetime ($\tau_{FL}$) of individual QDs. Complete blinking suppression was observed for the system upon addition to the sample. In addition, the peak count rates observed remained constant, while the fluorescence lifetime showed a 5 fold decrease. This was interpreted as a decrease of the radiative lifetime with little change in the non-radiative lifetime.

A common theme in these ligand exchange and small molecule addition studies is the idea that the molecule is a Lewis base and reacts with a positively charged surface trap site. As
Figure 4.1: Two possible models for blinking suppression. On the left, the molecule is a Lewis base and donates electron density to fill surface trap sites on the QD. In the second, depicted on the right, the molecule changes the electrochemical potential of the solution which shifts the Fermi energy to fill (or empty) trap sites in the QD.

more surface sites become occupied in this manner, the QD remains in the “on” state longer as there are fewer traps sites for the ejected electron. This is schematically represented “on” the left side of Figure 4.1. It is important to note, that in this model only surface states that are solvent accessible will be occupied, while those located in the interior of the QD will remain as possible “off” state sites.

An alternative picture for how a given molecule affects the surface trap state distribution arises from considering an electrochemical view of the solution. Several experiments from the Lian group have investigated electron\textsuperscript{34-36} or hole\textsuperscript{37} transfer to suitable accepting species in solution. They found that the transfer rate depended “on” the relative energy difference between the molecular LUMO (or HOMO) energy and that of the photoexcited electron (or hole)
suggesting that a redox couple is formed by the molecule and QD. Other experiments have investigated individual QDs in electrochemically controlled cells, and found that fluorescence QY and lifetime were effected by applying a negative potential.\textsuperscript{38,39} A simple schematic for this is shown “on” the right side of Figure 4.1, where the Fermi level is shifted up or down based “on” the applied bias. The electrochemical cell thus fills (or empties) trap states in the QD below (or above) to maintain a fixed potential. When the Fermi level rises above the valance band, electrons are transferred to the core of the QD and this greatly affects the fluorescence QY and lifetime.

The experiments presented here will elucidate which of these models, Lewis base or electrochemical potential, correctly describes the mechanism for blinking suppression by small molecules. In order to properly test both scenarios, a requirement of the study is that both the potential modes of suppression must be present to determine which is the dominant process in solution. We chose to investigate phenol, based on our previous work in aqueous solution with propyl gallate (PG). Phenol represents the simplest hydroxybenzyl compound and has no secondary chemistry (basic de-esterfication is a problem with PG). It has a single well known pK\textsubscript{a} of 9.8, and is stable in water for extended periods of time. The one electron redox potential (E\textsubscript{o}) of phenol is 5.5 V (vacuum) which is near the Fermi energy for CdSe (5.75 V). Therefore, phenol provides the ability to change the concentration of the neutral (phenol), the concentration of the anion (phenoxy) and tune the redox potential by varying the pH between 8 and 10. Two related benzenediol species (hydroquinone and resorcinol) are explored that have similar pK\textsubscript{a} values, but different E\textsubscript{o}, in order to probe the role of reduction potential over a wider range of values.
Initially, in order to quantify the degree of blinking suppression we look at three metrics - the fraction of time a QD spends in the “on” state ($F_{on}$) and the power law slope of the “on” and “off” time distributions – as a function of phenol concentration. We observe a marked increase in the $F_{on}$ as we increase the concentration of the phenol, as well as a change in $m_{on}$, but no variation for $m_{off}$. To test whether the Lewis base model is accurate, we vary the pH in order to determine if the active species is the phenol molecule or the phenoxy anion. We show that the effect does depend on the phenoxy anion concentration rather than neutral phenol concentration. However, when comparing the two different molecules that have comparable Lewis base activity, dramatically different results are obtained, which suggest the role that redox potential has in blinking suppression.

The paper is organized as follows. In section 4.2, the experimental setup and sample preparation are described. Section 4.3 presents sample data and results from the concentration and pH dependence of blinking suppression for phenol. Section 4.4 focuses on interpretations of the results and addresses the two possible models of blinking suppression. A summary of results and suggestions of future work are provided in section 4.5.

4.2 Experiment

Experiments are performed on an inverted epi-fluorescence confocal microscope (Olympus IX-70) with single photon detection capabilities. Laser excitation is provided by a 434 nm GaN diode laser (Picoquant, LDH 400) with a pulse width of ~70 ps and a repetition rate of 5 MHz. The excitation is right hand circularly polarized, expanded by an 8:1 collimating telescope, and attenuated by a series of neutral density filters before entering the back of the microscope. A dichroic (Chroma Z434DC) reflects the light into a 100x 1.4 NA oil immersion
objective (Olympus PlanApo) which focuses in the sample at the diffraction limit. The fluorescence is collected by the same objective, transmitted by the dichroic, and then spatial filtered by a 50 μm pinhole. The emission is separated by a second dichroic centered at 561 nm before being focused onto a pair of avalanche photodiodes (APD, Perkin Elmer, SPCM-AQR-14) with additional band-pass filters (Chroma 580-70M) mounted in front of the APDs to suppress light outside of the QD emission range.

The signals from the APD are sent to a router (HRT-81) and then to a time correlated single photon counting card (Becker-Hickl TCSPC-130) which provides time-tagged fluorescence measurements with both “macrot ime” (i.e., time since start of the experiment, ~50 ns resolution) and “micr ont ime” information (i.e., time between excitation pulse and photon emission, 200 ns maximum with ~49 ps resolution) as well as which APD detected the photon (which allows separation by emission wavelength or polarization). The advantage of this technique is that it allows the data to be binned post acquisition into any desired time interval, or alternatively, segments containing a fixed number of photons.

Streptavidin-conjugated CdSe/ZnS quantum dots in standard borate buffer (25 mM, pH 8.3) with an absorption peak at 550 nm and emission peak at 565 nm are obtained from Invitrogen. The samples are made by tethering the QDs to biotin-BSA/BSA (1:10) coated glass slides in a homemade microfluidic channel sample holder, which leads to a surface coverage density of ~0.6 QD/μm². Previous QD blinking experiments have shown that biexcitonic Auger ionization provides a maximal limit to the “on” time distribution. In order to balance this process with the detected signal levels, the laser power is attenuated to ~55 nW at the sample. At these power levels, the characteristic fall-off time is ~0.25 s and an adequate signal-to-noise level (5:1) is achieved so that a threshold “on”-”off” analysis with 1 ms bin time is possible.
To obtain a typical data set, images are first created by raster scanning the sample on a piezoelectronic closed loop stage (PI P-517.3CL), which reveals single QDs with a near diffraction limited spot size of 240 nm full width half maximum. The stage is then moved under closed loop control to center a single QD in the laser focus. Fluorescence trajectories are obtained for 30 s, after which the stage is moved to the next QD in the image. Acquisition and analysis software is written in-house and based on LabWindows modules and drivers.

4.3 Results

The first experiment is to determine if phenol has a measurable effect on the QD blinking. The sample is prepared as usual and studied to determine initial surface coverage and blinking behavior of individual QDs (Figure 4.2, upper left panels). Subsequently, 200 µL of 15 mM phenol in borate buffer at pH 8.3 is flushed through the microfluidic chamber (20 µL volume) and the sample reimaged. The number of QDs observed is comparable to the initial surface coverage in the absence of phenol; however the amount of time an individual QD remains in the “on” state is noticeably higher (Figure 4.2, lower left panels). A second flush with buffer returns the QDs to the initial blinking behavior, suggesting that phenol has a reversible effect on the QDs, much as was observed in the BME studies of Hohng and Ha.

In order to quantify the blinking suppression observed, trajectories are binned at 1 ms and analyzed by determining if the signal is above (“on”) or below (“off”) an intensity threshold level to establish the QD emission state. The choice of threshold for this study is half way between the “on” and “off” intensity levels. However, deviations from this specific choice do not influence the results presented here. In order to estimate the degree of blinking suppression, the fraction “on” time (F_{on}) is calculated by the amount of time the QD was in the “on” state divided
Although power laws do not have strictly defined averages, this is a useful metric because the trajectories are acquired for the same total time between different conditions. This results in defined averages of “on” and “off” times over the finite range of the experimental time window. A more rigorous metric for the blinking behavior is obtained by fitting the probability densities of the “on” and “off” times and fitting the resulting distribution to a power law. The data is well described by a simple power law, $P(\tau_{on/off}) = A\tau_{on/off}^{-m}$, over 3 orders of magnitude in time and 4 orders of magnitude in probability presented for the “on” times in the upper panels of Figure 4.3.

To investigate the dependence of phenol in blinking suppression, the concentration of phenol is varied over 4 orders of magnitude (0.015 mM to 150 mM) and the results are analyzed.
Figure 4.3: Sample “on” time distributions and effect of phenol on m_{on}. The upper panels show the “on” time distributions for the traces in Figure 2 are well described by a power law fit over more than 3 orders of magnitude in time. A summary of observed power law slopes for the “on” time distribution (m_{on}) versus phenol concentration is shown in the lower panel. The increase of ~50% for F_{on} shown previously is caused by a ~10% decrease in m_{on}. 
in the same way as before. The right most panel of Figure 4.2 shows that the value of $F_{\text{on}}$ clearly increases from a value near 0.65(3) to 0.88(1) with increasing phenol concentration (presented on a log scale), thus phenol qualitatively acts as a blinking suppression agent. More interestingly, the lower panel of Figure 4.3 shows that the slope of the power law for the “on” time distribution ($m_{\text{on}}$) also decreases from 1.30(3) to 1.12(2), while the “off” time distribution is relatively unchanged with a power law slope of $m_{\text{off}} = 1.70(5)$ over the same concentration range. Interestingly, in buffer containing no phenol, the value of $m_{\text{on}}$ is 1.22(1) which is statistically different from the value obtained at the lowest phenol concentration, suggesting that the concentration is not the only parameter influencing the blinking.

In conjunction with the results obtained from the macrotime data, there is additional information in the microtime distribution and channel tag. A histogram of the microtimes contains information about the fluorescence lifetime ($\tau_{F1}$) for the excited state and is well described by a single exponential decay. Specifically, the microtimes are separated into 200 photon segments which are fit to a single exponential decay by a maximum likelihood estimator (MLE) method. The average value of $\tau_{F1}$ is representative of the lifetime for individual trajectories and is found to be insensitive to the choice of the number of photons included in a segment. Lastly, the dichroic separates the emission into two channels based on wavelength. A ratio of the signals on both detectors, $F_{#} = \frac{I_{\text{APD}_2}}{I_{\text{APD}_1} + I_{\text{APD}_2}}$, can therefore be related to the emission color of the QD. This value can be calculated for the total counts, as a trajectory for each time bin, or in segments of photons. In each of these cases, the obtained quantity is similar and only the average trajectory result is presented here.

This provides three additional monitors for the effect of phenol on QD dynamics – the average “on” count rate ($I_{\text{on}}$), the average lifetime ($\tau_{F1}$) and the color of the emission ($F_{#}$) – each
of which is shown in Figure 4.4 as a function of phenol concentration. Unlike the observations for $F_{\text{on}}$ and the “on” power law slopes, there is no change in either the $I_{\text{on}}$ or $\tau_{\text{FL}}$ over the investigated concentration range. With both $I_{\text{on}}$ and $\tau_{\text{FL}}$ remaining constant, this implies that the radiative and non-radiative rates from the excited state to the ground state are not being influenced by phenol in the same was as they were for PG. It also suggests that the phenol is influencing the rate of the QD transitioning from “on” to “off” in a manner that doesn’t contribute to a non-radiative component of the decay from the excited state. Lastly, the insensitivity of $F_{\#}$ to varying phenol concentrations suggests that there is no dramatic change in the charge distribution around the QD. Changes in this distribution have been shown to alter the local electric field which induces a Stark shift of the fluorescence.\(^{40}\)

In order to determine the mechanism by which phenol is affecting the QD blinking dynamics, studies into the specific species that influence the blinking have been implemented. Initial experiments are performed at a pH of 8.3, \textit{i.e.}, below the pK$_a$ of phenol (9.8), with additional investigations carried out up to pH 10. The same qualitative trends (increasing $F_{\text{on}}$, decreasing $m_{\text{on}}$, constant $m_{\text{off}}$) are observed with increasing phenol concentration at a given value of pH, though the effects of low concentrations at high pH appear to have a similar magnitude to those at high concentrations but at the lower pH. In order to determine which species, phenol (PhOH) or phenoxy anion (PhO$^-$), is responsible for the effect, conditions of fixed PhOH or PhO$^-$ are obtained by varying the total concentration of phenol species and pH. If PhOH is the active species, plots of $F_{\text{on}}$ or $m_{\text{on}}$ versus \([\text{PhO}^-]\) for a fixed \([\text{PhOH}]\) should be characterized by horizontal lines. The leftmost panel of Figure 4.5 demonstrates the changes of $m_{\text{on}}$ under this constraint for three different concentrations of \([\text{PhOH}]\) = 0.13 mM, 0.27 mM, and 1.40 mM. The
three data set slices display a clear trend with increasing $\text{[PhO}^-\text{]}$ and are not characterized by a line with zero slope, suggesting that PhOH is not responsible for the suppression by itself.

Conversely, if phenoxy anion is the relevant species, as thiolate anion was relevant in the BME experiment, graphs of $m_{\text{on}}$ plotted at a fixed value of $[\text{PhO}^-]$ would be independent of $[\text{PhOH}]$. Three such slices are shown in the right panel of Figure 4.5 for $m_{\text{on}}$ for conditions where $[\text{PhO}^-] = 0.03 \text{ mM}, 0.18 \text{ mM}, \text{ and } 1.70 \text{ mM}$. Plotted in this way, the obtained values do lie on a horizontal line which suggests that the phenoxy anion is the species in solution that is
Figures 4.5: Constant PhOH or PhO⁻ slices. The dependence of $m_{on}$ separated by species in solution. The left panel is the case where the concentration of PhOH is held constant ($[\text{PhOH}] = 0.13 \text{ mM}, 0.25 \text{ mM}, \text{ and } 1.4 \text{ mM}$) but PhO⁻ and pH are varied. This should be contrasted with the results “on” the right where PhO⁻ is held constant ($[\text{PhO}^-] = 0.03 \text{ mM}, 0.18 \text{ mM} \text{ and } 1.6 \text{ mM}$), but PhOH and pH are varied. In the latter case, the data lies “on” a horizontal line for a given $[\text{PhO}^-]$ suggesting that the active species is phenoxy anion. 

4.4 Discussion

These results provide potentially valuable insight into the dynamics that underlie the blinking transitions. The phenol has a clear effect on transitions between the “on” and “off”
manifold as demonstrated by decreases in $m_{on}$. In the presence of phenol, the QD has a higher probability of remaining in the “on” state for longer times characterized by a lower power law slope. When this effect is combined with no change in $m_{off}$, blinking suppression, a larger value of $F_{on}$, is observed as the phenol concentration is increased. Interestingly, no change is reflected in either the quantum yield of the “on” state or the fluorescence lifetime which remain constant over the range of concentrations investigated. This implies that the radiative and non-radiative rates for the transitions from the excited state to the ground state are unaltered by the phenol, in clear contrast to the results for propyl gallate.\textsuperscript{33}

Figure 4.6: Complete data set for different phenol concentrations and pH. Complete data set for different concentrations of phenol and pH plotted against $[\text{PhO}^-]$. The data for pH > 8.5 (red squares) overlap that of the pH 8.3 data (black circles). The results in the presence of zero phenol concentration (buffer only) are included as a dashed line with error bars. The low concentration data is statistically distinct from the zero concentration values, signifying that the phenoxy anion is not solely responsible for the effect.
In addition to the single molecule results, the effect of phenol is also observed in ensemble fluorometry experiments. Ensemble QY measurements can be thought of as a product of the “on” state QY, measured by single molecule techniques, multiplied by the fraction of QDs that are in the “on” state. While the QY of a single QD does not change upon addition of phenol, \( F_{\text{on}} \) is dependent on the phenol concentration. Changes in \( F_{\text{on}} \) therefore should correspond to changes in the fraction of QDs that are in the “on” state during the fluorometry experiment; thus the ensemble QY should increase upon addition of phenol. The relative emission intensity measured as phenol is added stepwise to a sample of 1 nM QDs. The emission is found to increase by \(~12\%\) when increasing the phenol concentration from 0.015 mM and 25 mM at pH 8.3. This closely matches the increase observed for \( F_{\text{on}} \) (~15\%) over the same concentration range, which suggests that the effect of blinking suppression is also observable and confirmed in ensemble measurements.

The pH dependence of the effect suggests that the phenoxy anion is the relevant species to consider in a model for blinking suppression. In the case of BME, Jeong et al.\(^{31}\) suggested that the thiolate anion is able to donate electrons into undercoordinated surface sites on the QD and therefore reduce the number of trap sites for photo-ejected electrons leading to less frequent transitions to the “off” state. This could be analogous to the present experiments, where the oxyanion donates electron density and thus the degree of blinking suppression is related to the phenoxy concentration. However, if this is the complete answer, the values of \( F_{\text{on}} \) and \( m_{\text{on}} \) should approach the zero concentration values in the asymptotic limit of low concentration. Instead, the values obtained at low concentration ([PhO\(^-\)] < 0.1 mM) are different by nearly 10\% and outside of the approximate uncertainty (Figure 4.6).
In order to address these results, the electrochemical cell model initially proposed is considered. The redox potential of a solution includes contributions from both concentration of the molecule and the overall pH of the solution. The Nernst equation for a pH dependent redox couple is:

\[ E_{\text{red}} = E_o - 0.0592 \log \frac{[\text{red}]}{[\text{ox}]} + 0.0592 \, pH \]  

(4.1)

where \([\text{red}]\) and \([\text{ox}]\) are the concentrations of the reductant and oxidant, respectively. In the specific case of phenol, the oxidant form (phenoxy radical) is unstable and rapidly undergoes dimerization or other chemistry. A true poised electrochemical cell is not attained for phenol, because the concentration of the oxidant is near zero. Nevertheless, the one electron reduction potential of phenol is measured to be 5.5 V (relative to the vacuum level) by cyclic voltammetry. This places the redox potential of the solution between the valence band (6.62 V) and conduction band (4.88 V). This value is also quite close to the QD Fermi level at 5.75 V. Closer inspection of the \(F_{\text{on}}\) and \(m_{\text{on}}\) curves reveals that the concentration of PhO\(^-\) is approximately 0.05 mM when the curves intercept the values obtained in the absence of phenol. The electrochemical potential of the solution could be influencing the Fermi level which changes the trap state distribution. Above \(~0.05\) mM phenoxy concentrations, the trap states become occupied resulting in blinking suppression, while at lower concentrations more trap states are available so that blinking increases.

To further test this hypothesis, two additional benzendiol compounds have been investigated – resorcinol (1,3- benzenediol, pKa = 9.3, \(E_o = 5.0\) V) and hydroquinone (1,4-benzenediol, pKa = 9.8, \(E_o = 4.6\) V). Both compounds have similar \(pK_a\) values to phenol (9.8) but lower values of \(E_o\). If the important role of the compound is merely the oxyanion concentration, then at a given pH and total concentration, each compound should give similar
results to those obtained for phenol. Conversely, if the reduction potential is the important property, the results may be drastically different as the hydroquinone reduction potential is near the conduction band at 4.88 V. Previous electrochemistry studies showed a decrease in the intensity, and an increase in the blinking when the potential of the cell was near the conduction band level.\textsuperscript{38,39} Alternatively, resorcinol has a reduction potential that is similar to phenol and lies within the CdSe band gap. The inset of Figure 4.7 indicates the relevant potentials for a CdSe/ZnS QD and the compounds investigated in this paper. Normalized count rate histograms for sample traces are presented in Figure 4.7. Both phenol and resorcinol display a 90% “on” state population that is greater than buffer only conditions (72%), while hydroquinone is found to spend only 10% of the time in the “on” state.

Additionally, these results may be compared with experiments involving QD/dopamine conjugates that have been used as sensors for in vitro and intracellular pH.\textsuperscript{6} They report that the photoluminescence yield and fluorescence lifetime changes linearly with pH and attribute their results to a pH dependent dopamine reduction potential. Dopamine has an $E_0$ of 5.25 V which places it in the band gap and would be entirely consistent with our interpretation of the data. More recently, studies of the pH dependence for photoluminescence quenching by dopamine concluded that electron transfer to and from redox active dopamine was responsible for the increase in ensemble QY and decrease in fluorescence lifetime with increasing pH.\textsuperscript{41}

The apparent blinking dependence on the reduction potential can also be compared to recent results by Galland and coworkers where they constructed an electrochemical cell to directly control the Fermi level of the system.\textsuperscript{38} In particular, they observed a pronounced degree of blinking suppression (characterized by an increased $F_{on}$) for an electrochemical potential between the conduction and the valance band attributed to the circuit filling traps
located in that energy region. Upon raising the Fermi level above the conduction band, they observed a decrease in the photoluminescence intensity and a decrease in the lifetime corresponding to charge injection into the $1S_e$ state of the QD. These studies support the conclusion that it is the overall solution chemical reduction potential that influences the blinking, not the phenoxy anion acting as a Lewis base in solution.

Figure 4.7: Effects of different species on F$_{on}$. Count rate histograms of trajectories showing the effect “on” F$_{on}$ for the different conditions. In buffer only (black) the QD is “on” 50% of the time, while in the presence of phenol (orange) and resorcinol (green) the QD is “on” closer to 90% of the time. This is contrasted by the results with hydroquinone (blue) where the QD spends only 10% of the time “on”. Phenol, resorcinol and hydroquinone have similar pK$_a$ values, thus the concentration of the hydroxyanions are comparable in each case. However, the one electron reduction potential of the molecules (shown schematically in the inset) shifts the Fermi level up in solution with phenol and resorcinol, but still within the band gap; conversely, the Fermi level in the presence of hydroquinone is shifted nearer the conduction band.
4.4 Summary

The present work reflects a systematic and quantitative investigation to probe the role molecules in solution have on QD blinking. First, we find that phenol influences the “on” to “off” rates in a concentration and pH dependent manner. The lack of an effect in the average “on” intensity and the fluorescence lifetime suggests that phenol is not altering the radiative or non-radiative lifetime of the excited state, but only the transitions from the “on” to “off” manifold. Phenol influences the “on” time distributions, for which a decrease in the power law slope from 1.30(3) to 1.12(2) is observed over 5 orders of magnitude of phenol concentration. This small change leads to dramatic visual differences in fluorescence trajectories where the fraction of time a QD spends “on” increases nearly 50% by adding ~10 mM of phenol. The experimental results are consistent with an electrochemical model where the reduction potential of the solution is controlled by varying the concentration of phenol and pH. Subsequent investigations of species with similar oxyanion concentrations, but different reduction potentials, further support the conclusion that the blinking is influenced by the energy of the Fermi level. The results here are also consistent with three other similar experimental observations in the literature under different experimental conditions.

Suggestions for future experiments include aqueous solution control with a poised electrochemical half-reaction where the relative concentration of the oxidant and reductant can be independently tuned through the conduction band, such as methyl violgen (E_o = 4.7 V), or related compounds in the same range. One interesting extension is to analyze power spectral densities or correlation functions of the trajectories to obtain information about dynamics occurring on time scales faster than 1 ms. These two approaches to data analysis eliminate the need to bin the data or establish a threshold for the “on”-“off” states and allow dynamics to be
probed down to microsecond rather than millisecond time scales. This type of analysis will be included in the next chapter when discussing blinking simulations.
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Chapter 5:

Fluorescence Trajectory Simulations of QD Blinking

5.1 Introduction

Single molecule fluorescence trajectories provide unique insight into the dynamics of the physical processes controlling the emission. One unique property often found in single molecules is fluorescence intermittency, or blinking.\(^1\) This is characterized by transitions from high quantum yield states (“on”) to low quantum yield states (“off”) which is sometimes referred to as telegraph noise. The time scale for the transitions is related to the physical process that is responsible for the state switching. The initial studies of blinking dye molecules were found to have exponential distributions of “off” times that were due to the molecule being in the triplet state.\(^2\) Since those early studies more complex blinking behavior has been observed and characterized. One of the most challenging results to explain is the observation of power law distributed blinking in colloidal semiconductor quantum dots (QDs).\(^3,4\)

Power law distributions, given by \(P(t) = At^{-m}\), have several unique properties that make analysis complicated. The first is the lack of a characteristic time scale. For example, in a fluorescence trajectory governed by a power law, event durations are often observed to be fractal-like and display a self-similarity of scale which is independent of the time window investigated.\(^3\) One additional implication of the distribution is that while long duration events are rare, they are relatively likely when compared to an exponential distribution. Another difficulty is the lack of a defined average for the distribution. The average of a power law distribution is related to limits of the integration and thus the experimental parameters. This complicated early
analysis of QD blinking which focused on average “on” or “off” times, but was quickly overcome by fitting the actual distribution of times. In this analysis, the probability of a given “on”/”off” time is plotted versus the “on”/”off” time and fit on a log-log scale to a line where the slope is the power law exponent. For colloidal semiconductor QDs, the power law exponent is found to lie typically between 1 and 2 for a variety of samples.

An interesting outcome of fitting the distribution of times was the observation of a truncated power law, given by $P(t) = At^{-m}e^{-t}$, for the “on” time distribution in several different materials upon observation over an extended experimental window (>200 s). One explanation of this upper limit involves the small, but finite, probability of creating a biexciton which then can undergo an Auger process. One possible result of the Auger recombination leads to a photoionization event that leaves the QD in the “off” state. The dependence of the truncation time has been found to depend quadratically on the excitation intensity which is consistent with this picture.

While the truncation time has a fairly well agreed upon model, the origin of the power law is much more debated. One way to obtain a power law distribution is from an “exponential of exponentials”. In this model, the process is governed by an exponential distribution of exponential rates, where the probability of a faster rate is greater than a slower rate. There are a few model systems that would be described this way: a fluctuating barrier, distribution of trap states, etc. Another proposed model is based on diffusion of energy levels which leads to “on”/”off” transitions due to a tunneling process. There are still many questions about which model is correct and many studies aim to elucidate the physical process responsible for the blinking in QDs.
The ability to extract quantitative parameters from a fluorescence trajectory is thus important in order to reveal the underlying physical process. Typically the data is binned and then a threshold between the “on” and “off” state to be set. These two choices are often limited by the signal to noise of the given experiment. The distribution of times is then fit to an appropriate functional form (exponential, power law, truncated power law) to extract the relevant parameters. Alternatively, the fraction of time the system is in the “on” state ($F_{on}$) can be calculated which has been used as a coarse metric to characterize blinking suppression. Some complications do exist for these approaches. For a simple exponential processes, the bin time has been found to effect some of the extracted parameters. This leads to many studies being limited in the time scale that can be investigated and experimental details which may influence the end results artificially. When the kinetics are described by a power law distribution of waiting times, the results are more prone to artifacts due to binning and threshold choices. One alternative solution is to calculate the correlation function or power spectral density which removes the binning and arbitrary thresholding from the analysis. These different approaches provide a variety of analytical methods that extract information about the underlying kinetics from a fluorescence trajectory.

In this chapter, the focus will be the analysis of fluorescence intermittency that is a result of underlying power law distributions. Most theoretical studies have focused on reproducing a power law distribution with a given power law slope, typically $m = 1.5$. However, there have been few systematic studies on how well typical analysis routines extract results from the simulations. The goal is thus to vary key parameters in the model such as the power law slope and determine how well a given analysis approach is able to extract the input values.
The simulation routine, which is able to simulate both exponential and power law distributions, is presented in section II. Section III presents the results of traditional “on”/”off” threshold analysis for a variety of different combinations of $m_{on}$ and $m_{off}$. This section will also include the results of including a biexciton photoionization pathway that leads to a truncated power law. In section IV two other analysis approaches, $F_{on}$ and power spectral densities, will be presented. The first is found to provide a quick qualitative way to characterize the blinking, while the latter is able to extract more quantitative results.

5.2 Simulation Details

The simulation is based on an “absorption” clock where each photon absorbed determines the fluorescence trajectory as opposed to relying only on detected photons. This enables a more robust simulation where fast “on”/”off” events (compared to a typical bintime of 1 ms) are included explicitly even if they would not lead to a detected photon. Another benefit of structuring the simulation this way is that multi-exciton dynamics can be included easily as well as expansion for other kinetic models. Each laser pulse is explicitly queried to determine if excitation of the QD occurs and the simulation determines the observables (for a detected photon) and if any changes in the QD state occur.

Random deviates ($\varepsilon \in 0,1$) are determined from a pseudorandom number generator (ran3) in Numerical Recipes. These random deviates are then compared to the probability of different events occurring during the experiment to determine the fluorescence trajectory of a single QD. The simulations are structured to provide comparable information to experimental data from time correlated single photon counting (TCSPC), which includes information on macrotime, microtime and the channel of detected photons. The macrotime represents “wall
time” or the photon arrival time since the start of the experiment with 50 ns timing resolution. Microtime data is determined by the fluorescence lifetime and denotes the time between excitation and detection, divided into 4096 bins between each laser pulse. The channel is defined by which detector the photon impinges. Because the simulations are designed to follow the same basic physics as experiments, data is stored in a TCSPC format. This enables us to take advantage of the programs already written in house used to analyze experimental trajectories, as well as easily apply our analytical approaches to experimental data. The particulars of the simulations, which are chosen to closely match the experimental conditions usually investigated, are expanded upon in the next several paragraphs.

Simulations for this study are limited to QDs excited by a pulsed laser excitation; however, the scheme can be extended to include continuous wave illumination. The fundamental “clock” for these simulations is set at the repetition rate of the laser, which is chosen to be 5 MHz in order to match the laser system. Each laser pulse has a probability of generating an absorption that results in exciton formation determined from the absorption rate which depends on the QD cross section (σ), laser power (Power) and laser spot size (d) \((k_{ex} = \frac{\text{power} \cdot \lambda}{hc} \cdot P_{abs} = \frac{4\sigma}{\pi d^2}; k_{abs} = k_{ex} \cdot P_{abs})\). The number of excitons formed from the pulse is determined from a Poissonian distribution based on the average number of excitons formed:

\[ N_{pulse} = \frac{k_{abs}}{k_{Rep}} \text{ with } P_{N=0} = e^{-N}, P_{N=1} = N \cdot e^{-N}, \text{ and } P_{N>1} = 1 - P_{N=0} - P_{N=1}. \]

This allows the inclusion of pathways such as state transitions due to multiexciton photoionization. If the laser pulse does not lead to formation of an exciton, subsequent laser pulses are queried until the QD becomes excited.

Once an exciton (or multi-exciton) is created the second phase of the simulation begins. In the case of a QD in the “on” state, the probability of it turning “off” since the last absorption
is calculated \((P_{off} = k_{off} \cdot \delta t)\). This value is compared to another \(\epsilon\) determine whether the QD transitioned to the “off” state in this time period. Additionally, the inclusion of biexciton photoionization in the model allows multi-exciton states to shift to the “off” state at a given fixed probability \((P_{ion})\) if more than 1 exciton was formed. If the QD is in the “off” state, a similar calculation of the probability \((P_{on} = k_{on} \cdot \delta t)\) determines if the QD switches to the “on” state. Once the QD is found to switch states, a new rate is selected from a distribution given by

\[ k = k_0 e^\gamma \text{ where } \gamma = \frac{1}{\alpha} \log(1 - \epsilon). \]

This results in a power law distribution for “on” and “off” times which arises from an exponential distribution of exponential rates. In the event that exponentially distributed kinetics are of interest, the rate constant can be held constant throughout the simulation.

The determination of photon detection occurs in the third phase of the simulation. QDs in the “on” state are able to emit with a probability given by the quantum yield (chosen to be 1.00 here), while the “off” state is defined to have a quantum yield of zero for this study. An additional factor which determines if a photon is detected is given by the collection efficiency \((\eta)\) of the microscope system. By allowing this to vary, various collection efficiencies can be compared with the more typical 4% collection efficiency attained in experiments in order to identify artifacts arising from limited signal levels.

Once it is determined that a photon is detected, the last phase of the simulation defines the photon observables mentioned previously. The macrotime is calculated by determining which pulse created the exciton and converting that value to time since the start of the experiment \((iMacro = N_{pulse} \cdot k_{rep} \cdot 50 ns)\). The microtime is distributed exponentially based on an average lifetime \((t_{micro} = -\tau_{FL} \cdot \log \epsilon, iMicro = t_{micro} \cdot k_{rep} 4096)\). Finally, the channel is selected from a 50/50 distribution to mimic a 50/50 beamsplitter separating the
emission onto two matched avalanche photodiodes. Both the microtime and channel information are expandable to allow for more complex behavior, i.e. incorporating an instrument response function to the microtime, and channel determined by spectral diffusion. However, at this time only the simplest model for these two observables is investigated at this time.

This entire process is repeated, pulse by pulse, until the desired simulation duration has been achieved. The final trajectory is saved in SPC format to be analyzed by traditional analysis programs. In addition, summaries of the trajectory parameters and results are saved in a series of data files. One such file provides “on” and “off” time distributions for the “perfect” data (QY = 1, $\eta$ =100%) with a 50 ns time resolution. This permits the easy comparison between “perfect” data and the result of binned/thresholded data.

An additional feature of the simulations is the ability to include background signal. Photons are added based on an average count rate, which permits the inclusion of both dark counts and background fluorescence. The microtimes of these photons are set to occur uniformly as opposed to exponentially distributed, while the channel is still selected from a 50/50 distribution. The inclusion of background enables more direct comparison to experiments and the study of signal to background artifacts.

### 5.3 Traditional Threshold Analysis

Two sample simulations are shown in Figure 5.1, where in the left panel the event times are exponentially distributed ($k_{on} = k_{off} = 1 \text{ s}^{-1}$) while in the right panel the times are distributed
according to a power law ($m_{on} = m_{off} = 1.5$). The noticeable variation between the two conveys the qualitative differences between an exponential and power law distribution. In the exponential case the distribution of “on”/”off” times is narrow and an average “on”/”off” time is visible. This is in contrast to the lower panel which shows a much broader distribution of “on”/”off” times, from the very shortest observable, a single bin, to as long as 38 s.

The difference between the two traces becomes clearer when analyzed by the typical “on”/”off” threshold method shown in Figure 5.2. In the case of the exponential simulation, the results are plotted on a log-linear scale. The upper two panels show the expected linear dependence with a slope near the input value of 1 s$^{-1}$ for both the “on” and “off” times. This is in contrast to the lower panels which are linear on a log-log scale indicating a power law distribution of “on”/”off” times. The determined slopes are near the input value of 1.5. These results demonstrate that our simulation is able to reproduce either an exponential or power law distribution of “on”/”off” times.
The study is extended by investigating the analyzed power law slope as a function of the input power law for a variety of input combinations of $m_{on}$ and $m_{off}$ between 1.4 and 1.8. For each data point, five 300 s trajectories are simulated then analyzed via the threshold analysis with 1 ms bin time. The results of this extended data set are summarized in Figure 5.3, with the red line corresponding to where the fit result equals the input value. While the trend is apparent, the extracted results are most often lower than the actual input values. This is possibly due to the finite nature of the data sets which leads to under sampling the tail of the distribution. An additional effect may be related to the data binning of the trajectory. Events with duration shorter than the bin time merge the events before and after, which results in an net event that is longer than the two original events. This increase in the length of the events, coupled with the

Figure 5.2: Threshold “on”/”off” analysis for the traces shown in Figure 1. Upper panels are the “on” and “off” time distributions fit with a single exponential decay and plotted on a log-linear plot. Lower panels are displayed on a log-log plot and fit to a straight line. Red lines represent the least squares fit with the results indicated.
loss of short events tends to decrease the observed power law slope. Indeed, a sample bin size
dependence on the extracted power law slope has been observed in prior studies. They also saw
that the “on”/”off” histogram analysis of power law distributed processes could lead to a
systematic under-prediction of the true power law slope.

The studies are extended to test whether the simulations are able to reproduce a truncated
power laws distribution. One proposed model in the literature is that the multi-exciton state
Auger relaxes to eject the electron resulting in an “off” QD. Though the probability of forming
a biexciton is relatively low on a per pulse basis ( \( N = 0.046 \text{ excitons/pulse, } P_{N>1} < 0.001 \)),
there are many chances during a given trajectory for this to occur. For our initial study the
ionization probability from a multi-exciton state is set to be \( 10^{-4} \), which is comparable to what
was observed experimentally. A series of trajectories is simulated in which the excitation power
is varied over a range of excitation powers. The resultant “on” time distributions are shown in
Figure 5.4 for four different powers. The most noticeable trend is the decrease in the truncation

---

Figure 5.3 Plots of the extracted “on” and “off” power law slopes as a function of the input
value. The red line corresponds to if the input equaled the fit value.
Another interesting trend is the apparent decrease of the power law exponent as the power is increased. This is surprising because the input value of $m_{\text{on}}$ is fixed at 1.6 for each simulation and the power law at early times shouldn’t be altered by the biexcitonic process. This again is similar to what was observed in prior truncated power law studies on experimental trajectories$^{5,6}$, and further suggests that the extracted power law exponent is not necessarily representative of the true power law for the underlying process. This potential artifact of the analysis should be kept in mind when interpreting experimental data.

A common feature of “on”/”off” time distributions found in the literature, as well as Figure 5.4, is the “fattening” of the distribution in the middle. Closer inspection of the data reveals that this occurs when the number of events in a given bin is near 1 and the events are
closely spaced, suggesting that this is from something like shot noise. At early times, there are 100s to 1000s of events in a given bin and so the contribution of counting statistic noise is relatively small. Likewise, at later times, the events are spaced by several 10s to 100s of bins which also lessens the impact of counting statistics when calculating the probability density. In order to more properly present the data on a log-log scale, the probability is calculated with the bins spaced logarithmically. This technique is shown in Figure 5.5 for both strict power law (“off” times, left) and truncated power law (“on” times, right) which effectively smooth the data while not altering the extracted parameters. The logarithmic binning is easily incorporated into the analysis and removes the noise artifact seen in most studies.

Lastly, Figures 5.4 and 5.5 both show that the distribution of times obtained from a threshold style analysis can be well described by a truncated power law. In the literature, the
functional form is usually assumed and no specific kinetic model has been posited that leads to a truncated power law. In the model used in this study, there are two paths for the QD to transition from “on” to “off”, an exponentially distributed rate constant process (A) and transitions arising from the multi-exciton state (B). The probabilities for these two paths are independent of each other, thus the probability of A and B occurring can be described as the probability of A and B occurring: 

\[ P(A \cap B) = P(A) \cdot P(B) \].

The truncated power law functional form is consequently due to two independent probabilities where one is described by a power law, and the other by an exponential.

5.4 Additional Analysis Approaches

As mentioned in the introduction, there are two other approaches to analyzing power law distributed data – the fraction “on” \( (F_{on}) \) and the power spectra density (PSD). The first is closely related to a traditional threshold technique while the second is a fundamentally different type of analysis. Each method has its strengths and weaknesses and compliments the traditional analysis method.

*Fraction On Time*

The fraction “on” \( (F_{on}) \) is defined as the total time spent in the “on” state divided by the total time of the trajectory. This is complicated for power law distributions due to the lack of a well-defined average as mentioned previously. One way around this difficulty is to acquire data
always at the same total time, so that the average is defined on that interval. A previous study of quantum dot blinking has shown that after $\sim 300 \text{ s}$ the value of $F_{\text{on}}$ is nearly converged to an asymptotic limit.\textsuperscript{10} With these two ideas, the $F_{\text{on}}$ is extracted for the previously studied $m_{\text{on}}$ and $m_{\text{off}}$ used to generate Figure 5.3 and plotted versus the ratio $m_{\text{on}}/m_{\text{off}}$. The result is shown in the left of Figure 5.6. The trend is steeply sigmoidal and crosses $F_{\text{on}} = 0.5$ when $m_{\text{on}} = m_{\text{off}}$ which is to be expected since the power laws are equal in slope and no one distribution as more (or less) long (or short) events. As the ratio increases, the “on” power law becomes steeper which means there are more short events and fewer longer events. This leads to a decrease in the average “on” time and thus decreases $F_{\text{on}}$.

This result can be directly compared with calculations for $F_{\text{on}}$ given certain constraints. It is true that the average for a power law is ill-defined, however assumptions can be made about the upper and lower limits of the integral, typically the experimental duration ($t_f$) and bin time ($t_o$) for a trajectory respectively. Under these conditions the average “on” or “off” time can be described as

Figure 5.5 Fraction “on” time as a function of the ratio of $m_{\text{on}}$ to $m_{\text{off}}$. The red line is a calculated value based on average “on” and “off” times for different “on” and “off” slopes given fixed upper and lower limits of the power law distributions.
\[ t_{on \ off} = \frac{1-m_{on \ off}}{2-m_{on \ off}} \frac{t_o^{2-m_{on \ off}} - t_f^{2-m_{on \ off}}}{t_o^{1-m_{on \ off}} - t_f^{1-m_{on \ off}}} \]  

(5.1)

The value for the “on” time fraction is then determined by \( F_{on} = \frac{t_{on}}{t_{on} + t_{off}} \), which can be calculated for different values of \( m_{on} \) and \( m_{off} \). The result of the expression with \( t_o = 0.001 \) s and \( t_f = 500 \) s is shown as a red line in Figure 6a which is in good agreement with the results from the simulation.

It is also interesting to study the effect of \( P_{ion} \) has on \( F_{on} \). These results are presented on the left of Figure 5.6 as a function of incident power and value of \( P_{ion} \). When \( P_{ion} \) is 0, the value of \( F_{on} \) is independent of power, which is to be expected since there is no intensity dependent process occurring. However, when \( P_{ion} \) is non-zero the value of \( F_{on} \) is now dependent on the excitation intensity as would be expected. A finite value of \( P_{ion} \) leads to a truncation of the “on” time distribution which results in a shorter average “on” time and thus a decrease in \( F_{on} \). The effect of the truncation time on \( F_{on} \) can be calculated by numerically calculating the average “on” time from \( t_{on} = \frac{t_f}{t_o} t \cdot P_{on} \ t \ dt = \frac{t_f}{t_o} P_{on} \ t \ dt \), where \( P_{on}(t) \) is given by a truncated power law with \( \tau \) determined from the settings of the simulation (\( 1. \ \tau = k_{ion} = k_{abs} \cdot P_{N>1} \cdot P_{ion} \)). The solid lines in Figure 5.6b are the corresponding predictions for \( F_{on} \), and qualitatively describe the data well considering the limited statistics arising from only 5 trajectories for the data points.

These two effects – changing \( m_{on}/m_{off} \) ratio and changing \( P_{ion} \) – are impossible to disentangle when calculating \( F_{on} \) from typical blinking trajectories. Thus blinking suppression, an increase in \( F_{on} \), can be due to three causes: a decrease in \( P_{ion} \), an increase of \( m_{on} \), a decrease of \( m_{off} \), or some combination thereof. This limits the usefulness of \( F_{on} \) as a robust characterization of intermittency, though it does provide a quick means to establish qualitative changes in blinking behavior in experiments such as the previous chapter. However, the changes in \( F_{on} \)
should be accompanied by other techniques to determine the precise cause of observed changes in $F_{\text{on}}$.

**Power Spectral Density**

A very different type of analysis is to examine the raw photon data streams at 50 ns resolution. This has the unique ability to quantify the blinking behavior without binning the trajectory or setting an arbitrary threshold. Two common methods are to look at the correlation or power spectral density, which are related by a Fourier transform. In the correlation, the signal at time $t$ is compared to the signal at time $t + \tau$, which relates how much the signal at different time lags ($\tau$) is self-similar. In order to perform this calculation quickly, typically a numerical approach based on a multi-tau algorithm is used instead of direct integration.\(^{19}\) Alternatively, the power spectral density (PSD) is a measure of how much power is present at each frequency for a given signal. It is calculated as the square magnitude of the Fourier transform of the time series. Thus with the multitude of fast Fourier transform methods the PSD can be easily calculated and analyzed.

Before analyzing the more complicated power law model, the results of the well understood two state system described by exponential kinetics is studied. The correlation of a two state system is well known\(^ {11}\):

$$\mathcal{C}\left(\tau\right) = \frac{k_{\text{on}}k_{\text{off}}}{k_{\text{on}}l_{\text{on}} + k_{\text{off}}l_{\text{off}}} e^{-k_{\text{on}}+k_{\text{off}}\tau} + 1$$  \hspace{1cm} (5.2)

For our studies this can be altered to $\mathcal{C}\left(\tau\right) = \frac{k_{\text{off}}}{k_{\text{on}}} e^{-k_{\text{on}}+k_{\text{off}}\tau} + e^{-2\pi\tau}$ since $l_{\text{off}} = 0$, and the last term arises from the finite nature of the experiment. As previously mentioned, the PSD is
related to the correlation by a Fourier transform and a few normalizations. This results in a functional form for the PSD described by a Lorentzian:

\[
PSD \quad \omega = A \frac{a}{\omega^2 + \alpha^2} + P_o
\]  

(5.3)

with \(A = \text{Intensity} = \frac{k_{on}}{k_{on} + k_{off}} I_{on}, \ a = k_{on} + k_{off} \pi, \) and \(P_o\) the magnitude of shot noise. Both the correlation and PSD are calculated for sample trajectories with two different input parameters, shown in Figure 5.7. The solid lines in the graph are not fits, but predictions from the known functional form described in the previous paragraph. The solid lines in each case describe the data quite well. Based on this success we extend the PSD analysis to the more complex kinetics involving power law distributions. The PSD that arises from power law distributions of waiting times has been considered in the theory of sandpiles and avalanches.\(^{20,21}\)
For a distribution of times described by a truncated power law ($P \propto T^{-m} e^{-T/T_0}$; $T \in t_o, \infty$), the PSD is found to be described piecewise as:

$$PSD : \omega \propto \begin{cases} \text{const} & \omega < 1 \ T_o \\ \omega^{-3} & 1 \ T_o < \omega < 1 \ t_o \\ \omega^{-2} & \omega > 1 \ t_o \end{cases}$$

(5.4)

This functional form provides a way to start interpreting the PSD for a variety of trajectories with different parameters.

Two sample PSD plots are shown in Figure 5.8 where in the left plot $m_{on} = 1.6$ $m_{off} = 1.8$ and in the right plot $m_{on} = 1.6$ and $m_{off} = 1.8$. In both plots the slope of the PSD is near -1.2.
which corresponds to a power law slope of 1.8, the larger of the two power law exponents.

Previous experiments utilizing correlation or PSD analysis have also shown that the larger of the two slopes is responsible for the apparent slope in the data and dominates the PSD.\(^9,15,22\) Close inspection reveals that the slope of each of the PSD is actually -1.28(2), which should lead to a power law slope of 1.72(2) less than the input value of 1.8. This is similar to the degree of under-prediction from the threshold analysis as well. Interestingly, analysis of the raw 50 ns histogram for the two trajectories shows a slope of 1.73(2) which is in excellent agreement with the PSD analysis. The only real difference between the two traces is the overall amplitude of the PSD. In the left plot \(m_{\text{on}}\) is less than \(m_{\text{off}}\) which, as discussed in the previous subsection, leads to a larger value of \(F_{\text{on}}\). This corresponds to a larger total power in the trajectory when compared to the case on the right. The kink in the PSD near a \(y\) value of \(10^{-2}\) corresponds to where the shot-noise limit begins to dominate the PSD.

To further investigate the observation that the largest slope dominates the PSD, a series of trajectories were conducted with either \(m_{\text{on}}\) or \(m_{\text{off}}\) fixed at 1.5 and varying the other power law slope from \(m_x = 1.3\) to 1.8. Figure 5.9 shows the summary of this study. Indeed, the PSD slope is found to be dominated by the larger of the two power laws, regardless of whether it is the “on” or “off” slope. The black line is described by a constant when \(m_x < m_{\text{on/off}}\) and has a slope of 1 when \(m_x > m_{\text{on/off}}\). This is consistent with the PSD being described by only the larger of the two underlying power law slopes. In the analysis so far, the PSD appears to contain less information than the traditional “on”/“off” threshold method by extracting only one power law slope component and not knowing whether it is from the “on” or “off” distribution. In order to further establish the usefulness of this approach the PSD under various other scenarios are studied.
First, the fastest rate \( k_0 \) is varied from \( 10^5 \) s\(^{-1}\) to \( 10^2 \) s\(^{-1}\) to see what effect this has on the PSD. Based on the theory presented above, the PSD should transition from slope \( m-3 \) to \(-2\) above the fastest frequency included in the simulation. In the case of a traditional “on”/”off” binned analysis, the fastest rate typically observed corresponds to the bin time (1 ms) and any changes from \( 10^3 \) s\(^{-1}\) to \( 10^5 \) s\(^{-1}\) lead to no noticeable changes in the probability distribution. The PSD is shown for 4 different values of \( k_0 \) in Figure 5.10. The low frequency region corresponds
to the previously shown case related to the underlying power law slope ($slope = 3 - m_{PL}$) which in this simulation corresponds to -1.2. However, at a given frequency the slope changes to -2 which is due to the domination of other sources of noise.\textsuperscript{20} In addition, the frequency at which this occurs is directly related to the fastest rate defined in the simulation to within 5%. This result indicates that the PSD can provide further insight into the previously hidden details of the blinking kinetics on faster time scales.

Next the low frequency region of the PSD is explored. The model predicts that the PSD should transition to constant ($slope = 0$) below a frequency that corresponds to the truncation time. In order to test this, the “on” time distribution was based on a truncated power law ($m_{on} = 1.6$, Power = 10 nW, $P_{on} = 10^{-4}$ or $10^{-3}$) and the “off” time distribution was set as a single
exponential rate of 100 s\(^{-1}\). Figure 5.11 shows the PSD plots for two data sets on a log-log scale. The upper panels show the fit with the piecewise function described above that was developed for sandpile avalanches. The model with the slope fixed at \(-1.5\) does a decent job of describing the data and extracts reasonable values for the cut off time. In order to better model the data, a functional form based on a modified Lorentzian is proposed:

\[
PSD = A' \frac{\gamma^{n-1}}{\omega^n + \gamma^n} + P_o
\]  

(5.5)

The frequency response is much better described at low frequencies and is able to obtain the truncation time to match the input settings within 3%. This suggests that the truncation time for trajectories can be determined from the PSD.
The more complex, and realistic, scenario is investigated next: a truncated power law for the “on” times and a power law for the “off” times. To isolate the effect of the truncation time, a series of simulations were calculated for different excitation intensities with \( P_{\text{ion}} = 10^{-4}, m_{\text{on}} = 1.6, m_{\text{off}} = 1.8 \) and the collection efficiency varied such that the intensity of the “on” state was kept constant. This last choice allowed the power density amplitude to remain nearly constant throughout the series. The results for four different powers are shown in Figure 5.1. The first visible trend is a weak kink in the PSD plots at low frequencies that shifts to the left as the incident intensity decreases. The high frequency region corresponds to the power law dominated region discussed previously for strict power laws and has a slope of \( \sim 1.2 \) in agreement with the prediction based on a largest power law slope of 1.8. The low frequency component appears to have a shallower slope which is near -1, not 0 as predicted. One possible reason for this is due to the presence of the power law component for the “off” times which still have sufficient power to prevent the PSD from flattening out completely. This complicates the extraction of the truncation time, due to the relatively small difference in slopes. However, the extracted values for the kink are within 10% of the predicted truncation times. It is worth nothing that in this specific simulation the “off” time distribution dominates the PSD at higher frequencies because it has the larger power law slope. Yet the truncation of the “on” probability distribution influences the PSD at low frequency, even though the “off” distribution persists to infinite time, and thus zero frequency. Further investigations into this turn over region are necessary to better understand these results.

In the last investigation of the PSD, the signal to background ratio (S:B) is varied to determine the limits of the technique in the low signal regime. This ratio is of concern in the traditional “on”/”off” threshold because it is necessary that the “on” and “off” state are well
To explore the effects of S:B, a series of simulations are run with the same parameters, including the random number seed, except with different collection efficiencies. The data set chosen is for $m_{\text{on}} = 1.6$, $m_{\text{off}} = 1.8$, $P_{\text{ion}} = 10^{-4}$ and 50 nW excitation in order to investigate truncated power law type PSD functions. The results of four different collection efficiencies corresponding to S:B values of 72:1, 3:1, 1:1, and 1:2 are shown in Figure 5.13. Each subplot shows the PSD plot along with the binned trajectory as the inset. The first noticeable trend is that once again, as the S:B decreases so does the overall amplitude of the PSD due to the decrease in the average intensity for the trajectory. The data is analyzed with a piecewise fit in the same manner as before for the power dependent studies in Figure 5.12. Down to a S:B of 3:1 the data is well described by the PSD model and the truncation time can be
easily extracted. Pushing the S:B limit even further, the truncation time becomes difficult to distinguish while the PSD slope still well describes the underlying power law. In fact, even when the background contributes more to the total intensity than the signal, the PSD recapitulates the underlying power law behavior in a situation where the threshold analysis would be impossible even at 100 ms bin time. This suggests that the PSD analysis method is quite effective for low intensity measurements.

5.5 Conclusions

The ability to simulate fluorescence blinking trajectories with well-defined assumptions enables a thorough investigation of various analysis techniques where the result can be directly
compared to the input values. In the initial study, the typical threshold analysis reveals that in
the case of strict power laws, the results tend to be consistently lower than the input values. This
is due to the presence of events shorter than the bin time that tend to merge adjacent “on”/”off”
times thereby increasing the observation of longer events. The presence of an exponential
contribution due to inclusion of an additional pathway introduces a characteristic time scale for
the process and influences the “on” time distribution. The probability density for the “on” times
in this case is well described by a truncated power law which is found to arise from two
independent probability distributions.

These simulations also allow newer analysis approaches to be studied in a clear and
precise manner. The fraction “on” time is found to work as a metric for blinking suppression,
though it only identifies the ratio of the power law slopes and not the individual values for strict
power law distributions. In the case of the truncated power laws, care should be taken when
ascribing the effects to changes in the ratio or differences in the truncation time. Statistical
methods such as power spectral densities present a new powerful tool in the analysis of
fluorescence intermittency. Two important advantages are using the raw unbinned data and the
removal of an arbitrary threshold choice. This allows the analysis to proceed in a consistent
manner for a broad range of situations. One drawback is that only the larger of the two power
laws can be extracted leaving the other unknown. If one of the distributions is described by a
truncated power law, the truncation time can be extracted from the PSD with fidelity as good as
the traditionally threshold analysis. Due to the increased time resolution of the PSD, the fastest
rate of the distribution can be identified from the location of the kink in the PSD where it
switches to being described by a slope of -2. One last benefit of the PSD technique is the ability
to extract meaningful data even when the signal to background ratio is extremely low (~1:2).
These studies demonstrate the power of being able to simulate real world quality data with a precise underlying model where the parameters can be changed in a deterministic manner. The simulations allow the vetting of various analysis techniques under known conditions and are a useful tool to include when studying fluorescence intermittency.
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Chapter 6

Kinetic Studies of the Photogeneration of Silver Nanoparticles*

6.1 Introduction

Nanoscale metal materials possess many interesting optical and electronic properties. Progress in synthetic and sample preparation techniques have allowed for the study of the size and shape dependence of properties such as absorption and emission characteristics of noble metal nanoparticles. Silver and gold are of particular interest due to their surface plasmon resonance (SPR), a collective electron oscillation that is excited in the near ultraviolet and visible range. The convenience of visible laser sources coupled with the strong size, shape and proximity dependence on the spectral properties make these metals a powerful choice for research ranging from biophysics to nanooptics.

The SPR properties of gold particles have long been recognized and indeed empirically exploited in the development of stained glass since medieval times. Mie provided the first modern physical understanding of the phenomenon by solving Maxwell’s equations for the interaction of light with small spherical particles, which has been applied frequently to predict the optical properties of metallic nanostructures. Improved synthesis techniques have allowed for the experimental investigation of the plasmon resonance in a variety of shapes and sizes, as well as control by varying the nanoparticle chemical composition. The strong absorption of gold nanoparticles has been used in the medical imaging field and even as a treatment of some

cancers based on highly localized heating of tumor cells.\textsuperscript{7,8} Sensors that detect changes in the surface plasmon due to variations in the local dielectric environment upon molecular absorption have been reported.\textsuperscript{9-11} Other technologies that take advantage of the SPR properties include plasmonic waveguides\textsuperscript{12} and sub-diffraction limit lithography using nanoapertures in a metal film.\textsuperscript{13}

Study of the SPR is not merely limited to the unique optical absorption properties. As a result of the coherent electron oscillations on the surface of the particle, for example, large electric fields are generated in the vicinity of the nanostructure. Theoretical and experimental efforts have been made to understand the nature of these local induced electric fields arising due to optical excitations of the SPR in nanoparticles.\textsuperscript{14,15} These local fields can be further enhanced by bringing multiple particles into proximity with one another. Experiments on nanoparticles fabricated by electron and ion beam lithography techniques have provided a greater level of control and thus a better understanding of the effects. Specifically, dimers of nanoparticles have demonstrated nonlinear enhancement of electric fields localized in the interstitial regions between particles.\textsuperscript{16-19} An alternative technique, using periodic nano-arrays produced by nanosphere lithography, also allowed for study of how nanostructures interact with each other in close proximity.\textsuperscript{10,20} Theoretical investigations\textsuperscript{16} have suggested that effects as large as 10\textsuperscript{5} in electric field enhancements are possible in the region between closely spaced nanoparticles.

This local enhancement of the electric field can enable molecular detection in the vicinity of particles by surface-enhanced Raman scattering (SERS). Indeed, studies indicate that SERS has resulted in Raman cross section enhancements by as much as 8 orders of magnitude, allowing for detection of single molecules.\textsuperscript{21,22} The original SERS effect was discovered on roughened silver electrodes and subsequently much effort has been expended into producing
more efficient substrates. Colloidal silver nanoparticles offer another powerful route due to the ability to tailor particle shape and size. Results from\textsuperscript{15,21} however, indicate that only 1 in 100-1000 particles/clusters show SERS activity. This low activity is thought to arise because only a few particles, or collections of particles, have the geometries necessary to produce large local electric field enhancements. Indeed, Camden et al.\textsuperscript{22} combined single molecule SERS and high-resolution transmission electron microscopy to correlate nanostructure shape with single molecule sensitivity. They observed a wide range of structures resulting in SERS, from dimers to more complicated overlapping structures. Interestingly, they found no single nanocrystals that showed single-molecule activity, providing further evidence that SERS arises from excitation of molecules that reside in high local field regions (i.e. “hot spots”), of dimers and clusters. These hot spots are typically located in the interface and junctions between nearby (< 1 nm) silver particles, as further confirmed by theoretical calculations.\textsuperscript{23,24}

Silver nanoparticles are traditionally synthesized via the chemical reduction\textsuperscript{25,26} of silver salts in solution. This process results in a variety of sizes, shapes and activities, but the addition of ligand capping agents and other chemicals has led to more reproducible and narrower size distributions. The use of hydrogen reduction\textsuperscript{27} has resulted in the ability to produce relatively monodisperse naked (i.e. no ligands present) silver particles in aqueous solution. An alternative to the chemical reduction technique is to generate silver nanoparticles by \textit{in situ} photoreduction of silver ions. For example, Gaddy et al.\textsuperscript{28} achieved this by impregnating PVA/PAA polymer films with silver ions and then exposing them to a UV lamp, whereby the formation kinetics was found to depend on the square of the intensity of the light.\textsuperscript{29} A variety of films have been investigated in a similar manner including SPEEK/PVA\textsuperscript{30}, PVA/ethylene glycol,\textsuperscript{31} cellulose,\textsuperscript{32} and microgels.\textsuperscript{33} The use of an underlying solid support that also acts as the electron source
upon light excitation is another method to generate silver nanoparticles. Yamashita et al.,\textsuperscript{34} for example, used UV light to excite an electron into the conduction band of TiO$_2$ as a reducing agent for the silver ions. A related technique used by Eustis et al.\textsuperscript{35} involves combining silica gel (SiO$_2$) and benzophenone as a UV activated reducing agent. While the majority of these studies have been directed towards producing conductive films or catalytic surfaces, they nevertheless provide further examples for photoreduction of ionic silver precursors to make silver particles.

The use of photogenerated silver nanoparticles as SERS active species is of particular interest for development of sensors. Peyser et al.\textsuperscript{36} reported the UV photoactivation of silver oxide, resulting in the formation of small silver clusters Ag$_n$ (n = 2-8) that show SERS activity. Silver nanoparticles were also generated with nanosecond UV laser pulses by Henley and Silva via photoreduction of AgNO$_3$ solution.\textsuperscript{37} Visible light has also been used to produce silver nanoparticles, though to a lesser degree. Initial SERS colloid investigations by Ahern\textsuperscript{38} produced silver nanoparticles via 514 nm irradiation of aqueous silver nitrate solutions with various organic compounds. More recently, Muniz-Miranda found that it was possible to generate SERS active silver nanoparticles by 514 nm irradiation of silver solutions containing silica particles.\textsuperscript{39,40} Previous work by Monti et al. demonstrated that silver nanoparticles can be formed in thin polymer films with a variety of laser excitation sources.\textsuperscript{41} UV/vis absorption measurements indicated that a distribution of silver nanoparticle sizes between 1 nm and 20 nm were generated. The nanoparticles also showed strong Raman scattering which arose due to molecules on the nanoparticles surface. Most recently, Sanchez-Cortes’ group used 514 nm in a confocal setup to photoreduce silver nanoparticles on the glass surface from a silver nitrate solution in a well slide.\textsuperscript{42} These particles revealed a variety of sizes and shapes, and were capable of yielding SERS signals from alizarin in the solution. This same technique was then
used to make a SERS sensor by photogenerating silver nanoparticles on the end of an optical fiber.\textsuperscript{43}

The search for the optimal SERS sensor has focused on creating substrates that are reliable, easy to use, and robust.\textsuperscript{44} The first important goal is to make a substrate that can consistently generate SERS active clusters. Since the SERS activity is related to the presence of hot spots, the technique should be able to reproducibly generate clusters of the appropriate size and proximity, which would achieve an increase in effective SERS activity by $> 100$ fold over traditional colloidal techniques. Secondly, the technique should allow for robust generation of hot spot clusters in known positions on the surface that can be located with a minimum of effort. Thirdly, the SERS substrate should be designed such that an analyte can be easily introduced into the hot spots. In order to create an optimal surface meeting these requirements, Anderson and Moskovits used silver particles tethered to an underlying silver film.\textsuperscript{44} They produced a nanostructured surface that showed reproducible SERS activity over nearly the entire surface and was able to detect species at the few molecule level via confocal microscopy. The focus of the present work describes an alternative method to generate (and subsequently study) SERS active substrates by combining confocal microscopy with the photogeneration of silver nanoparticles by visible light.

Confocal microscopy has often been used as a technique to characterize efficient SERS substrates and observe single molecule spectra. The diffraction limited spatial resolution combined with sensitive detectors allows for the investigation of individual nanoparticles and small clusters. Another benefit of confocal microscopy is the ability to use relatively low power lasers, yet still achieve high power densities due to focusing with large numerical aperture objectives. This unique combination of tools also provide an ideal way to study the
photogeneration of Ag nanoparticles with high spatial and temporal resolution. As a particular focus of the work, we present studies on the formation growth kinetics of silver particles formed by the photoreduction of silver ions in a thin silver perchlorate/PS polymer film, where the particle growth is monitored via intense surface-enhanced Raman scattering of molecules on the silver nanoparticle surface. Insight into the growth mechanism of the nanoparticles is provided by analysis of the time dependent data with an Avrami kinetic phase transformation model.

The organization of this thesis chapter is as follows: Section 6.2 describes the experimental protocol and apparatus. Section 6.3 provides evidence for the photogeneration of silver particles, establishes the origin of the signal, and reveals details of the morphology of the nanoparticles. Section 6.4 focuses on the time dependence of the generation including the use of a kinetic model to describe the data. A summary of the results and conclusions is presented in Section 6.5.

6.2 Experiment

The experimental procedure consists of two steps: i) generation of the silver nanoparticle features ("writing" phase) and ii) subsequent characterization of the features ("reading" phase). For the generation, light is focused through a microscope objective onto a thin polymer film containing silver perchlorate. Silver nanoparticles are formed by photoreduction of the silver ions in the diffraction limited spot, as shown in the inset of Figure 6.1 and monitored in real time by Raman scattering, vide infra. Optical characterization of the nanoparticles is obtained with the same setup, based on i) raster scanning the sample to construct intensity images as well as ii) positioning on a particular location to obtain spectral properties. The samples are also
characterized by atomic force microscopy (AFM) to determine the morphology of the nanoparticles.

Silver perchlorate (99.9%) and polystyrene (Polystyrene Standard, molar mass 18,700 g/mol) are used as received from Aldrich. Toluene (Spectranal grade, >99.9%) is dried over Type 3A molecular sieves to remove trace water and then bubbled with He for 30 min to remove oxygen. Solutions of 10 mM AgClO$_4$ in toluene (0.074 % by volume) with 1 mg polystyrene per 1 mL toluene (0.094% by volume) are made fresh for each sample and used within an hour of being prepared. A 25 μL aliquot is spun cast onto an ozone-cleaned glass microscope coverslip, with registration marks to facilitate rapid and accurate relocation of particles on the surface multiple times. The resultant film is ~7 nm thick, as measured by tapping mode AFM at a step edge formed from scoring the film. The sample is placed on a three-axis closed-loop piezoelectric flexure stage (Physik Instrumente) and an argon purge volume is immediately established around the sample. The choice of argon atmosphere is designed to restrict the chemistry involved in the nanoparticle generation, specifically by exclusion of water and oxygen. Interestingly, this diminishes the ultimate nanoparticle induced SERS intensity by as much as an order of magnitude, but results in a more reproducible time dependence particularly relevant for the kinetic studies presented here. The effect that water and oxygen have on both the nanoparticle morphology and SERS activity is of particular practical relevance for sensor development and will be considered in future studies.

A commercial upright microscope equipped with an air objective (100x, 0.90 NA) is operated in an epi-fluorescence mode as shown in Figure 6.1. The excitation source is a doubled 1064 nm Nd:YVO$_4$ continuous laser (532 nm) that is expanded to overfill the back aperture of the objective. Prior to entering the microscope, the beam is filtered with a narrow band-pass to
remove fluorescence from optical components. A dichroic beam splitter reflects the excitation beam to the objective, while transmitting the collected red-shifted emission. Residual excitation light is further suppressed by an interference filter (Chroma HQ545LP, OD > 6 @ 532 nm) and then focused onto the aperture of a multimode fiber (100 μm core diameter) that acts as the limiting confocal pinhole.

Use of an optical fiber as pinhole aperture provides the additional flexibility of directing the light into two different detection systems and allows for two modes of data collection, shown schematically on the top of Figure 6.1. In the first mode, the fiber is connected to a fiber coupled single photon counting avalanche photodiode (Perkin Elmer, SPCM-AQR-15-FC). The output
of the APD is directed to a Becker & Hickl SPC-134 PCI card operating in a time correlated single photon counting (TCSPC) mode that stores each photon arrival with respect to the laser pulse (microtime) and start of the data acquisition (macrotime). In the second mode, the fiber is coupled to a Czerny-Turner-type spectrometer (grating 600 lines/mm, f = 4) and spectrally dispersed onto a liquid nitrogen cooled CCD detector. The scan range is chosen so that the Raman spectra between 500 cm\(^{-1}\) and 3000 cm\(^{-1}\) can be collected at a single exposure at ~20 cm\(^{-1}\) resolution. This provides the ability to monitor fluctuations in the complete Raman spectra over periods as short as 0.1 s and out to 1000 s.

The photogeneration of the particles is observed in real-time by moving the stage to a specific location, and opening a shutter to expose the sample to light for a well defined time interval of laser excitation (typically 60 s at 60 µW). After a finite induction period of several seconds, the signal begins to increase dramatically above background photon noise levels and eventually reaches an asymptotic value by \(t \approx 50\) -100 s. After the feature is generated, the spatial and spectral properties can be studied. The spatial extent of the feature is determined by raster scanning the sample and creating a two-dimensional image (256 pixels by 256 pixels) that contains the intensity of the Raman scattering as a function of position on the surface. This image provides the ability to identify specific features and allows them to be compared before and after various treatments of the surface. Spectral information is obtained by moving the stage to a specific location determined from the image and sending the Raman scattering into the spectrometer, thereby allowing the spectral characteristics of an individual feature to be investigated. Acquisition and analysis software is written in house and developed in CVI/Labwindows. AFM images are obtained in tapping mode using a tip with a 5-10 nm radius of curvature which provides the ability to determine the morphology of the nanoparticles. The
registration mark on the sample provides the ability to correlate the SERS signal intensity observed in the confocal microscope with the morphology of the particles revealed by AFM.

### 6.3 Results

As discussed in the introduction, a robust ability to create reliable substrates is critical in the development of a SERS sensor platform. By way of demonstration, a sample 20 μm x 20 μm image of a regular pattern of photogenerated features is shown in Figure 6.2a. The SERS spots are formed by moving the sample to a specific location and then exposing at an intensity of 280 μW for 30 seconds, which is enough time for the silver nanoparticle generation kinetics to reach the asymptotic limit. After the pattern is "written", an image is "read" at a ~ 20-100 fold lower intensity of 8 μW and a dwell time of 2 ms/pixel, conditions that do not result in further generation of nanoparticles. The image in Figure 6.2a shows that the bright regions, with signal to background (S/B) of > 70:1, appear only in locations exposed to the higher intensity "write" beam. The spatial extent of these bright spots is approximately Gaussian with a FWHM of 720(20) nm, two-fold larger than the diffraction limit of 360 nm and will be discussed later with the AFM results. Nevertheless, the data clearly demonstrate reliable laser based generation of SERS active features in any grid pattern and at any desired location on the substrate.

The confirmation that the signal we observe is indeed Raman scattered light is obtained from the spectral distribution and the emission lifetime of the signals as shown in Figure 6.3. The emission displays a broad feature that is red-shifted from the excitation, as well as a peak at approximately 1550 cm⁻¹. The peak is commonly observed in many SERS experiments ⁴⁵,⁴⁶ and attributed to the presence of a carbonaceous impurity. Previously, experiments under similar conditions at other excitation wavelengths showed similar features red-shifted by a constant
Figure 6.2: Raman intensity images. 20 μm x 20 μm images of photogenerated silver nanoparticles in a thin film (8 nm) of AgClO₄/PS generated by 280 μW illumination (17 kW/cm²) for 30 s before (a) and after (b) removal of initial starting material. Laser power for the read out process is 8 μW (500 W/cm²). Lineouts are included below the images showing the features have a FWHM of 720(20) nm.
frequency offset from the excitation regardless of excitation wavelength \(^41\). Furthermore, experiments using a 30 ps pulsed laser source in our lab have been conducted (see inset Figure 6.3), which verifies the photon arrival relative to the excitation pulse to be instrument limited. This indicates that the emission process is either prompt or fast (\(< 30\) ps). Both the spectral characteristics and the prompt photon arrival signify that the light arises from a Raman rather than fluorescence process.

The stability of the features is an important property if the samples are for single molecule sensing. We have observed that after formation, the SERS active features remain unchanged over periods up to one year. Over this same time period, there is a slight 2-fold
increase of the background (from 100 Hz to 200 Hz), though the signals remain completely dominated (> 30:1) by SERS emission from the nanoparticles. To prevent any such increase in background levels, potentially due to parallel light or dark reduction processes also resulting in nanoparticle generation on time scales longer (i.e. > days) than our experiment, attempts were made to remove the starting material film from the sample without disturbing the photogenerated nanoparticles. Specifically, after creating a pattern, the coverslip is spun at 1500 RPM and rinsed first with 2 mL of toluene and subsequently by 2 mL of water. The former is chosen because it is a good solvent for both components of the thin film, while the latter was chosen due to the 5-fold greater solubility for silver perchlorate to remove all remaining unreduced silver salt from the substrate. As seen in Figure 6.2b, all features initially "written" are indeed distinctly recovered by "reading", however with a ≈ 2-fold decrease in Raman signal due to the loss of a small fraction of silver nanoparticles insufficiently strongly bound to the surface. Indeed, multiple rinses have no further effect on the SERS signal strengths. This demonstrates reliable laser based generation of stable SERS active nanoparticles on registered substrates, which begins to meet Anderson and Moskovits requirements for an optimal SERS sensor.44

In order to further characterize the generated particles, AFM studies were conducted. This was facilitated due to the easy removal of initial starting material as well as the ability to find the particles based on registration marks present on the coverslip. Figure 6.4 shows a tapping mode AFM of the same sample shown in Figure 6.2b. The features exhibit a diameter of approximately 600 nm with an average height of 7 nm. The height of the structures is comparable to the initial film thickness, consistent with a simple picture of the film-constrained growth of the nanoparticles. The lateral size is similar to the observations from the Raman scattering intensity image where the xy-spatial full width half max was 720(20) nm. This is
larger than the theoretical diffraction limit (360 nm) for 532 nm light with a 0.9 NA objective.

We can confirm that the imaging system is operating at the diffraction limit by looking at single dye molecules, which display a FWHM of 375(10) nm. However, since the objects being
observed have a spatial extent larger than a single molecule, the FWHM from the Raman image should be interpreted as a convolution of the physical size of the nanostructure and the diffraction limited resolution. This approach results in the determination of a physical size for the features of 623 nm, which is consistent with the lateral dimensions of the structures as measured by AFM.

Analysis of the AFM images also allow for the determination of the fraction of the initial $\text{Ag}^+$ that is reduced based on the volume of material observed in an AFM image. The films contain 44% silver perchlorate by volume based on the relative proportions of polystyrene and silver perchlorate in the original solution. Therefore, in a 7 nm thick initial film that is 600 nm diameter, corresponding to the diffraction limited spot size, there are $\sim3.0\times10^7$ Ag$^+$ in the volume available to be reduced. Examination of the AFM shows that the total volume of the nanoparticles is $\sim3.4\times10^{-16}$ cm$^3$ for a typical feature. This is equivalent to $2.0\times10^7$ Ag atoms and thus an efficiency for Ag$^+$ reduction of $\sim2/3$. If we include a consideration that a fraction of the nanoparticles may be washed away during cleaning, as evidenced by the loss in Raman signal, this suggests that the asymptote of the observed growth is a result of the exhaustion of all available Ag$^+$. The photogeneration of silver nanoparticles is thus limited by the availability of silver ions in the diffraction limited spot and the observed kinetics represent the complete transformation of silver ions to silver nanoparticles.

Closer inspection of a single feature by AFM, inset of Figure 6.4, shows that it is actually clusters or “constellations” of multiple smaller disk-like nanoparticles. In each diffraction limited area, there are approximately 100 individual disks that are 7 nm tall and $\sim$40 nm in diameter. The disks are in close proximity to each other and have contacts with multiple neighbors. This suggests the possible presence of “hot spots” formed at the junctions of disks.
within the diffraction limited laser excitation. The Raman spectrum of the features also suggests that there are multiple emitters present within the diffraction limited spot. The peak at 1550 cm\(^{-1}\) has a FWHM of 150 cm\(^{-1}\), which is substantially larger than both the 20 cm\(^{-1}\) spectral resolution of the instrument as well as Raman spectral widths obtained for neat toluene, 33 cm\(^{-1}\) FWHM for the 990 cm\(^{-1}\) band, using the same apparatus. The width of the 1550 cm\(^{-1}\) band is therefore likely due to multiple emitters contained within the diffraction limited area. This is consistent with results from Kudelski and Pettinger, who investigated the Raman bands of carbon chains on silver and gold films in a Raman microscope.\(^47\) Specifically, on the fast time scales they observed rapidly fluctuating spectral structure between 800 cm\(^{-1}\) and 1700 cm\(^{-1}\). When averaged temporally or spatially, however, the emission resulted in broad inhomogeneous bands centered at 1350 cm\(^{-1}\) and 1550 cm\(^{-1}\), much as observed in the present studies. Indeed, on ms scales we also see more than one order or magnitude fluctuations in the signal intensities (see below), which we speculate come from molecules in the junctions between the nanoparticles, similar to the “hot spots” reported by Brus and coworkers.\(^48,49\) If this is the case, the rapid fluctuations in signal intensities and spectral peaks most likely indicate the presence of a small but multiple number of such hot spots within the diffraction limited focus, which would be consistent with the many close overlaps and connections between the plate-like Ag structures observed in AFM.

In order to confirm the suitability of the technique for use in molecular sensing, spectral observation of a known molecule, thiophenol, was investigated. Figure 6.5a shows the spectrum of a generated feature. The starting material was then removed as described above for the AFM measurements and the sample incubated with 150 \(\mu\)L of a 10 mM thiophenol solution in ethanol for 15 min. The sample was subsequently rinsed with 2 mL of ethanol to remove any excess thiophenol from the surface and the spectrum in Figure 6.5b was obtained at 74 \(\mu\)W for 10s. For
Figure 6.5: SERS spectra upon doping with thiophenol. Spectra obtained at 74 μW for 10 s of a photogenerated feature (a) as initially generated and (b) after removal of starting material and doping with thiophenol. (c) Reference spectrum of thiophenol. Several spectral signatures of thiophenol are observable, with the loss of the $v_{\text{SH}}$ (2570 cm$^{-1}$) indicating the chemisorption of the molecule to the surface.

Comparison, the reference spectrum of thiophenol is displayed in Figure 6.5c. Four peaks are observed in the thiophenol doped silver nanoparticle spectrum that agree with the known spectrum of thiophenol. A notable observation is the loss of the SH stretch at 2570 cm$^{-1}$. Several experiments\textsuperscript{50-52} reported the loss of this peak due to chemisorption of the thiophenol.
onto the silver substrate in the limit of sub-monolayer coverage. Lastly, the broad background initially observed between 1000 and 1550 cm$^{-1}$ is greatly reduced after removal of starting material and exposure to thiophenol, but not eliminated. This effect was observed in a similar experiment by Norrod and Rowlen wherein they observed that thiol/ethanol removed impurities from the surface of a SERS active roughened Ag foil.\textsuperscript{45} The spectral observation of thiophenol from the photogenerated silver nanoparticles indicates that we can introduce a specific analyte and detect its characteristic spectra.

The magnitude of this Raman enhancement is a particularly interesting property since this controls the overall sensitivity conditions for use when the analyte is at a low concentration. An exact enhancement factor can not be calculated rigorously for the system due the unknown number of active sites, but we can at least estimate a lower and upper limit. As a conservative lower limit, we can assume the signals arise equally from a near monolayer coverage of thiophenol molecules on the Ag nanocrystals. The Raman cross section of the 1594 cm$^{-1}$ band of thiophenol was measured by Aggarwal et al.\textsuperscript{53} to be $8.9 \times 10^{-30}$ cm$^2$ at 785 nm, which based on scaling with $\lambda^{-4}$, would predict a Raman cross section of $4.2 \times 10^{-29}$ cm$^2$ at 532 nm. The expected Raman signal for a single thiophenol in a diffraction limited spot at 74 $\mu$W would therefore be $1.44 \times 10^{-8}$ Hz, which takes into account the experimentally measured detection efficiencies of the collection system ($\eta_{\text{microscope}} = 0.03$, $\eta_{\text{spectrometer}} = 0.06$). If we assume monolayer coverage (0.5 nmol/cm$^2$) within the diffraction limited area, this implies $2-3 \times 10^5$ molecules. Compared with the observed intensity of $1.7 \times 10^3$ Hz for the 1594 cm$^{-1}$ band, this yields a lower limit of the enhancement factor already to be $\sim 4 \times 10^5$. However, based on the high amplitude fluctuations evident in the signal levels, the data suggest a much more likely scenario of signals arising from only a few to a few dozen emitters. This alternative scenario
leads to a much larger upper limit for the enhancement factor of $\sim 1 \times 10^{11}$, which starts to be quite respectable. Future experiments based on fluorescence correlation analysis are designed to more accurately determine the number of active sites and emitters within the diffraction limited area, and thereby obtain a better estimate of the enhancement factor due to the photogenerated silver nanoparticles.

6.4 Avrami Kinetic Analysis

The analysis so far has focused on features that were created by exposing the sample until the signals reached the asymptotic limit. However, additional valuable information about the photogeneration kinetics is obtained by the time dependence of the signals. By way of example, the time traces in Figure 6.6a show data obtained at four different excitation powers that display similar behavior, specifically a general increase in the signal as a function of time as well as rapid fluctuations in the signal on a shorter time scale. The fast fluctuations are observed as bursts, i.e. periods of increased photon count rates often doubling at times with a duration from 10 ms to 1 s. These bursts appear to occur randomly throughout the growth and asymptotic phase of the experiment, with the fractional changes observed independent of excitation power and time. Time correlation studies with a dual photon counting detector system are currently underway to extract further information about the kinetics of these rapid fluctuations as well as the number of highly SERS active emitters. The bursts are superimposed on a monotonically increasing signal that grows sigmoidally and approaches an asymptotic limit at later times. It is this slower time dependence that provides insight into the kinetics of nanoparticle formation which is the focus of the current work. To investigate the dependence on photon flux, the data are taken over several orders of magnitude of illumination intensity. Comparison of the traces at
Figure 6.6: Sample trajectories of silver nanoparticle photogeneration. (a) Sample traces exhibiting time dependent generation of SERS active silver nanoparticles at different "write" 532 nm laser powers: 297 μW (red), 157 μW (blue), 60 μW (green), and 28 μW (grey). (b) The same traces in (a) normalized to asymptotic intensity and total number of photons to demonstrate the similarity of the traces.
these different powers reveals sigmoidal behavior throughout this range, with the amount of time required for the signal to reach a fraction of its asymptotic limit decreasing systematically with increasing laser power.

In a simple first attempt at kinetic analysis and interpretation, the individual signals can be normalized to the average asymptotic intensity to account for the overall SERS brightness of the features. This is particularly relevant to SERS signals, which for a given static Ag nanoparticle, are predicted to be linear with respect to the laser excitation. Furthermore, if single photon photoreduction of silver ions represents the rate limiting step, the kinetics should depend simply on the number of photons delivered to the sample rather than the exposure duration. Figure 6.6b represents such reploting of the data in Figure 6.6a with the two axis rescalings described above. The traces now superimpose on each other well within the noise of the signal fluctuations, indicating that the kinetics depend on the total number of photons impinging on the sample as well as suggesting a more "universal" curve for describing the underlying nanoparticle formation kinetics.

This clearly motivates a more detailed analysis of the kinetic process. In particular, a very powerful and useful model for solid state material transformation is that of Avrami kinetics, which describes crystallization and precipitation reactions involving nucleation and growth stages. The key idea is that nucleation sites are formed and expand to transform the volume into a new phase. As the sites expand, they fill the available volume and eventually come in contact with each other and can no longer grow. The model relates the actual transformed volume fraction ($\eta_T$) and the ideal or "extended" volume fraction that would be transformed if the sites could have grown without any competition or overlapping regions ($\eta_x$). The relationship between $\eta_T$ and $\eta_x$ are given by the simple differential expression:
\begin{equation}
dn_r = 1 - \tau_r \ dn_x \ dn_r = 1 - \tau_r \ dn_x \quad (6.1)
\end{equation}

which contains the simple stochiometry that as the volume of the new phase grows and expands, less volume remains available to be transformed. Integration of Equation 6.1 yields the volume fraction transformed as a function of the extended volume fraction:

\begin{equation}
n_r = 1 - \tau_r \quad (6.2)
\end{equation}

Consequently, the time dependence of the actual transformed volume fraction can be simply obtained from the time dependence of the extended volume fraction.

A first reasonable approximation is that the transformation proceeds at a constant temperature. Even under maximum illumination power (3 mW), our sample should not have appreciable heating. Based on the bulk heat capacity of \( C_p^{Ag}(300K) = 0.236 \text{kJ/(kg*K)} \) and density \( \rho^{Ag} = 10.5 \text{g/cm}^3 \), the initial temperature rise from the absorption of a 500 nm photon is 35 K for a 1 nm radius spherical silver particle. The time between photon absorption events at the highest intensities investigated (~1\times10^6 \text{W/cm}^2) is approximately 0.1 ns, based on Mie cross section of \( \sigma_{\text{abs}}(500 \text{nm}) = 3 \times 10^{-15} \text{cm}^2 \) for a 1 nm radius silver particle. The time for this heat to dissipate is around 30 ps, calculated from heat transport through the polystyrene matrix and a value of \( k^{PS} = 0.187 \text{W/(K*m)} \) for the bulk thermal conductivity. This is two orders of magnitude faster than the average time between photon absorptions, which implies that the sample is well maintained at thermal equilibrium with the cover slip.

One key assumption of the Avrami model is that the nucleation events are randomly dispersed throughout the element of interest. This does not eliminate the possibility that there are preferential sites in the volume, merely that there are at least many sites in the smallest volume investigated. This condition is well satisfied, since the minimal observation region is determined by the diffraction limited illumination area (360 nm for \( \lambda = 532 \text{nm} \) and 0.9 NA
objective) and, from the AFM studies, clearly represent clusters of many (i.e., 10-100) silver particles. This condition is also empirically supported by our ability to generate similar intensity features at arbitrary points in the thin film.

This permits a simple empirical formulation for the time dependence of $\eta_x$. The extended volume is the product of the volume of a single particle, i.e., $V_{\text{particle}}$, times the number of nucleation sites, i.e., $N(t)$. The expansion of a particle is assumed to occur in $b$ dimensions and thus $V_{\text{particle}}(t) \approx (k_{\text{grow}} t)^b$, where $k_{\text{grow}}$ is the rate constant for growth in 1D and $p$ is determined by the nature of the growth mechanism. In the case of diffusion controlled growth, for example, the radius of a particle scales as $(Dt)^{1/2}$ and therefore $p = 1/2$. However, in the current case such as precipitation and interface controlled reactions, growth corresponds to a linear increase in radius with time and therefore $p = 1$. Conversely, the number of nucleation sites can be empirically expressed as $N(t) = k_{\text{nuc}} t^a$. For $a = 0$, for example, no new nucleation sites are assumed to be formed, with many intermediate possibilities such as i) sub-linear ($0 < a < 1$), ii) constant ($a = 1$), iii) or accelerating ($a > 1$) rates of nucleation site creation.

Within this Avrami model framework, the excluded volume fraction ($n_x$) can therefore be expressed as a power law function in time:

$$n_x = V(t) \times \left( k_{\text{nucleation}} \times \right)^a \times (k_{\text{grow}} \times )^{b_x} \approx (k t)^{a+}$$

(6.3)

The terms in Equation 6.3 effectively combine the details of the Avrami transformation into a single parameter $n$

$$a + b = 1$$

(6.4)

where theoretical simulations\textsuperscript{57,58} provide additional confirmation of the connection between $n$ and the time dependent nucleation rate ($a$), the rate of the growth ($p$) and the dimensionality of the growing particles ($b$). The general form of the Avrami model can therefore be written as:
\[ n_T(t) = 1 - r^{(-1/n)} \quad (6.5) \]

where \( n \) is the so called Avrami exponent and \( k \) is an effective rate constant containing both nucleation and growth rate constants. The time dependent signal intensity, \( S(t) \), is then simply given by a stretched exponential

\[ S(t) = A_\infty \times \tau_T(t) = A_\infty \left(1 - r^{(-1/n)}\right) \quad (6.6) \]

where \( A_\infty \) reflects normalization to the asymptotic SERS brightness of the nanoparticle feature. More quantitatively, \( k \) embodies how fast the transformation reaches the 1-1/e point (63% transformed), while the stretching exponent \( n \) affects how steeply the Avrami curve rises through that point.

Further physical insight about the growth of the silver nanoparticles can be obtained via study of these kinetic parameters as a function of excitation power. A total of 24 nanoparticle features, arranged in a grid with 5 \( \mu \)m spacing have been generated on a single substrate as a function of laser power (30 \( \mu \)W to 3 mW). This permits systematic variation of the illumination intensity over two orders of magnitude, with multiple trajectories at each power to allow a determination of statistical reproducibility. The resultant time traces are then independently fit with a nonlinear least squares algorithm to Equation 6.6. Sample fits are presented in Figure 6.7 corresponding to the four time traces shown in Figure 6.6. The respectably high fit quality indicates that the data are well represented by the Avrami model over a large dynamic range of illumination powers. Figure 6.8a shows a log-log plot for \( A_\infty \) versus laser power revealing a slope of 0.97(1). A similar log-log plot for \( k \) versus laser power, displayed in Figure 6.8b, also has a near linear slope of 1.05(4). However, the exponential stretching parameter averaged over all 24 trajectories was found to be \( n \approx 3.2(6) \).
The linear scaling of $A_\infty$ as a function of laser formation intensity (i.e., slope $= 0.97(1)$) implies that each diffraction limited collection of Ag nanoparticles exhibits the same SERS intensity per unit laser "read" power, irrespective of "write" power level at which they were generated. From quantitative analysis of a series of AFM images of features generated at different powers, we find the number of nanoparticles observed (e.g. Figure 6.4) to be independent of "write" laser intensity. Indeed, as discussed previously, analysis of the nanoparticle volumes from these AFM images also indicates that all the silver ion starting material in the diffraction limited focal region is being harvested into nanostructures. Combining these observations, this would be consistent with a simple picture that the number of SERS

Figure 6.7: Least squares fits of the data to the Avrami model. Avrami functional (Equation 6.6) fits to the time traces shown previously: 297 µW (a, red), 157 µW (b, blue), 60 µW (c, green), and 28 µW (d, grey). Fit parameters are listed in the insets.
emitters generated is independent of laser formation intensity. If the overall brightness of a feature is taken to be the sum of contributions from each hot spot generated therein, then a linear dependence of $A_\infty$ on laser generation power would mean that the same number of hot spots, and potentially SERS active particles, is being formed independent of excitation power. Explicit
confirmation of this will require a higher spatial resolution analysis of such nanoparticle samples with transmission electron microscopy.

A clear linear scaling of the rate constant $k$ (i.e., slope = 1.05(4)) with laser power is more surprising and speaks to the mechanism responsible for reducing the silver ions. The formation of the silver particles requires the neutralization of silver ions, and therefore the generation of an electron or a reducing species. Initial expectation, based on results from Gaddy et al.,$^{28,29}$ would be that the reduction would require two photons due to the relatively low energy of a single 532 nm photon (2.33 eV) compared to typical ionization energies (> 5 eV), and thus the rate constant should depend quadratically, or a higher order, on laser power. However, results by Ahern$^{38}$ showed that the 514 nm line of an Argon ion laser was able to generate silver colloids from an aqueous solution of AgNO$_3$ and various organic materials in a one photon process. More recent results by Muniz-Miranda showed that AgNO$_3$ in the proximity of silica (both colloidal and mesoporous) was able to be photoreduced under single photon conditions as well.$^{59,60}$ The speculation offered in that work is that the photoactive species is Si-O-Ag formed after the silver ions are hydrolyzed to AgOH which then react with the silica; the O-Ag bond is then cleaved by a photon to make Si-O$^-$ and Ag$^0$.

In the present work, the thin film necessarily includes silver ion contact with a glass silica coverslip, suggesting that the substrate plays a role. Indeed, we have noted that formation of bright SERS nanoparticle emitters is hindered by an initial thin film of PVA lifting the silver perchlorate/PS away from the silica interface. Interestingly, we have also performed preliminary experiments on gold or platinum coated coverslips where the ability to photogenerate SERS active silver nanoparticles is still present. In this regard, it is also worth noting one other system where the one photon reduction of metal ions has been observed. Eustis and Al-Sayed$^{61}$ reported
on the kinetics of gold nanoparticle generation that also showed a linear dependence on the excitation power. They determined that an activated gold complex is formed initially from a single photon excitation, and the subsequent gold reduction is of this transient species without further excitation. It is possible that our single photon excitation could be generating a similar transient species that reacts quickly with something present in the film to form silver neutral. Clearly more work will be necessary to identify the photoreduction mechanism unambiguously.

This one-photon photoreduction laser dependence should be compared to the results of previous experiments,\textsuperscript{41} in which signal intensities were measured after a fixed time interval as a function of laser power. The original log-log plot of these data vs laser pulse energy suggested a slope of $\approx 3$, which based on a known linear dependence of the SERS signal on laser power was interpreted to imply a \textit{quadratic} intensity dependence for the $\text{Ag}^+$ photoreduction rate constant. However, these early studies focused on the initial rise and did not adequately sample the asymptotic regime predicted from the more sophisticated Avrami kinetics presented in this work. Indeed, based on a linear laser intensity dependence noted in this work for $A_\infty$ and $k$, the SERS signals should be expected to scale as $(I_{\text{laser}})^{n+1}$, or approximately $4.2(6)$ for an Avrami stretching exponent of $n = 3.2(6)$. This is \textit{higher} than the previously reported $3.3(5)$ value, despite a \textit{lower} (i.e., linear vs quadratic) dependence currently reported for the photoreduction rate constant on laser power. Given the high sensitivity of the SERS nanoparticle growth and signal levels to atmospheric water and oxygen levels, however, any residual discrepancies with the present studies could be due to improved signal stability with inert Ar purge gas protecting the samples. Further research into the environmental effects is presented in the next chapter to examine this possibility more conclusively.
As a final comment, it is possible to extract additional physical insight from the observed Avrami stretching exponent \( n = 3.2(6) \), which we know from Equation 6.4 is given by \( n = a + bp \). The diffusion constant for silver perchlorate diffusing in a PS matrix is extremely small (\( D \approx 10^{-14}-10^{-15} \) cm\(^2\)/s), requiring time scales on the order of hours even to diffuse across a 360 nm diffraction limited spot. Furthermore, we are able to generate Ag nanoparticle features in close proximity to each other, indicating that Ag\(^+\) does not move diffusively into the diffraction limited spot from outside the illuminated area. The rate limiting step for growth is therefore clearly not diffusive, but rather expansion of the interface between the growing particle and the starting material, from which a variety of experiments\(^\text{58}\) suggest that \( p \approx 1 \). Similarly, the morphology of the nanoparticles determines the value of \( b \), the dimensionality of growth. The expectation is that the particles grow initially in three dimensions; however the vertical direction constrains them such that they are only able to expand in the lateral two dimensions of the film. Thus, for our experimental conditions \( b \approx 2 \), as further supported by the AFM results which show that the nanoparticles as thin disks with 7 nm height and 40 nm diameter.

Combining these values for \( p \) and \( b \) allows us to extract a value for \( a \approx 1.2(6) \) based on Equation 6.4 and value of \( n \) from the kinetic analysis. Despite the uncertainty, this value clearly suggests an \textit{increase} in the number of nucleation sites with time throughout the transformation. It should be noted that \( a \approx 1 \), i.e., a scenario with a linear increase in the number of nucleation sites with time, might be physically consistent with constant illumination of the nanoparticle surface during the growth process. Thus, in the framework of the Avrami model, the particles are generated by a single photon excitation reaction, and grow in a non-diffusion limited manner into two dimensional shapes (disks) that eventually harvest all the initial silver ions present in the diffraction limited spot.
6.5 Summary

We are able to reproducibly and routinely photogenerate silver nanoparticles that exhibit intense SERS activity in an arbitrary spatial grid. The SERS signal most likely comes from “hot spots” formed in the junctions of silver nanoparticles constellations that are a result of the photoreduction of silver salt inside the diffraction limited spot. The silver salt can be converted at near 100% efficiency to silver metal via a one photon process in a matter of minutes even at very low laser intensities (< 50 µW). The resulting particles are stable to removal of the initial polymer support as well as multiple washing steps thereby allowing for the exposure of the nanoparticles to various analytes and for use in multiple applications. Analysis of the kinetics is consistent with an Avrami based kinetic model for nucleation and growth, whereby the addition of material to the nanoparticle is not diffusion limited (p ≈ 1) and growth is constrained to two dimensions due to the thin film support (b ≈ 2).

The technique described in this work provides several powerful advantages over previous chemical reduction and/or laser photoreduction efforts. 1) First and foremost, the SERS active nanoparticles can be written in arbitrary locations on a 2D surface and reproducibly located at a later time. Secondly, our method also provides a means to experimentally control and subsequently measure the growth kinetics. Thirdly, the ability to rapidly relocate the features greatly facilitates ancillary investigations using other techniques, such as AFM or TEM, to probe the morphology of the photogenerated particles. The next chapter will expand on the work presented here to study the generation of features under various experimental conditions. Specifically, oxygen and water will be added to the environment around the film to determine inhibition or enhancement for the rate of formation or SERS signal.
References


(2) Kerker, M. J. Colloid Interface Sci. 1985, 105, 297.


138


Chapter 7

Vapor Phase Chemical Influences on Silver Nanoparticle Surface Enhanced Raman and Photogeneration Kinetics

7.1 Introduction

Metal nanoparticles have many unique and interesting optical properties when compared to properties of the bulk material. Nanoparticles have been utilized since medieval times when they were incorporated into the development of stained glass. In 1857, Faraday reported the production of a brilliant red colored solution produced from dissolution of a thin gold film postulated to be composed of gold nanoparticles. Silver and gold nanoparticles are of particular interest due to the presence of a surface plasmon resonance (SPR), a collective oscillation of electrons, which can be excited from the near-ultraviolet to the near-infrared. The SPR of spherical nanoparticles was solved from Maxwell’s equations in 1908 by Mie. Since then, numerical solutions for arbitrary shaped particles have been developed, allowing for direct comparison between theory and experiments on variations in size, shape and composition of the nanoparticle. Indeed, plasmonics have provided many advances in the fields of medicine, molecular detection, and nano-fabrication techniques.

The investigations of the SPR are not only limited to the explorations of unique optical absorption properties. In addition, the coherent oscillation of electrons is able to generate local electric field enhancements, on the order of $10^2$, in the near field vicinity around the nanostructure. Experimental and theoretical efforts have been carried out to identify the nature of these local fields that arise due to the optical excitation of isolated nanoparticle SPR. If
two nanoparticles are brought into close proximity, the resultant local field can be enhanced by a factor as large as $10^5$ in the interstitial region. Precise control of nanoparticle dimers produced by various lithography techniques have demonstrated the nonlinear enhancement of electric fields located in the interstitial spaces between particles.

The local AC electric field can facilitate the detection of molecules in the vicinity of this enhanced region by surface-enhanced Raman scattering (SERS). Several studies have reported single molecule detection via SERS which implies an enhancement in the Raman cross section of nearly 8 orders of magnitude. Unfortunately, the silver nanoparticles which are commonly used in SERS experiments show activity in only 1 in 100-1000 particles/clusters of this magnitude. This has been explained by positing that only few configurations of nanoparticles/clusters have the correct geometry to produce a large local field enhancement. In fact, recent super-resolution experiments by Stranahan and Willets have shown that the enhancement is confined to limited locations on the surface of the nanoparticles. These areas are typically near the junctions between nanoparticles and are termed “hot spots” due to the high local fields in the region. Thus, there is much interest in producing these “hot spots” reliably and reproducibly.

The traditional synthesis of silver nanoparticles is by chemical reduction of silver salts in solution. Many improvements to this technique have allowed for better control of size and shape; however, the location of active “hot spots” for use in SERS studies once dispersed on a substrate becomes problematic due to the previously mentioned low active population. To overcome this obstacle, substrates where the entire surface has reproducible SERS enhancements have been developed and used to detect species at the few molecule level by confocal microscopy. This technique is commonly used to study SERS
activity and spectra from a variety of substrates. The combination of the diffraction-limited spatial resolution and sensitive detectors allow for the study of individual particles and small clusters with high signal to noise. However, confocal microscopy is not limited to study only prepared substrates, but it can also be used to generate SERS active substrates. Work by Monti et al. initially demonstrated that SERS active silver nanoparticles were generated in thin polymer films with a variety of laser excitation sources. More recently, we expanded on the technique and investigated the formation kinetics and SERS enhancements for silver nanoparticles in a thin polymer film.

In our previous work, we demonstrated the photogeneration of SERS active silver nanoparticles in a thin polystyrene film under an inert argon atmosphere. The SERS signal was postulated to originate from molecules located in “hot spots” formed at the junctions between silver nanoparticle constellations within the diffraction limited spot. The kinetics of the formation are consistent with an Avrami-type model of the form:

\[ S(t) = A_\infty (1 - e^{-kt^n}) \]

where \( A_\infty \) is the asymptotic SERS brightness of the nanoparticle feature. The rate constant \( k \) is an amalgamation of the nucleation and growth rate constants and represents how fast the transformation reaches the 1/e point. The rate constant showed a linear dependence on excitation intensity, which implies that the rate limiting step for the photoreduction is a one photon process. The value of \( n \), the Avrami exponent, affects how steeply the curve rises through the 1/e point and can be connected with details of the nucleation and growth mechanism. Specifically, in our experiments the growth was found not to be diffusion limited, and constrained to two dimensions due to the nature of the thin film support (~7 nm). Furthermore, the asymptotic behavior of the
kinetics and AFM studies indicated that the silver salt starting material was converted with near 100% efficiency to silver metal.

The SERS enhancements observed for clusters generated by in situ photoreduction of silver salts was between $10^5$ and $10^{10}$. For the technique to be viable for single molecule detection, necessary enhancements in the Raman cross section for nonresonant molecules need to be consistently on the order of $10^{10}$ or higher.\textsuperscript{33} We expand on our previous studies by investigating how the composition of the atmosphere above the substrate influences the photogeneration kinetics and more importantly the SERS brightness of the features. In addition, we include wide field studies of the constellations by both dark field scattering and Raman. The dark field spectra indicate the presence of closely spaced dimers in constellations that show large SERS enhancement. Wide field Raman super resolution experiments reveal the nature of the intensity fluctuations observed previously for generated features.

The organization of the chapter is as follows: Section 2 describes the experimental apparatus and protocol. Section 3 presents the results for different gas environments under which the kinetics were investigated and provides insight into what effects the photogeneration rates. The wide field studies of photogenerated features are presented in Section 4. Section 5 includes a summary of the results and conclusions.

7.2 Experiment

The in situ generation of silver nanoparticles is achieved by photoreducing silver perchlorate embedded in a thin film using light focused through a microscope objective, as seen in the inset of Figure 1. The kinetics of the formation of silver nanoparticles inside the diffraction limited spot are followed in real time by monitoring the Raman scattering of the
resultant nanoparticles, seen as a time trajectory in the inset to Figure 7.1. Subsequently, the sample can be further characterized by (i) raster scanning the sample to generate an intensity image; or (ii) selecting a particular location to study time dynamics or spectral properties. Samples are additionally characterized by atomic force microscopy (AFM) to determine their size, shape and spatial distribution within the diffraction limited spot.

Polystyrene (Polystyrene Standard, molar mass 18,700 g/mol) is used as received from Aldrich. Silver perchlorate (99.9%) is stored over drierite in a refrigerator to keep the hydrate formation to a minimum. Toluene (Spectranal grade, >99.9%) is also dried over Type 3A molecular sieves to remove any trace water and then bubbled with He for 30 min to remove oxygen. For typical samples, 1 mL of a 10 mM AgClO₄ in toluene (0.074% by volume) and 1
mg polystyrene per 1 mL toluene (0.094%) are made fresh and used within an hour of being prepared. A 25 μL aliquot of this solution is dynamically spun cast (1500 RPM) onto an ozone-cleaned glass microscope coverslip that contains a registration mark for rapid and accurate relocation of the particles on the surface on a variety of instruments. The film is ~7 nm thick, as measured by tapping mode AFM at a step edge formed from scoring the film. The sample is then placed on a three-axis closed-loop piezoelectric flexure stage (Physik Instrumente) with an argon purge volume initially established around the sample. For the present studies, the purge volume is connected to a manifold such that the composition of the gas environment around the sample can contain various fractions of argon, oxygen, and water. The water vapor is provided by a temperature controlled pick-up cell that is used to introduce a known partial pressure of water vapor. A digital hygrometer is placed in-line before the sample to monitor the relative humidity of the purge volume, with a mass flow meter to measure the flow rate of the gas mixture. Under typically operating conditions, the flow rate is 100 sccm chosen such that the time to purge the gas line and sample is approximately 30 seconds.

The excitation is provided by a doubled 1064 nm Nd:YVO₄ continuous wave laser (532 nm) that is expanded to overfill the back aperture of the coverslip corrected air objective (40x, 0.75 NA) mounted on a commercial inverted microscope (Olympus, IX71) operated in epi-fluorescence mode. A dichroic beam splitter (Semrock, LPD01-532RS-25) reflects the excitation beam to the objective, while transmitting the collected red-shifted emission. A 50 μm pinhole is placed at the confocal imaging plane at the side port of the microscope; a lens recollimates the emission, which can then be directed into one of two different optical paths. In the first path, the emission is sent to a 50/50 beamsplitter before being focused onto a pair of single photon counting avalanche photodiodes (APD, Perkin-Elmer, SPCM-AQR-15) through
matching filters (Semrock, LP03-532RS, OD > 6 @ 532 nm) to remove any remaining scattered incident light. The transmission spectra of the dichroic and filters leads to a detection bandwidth for Raman scattering between 500 cm\(^{-1}\) and 5000 cm\(^{-1}\). The APD outputs are directed to a router (HRT-81) and then to a time-correlated single photon counting card (TCSPC, Becker & Hickl, SPC-130 PCI card), which provides time-tagged fluorescence measurements with a ~50 ns macrotime resolution and allows the data to be binned post acquisition for any desired time interval. The second optical path option directs the emission into a Czerny-Turner-type imaging spectrometer (600 lines/mm grating, f = 4), where the light is dispersed onto an emCCD (Photometrics CascadeII) detector. Orientation of the grating at zero-order enables the collection of two dimensional images by either dark field using white light with a special condenser or Raman using laser wide field excitation. Dark field scattering spectra of constellations are collected in two wavelength windows, 400-750 nm and 650-900 nm, to span the visible region of interest. The Raman spectra are collected with ~20 cm\(^{-1}\) spectral resolution from 500 to 3000 cm\(^{-1}\) in a single exposure and time resolution from 0.1 s out to 1000 s.

The photogeneration is monitored in real-time by moving the stage to a specific location, opening the laser shutter, acquiring an intensity trace over a given time period, and then closing the shutter. Excitation intensities are 17 \(\mu\)W at the sample (~9 kW/cm\(^2\)) which results in a fully generated feature in approximately 60 s under argon purge conditions. This process is repeated at least 5 times to obtain meaningful statistics for the kinetic parameters. Experiments are performed both on single samples under a variety of conditions, as well as the same conditions across multiple samples to identify robust results and diminish reproducibility errors. After generation of the features, an image is acquired by raster scanning the sample to create a two-dimensional image (256 pixels by 256 pixels) that represents the Raman scattering intensity as a
function of position on the surface. Acquisition and analysis software is written in house and developed in CVI/Labwindows. Samples can be washed with water and toluene to remove the starting material and thus expose the silver nanoparticles, thereby allowing AFM studies to be conducted in tapping mode with a 10-20 nm radius of curvature tip. The registration mark on the glass slide provides the ability to correlate AFM images and morphology with SERS intensity.

7.3 Effect of Environment on Photogeneration Kinetics

Silver nanoparticles grown while exposed to air generally grow more quickly (factor of 5) and have a brighter asymptotic limit (roughly an order of magnitude) than those grown in an inert argon atmosphere, albeit with large variation from sample to sample. In order to determine the species responsible for making “bright” particles, a systematic approach wherein the atmosphere is varied in a controlled manner was undertaken. We chose to investigate the role of the two most likely chemically important gasses in the atmosphere – oxygen which is present at 20% by volume, and water vapor which can vary from day to day. The results for oxygen are presented first, before moving to the slightly more complicated effects of water vapor.

The effect of oxygen is established by generating features in a 100% oxygen atmosphere and comparing the kinetics to argon purge conditions on the same substrate. Features are grown for 60 seconds, an amount of time that guarantees the kinetics have reached the asymptotic limit. A sample image showing features generated when alternating between argon and oxygen purge is shown on the right of Figure 7.2 with a lineout below. The first notable difference is in the apparent brightness of the features, the argon grown features are ~4 times brighter than the features generated under oxygen. Both conditions lead to roughly the same spatial extent of
715(25) nm which is standard for this technique. This indicates that in each case the asymptotic limit corresponds to the complete “harvesting” of all Ag$^{+}$ in the focal volume as was previously observed.

Further insight can be extracted by examining the time dependence of the signals under the different conditions. Sample temporal trajectories for the photogeneration of silver nanoparticles under an argon and oxygen atmosphere are shown in the left of Figure 7.2. Again, the first obvious difference is the asymptotic limit for oxygen is less than that under argon conditions which perfectly reproduces the result from the image. Another interesting result is that the kinetics occur on a similar time scale since the 63% point of the transformation appears to be about 5 seconds under both conditions. In order to assess any irreversible effects caused by the introduction of oxygen to the sample, the kinetics of multiple “writes” have been monitored for several switches between argon and oxygen. The time trajectories are then fit via a non-linear least squares to the Avrami model in order to extract values for $A_\infty$, $k$, and $n$, with results of this more detailed analysis shown in Figure 7.3. Oxygen appears to only influence the SERS
brightness of the features in a reversible manner (Figure 7.3A), while the kinetics for the 
nanoparticle formation appear unchanged upon exposure to oxygen (Figure 7.3 B and C).
Experiments by Verneker and Maycock on the photolysis of silver perchlorate by a low-pressure 
mercury lamp showed that oxygen exposure before the photolysis had no effect on the rate of 
decomposition measured by gas evolution, which further supports the notion that oxygen does 
not poison or affect the sample permanently. The similarity of the rate constant under oxygen to 
that observed in argon purge conditions suggests that oxygen does not participate in the 
reduction of silver ions into silver metal. This is not a surprising result, as molecular oxygen is 
able to act as a reductant or electron source.

The decrease in the asymptotic signal when the sample is exposed to oxygen can be due to 
several causes. It is possible, that in the presence of oxygen, the number of hot spots 
decreases, the enhancement by the hot spots is diminished, or the SERS reporter molecule is 
different. AFMs of the samples show no drastic difference between oxygen and argon grown 
features, in terms of either the sizes of the constituent nanoparticles or total number of 
nanoparticles. Most likely, oxygen is altering the photodegradation chemistry of the polymer 
and changing either the concentrations or the identities of what is most likely the carbonaceous-
type impurities that we observe via SERS. Experiments with only 20% oxygen in argon also 
show the same factor of four decrease in asymptotic signal as observed in 100% oxygen, again 
with no change in the Avrami kinetics. These results suggest that the unusually bright features 
created in air are not due to the presence of oxygen nor does oxygen appear to affect the kinetics 
of silver ion photoreduction.

The more dominant influence on the kinetics and brightness arises from water vapor. In 
order to determine the specific influence, if any, that water vapor has on the kinetics,
experiments are performed while carefully controlling the partial pressure of water vapor over the sample using a temperature controlled pick-up cell. First, a sample is prepared in the same manner as under argon purge conditions (“dry”) and in a simple series of data is collected to establish a baseline – Figure 7.4A black line. The gas mixture is switched to contain 10 Torr of water vapor (“wet”) and the sample allowed to equilibrate for 15 min, then the formation kinetics are observed, Figure 4B blue line, which differs dramatically from the initial argon result. The brightness of the feature is ~7 times more intense, and in addition dynamical fluctuations on the order of the average signal appear. Not only is the asymptotic limit affected, but the rate constant is nearly 8 times larger as well. Thus, water greatly influences both the brightness and
the kinetics of SERS active nanoparticle growth, in contrast with oxygen which only affects the brightness.

Silver perchlorate is a well-known deliquescent material that requires careful storage to remain anhydrous\(^3\), thus a simple argon purge is probably not able to remove any water absorbed during the “wet” exposure. In order to test this prediction, the sample is exposed to “dry” conditions for 15 min and reexamined. The photogeneration kinetics (Figure 7.4C, green

Figure 7.4: Sample trajectories before, during, and after exposure to water vapor. Sample traces contrasting the magnitude of and rate for nanoparticle generation under an argon atmosphere (black), in the presence of 10 Torr water vapor (blue) and back to argon atmosphere (green). The asymptotic signal levels increase by roughly an order of magnitude (note the vertical axis scale change) when exposed to water vapor.
appear different from either the initial “dry” or “wet” conditions. The rate constant seems
to be intermediate to the two extremes, while the asymptotic brightness appears to be the same as
is observed initially under an argon atmosphere. The difference in the rate constant suggests that
the addition of water causes an irreversible change in the thin film; however, this change does
not appear to effect the SERS brightness of the features.

In order to better understand the role that water vapor has in the formation kinetics and
to better quantify the transient behavior that is observed, the kinetics are monitored at fixed time
intervals starting from the initial introduction of the “wet” conditions. Figure 7.5 represents five
“snapshots” of the kinetics at different exposure times. At 1 min into the purge (Figure 7.5A),
the trace initially appears much like typical argon-like conditions with $A_\infty$ around 5 kHz and $k$ of
0.02 s$^{-1}$. However, after just 9 min (Figure 7.5B), the brightness of the feature has increased
dramatically to 100 kHz and the reaction rate sped up to 0.1 s$^{-1}$. The brightness maintains its
intensity while the reaction rate continues to increase out to 20 min (Figure 7.5C). Finally, at
times greater than 30 min (Figure 7.5D and 7.5E) the brightness begins to decrease to an
asymptotic level, though still higher than the initial “dry” value, while the rate begins to stabilize
as well. These sample traces demonstrate the transient effect of water vapor that eventually
settles to a constant level which is different than that obtained under argon purge conditions.

The effect of water on the photogeneration is also studied by observing the kinetics as a
function of water vapor partial pressure. In order to prevent the transient type results observed
previously when purging with water vapor, samples are equilibrated with 10 Torr of water vapor
for approximately 60 min which is enough time for the kinetics to reach a steady state. Next
features are generated while alternating between various partial pressures of water vapor and
“dry” argon to confirm that there is no cumulative effect upon exposure to water vapor. Sample
traces for four different partial pressures of water vapor are shown in Figure 7.6. Most interestingly, the $A_\infty$ values are similar for each partial pressure of water vapor. This further supports our previous assertion that the transient changes in the $A_\infty$ observed during the exposing experiments are not due to changes in the identity of the reporter molecule but due to the
presence of water. A more surprising result is that the rate constant appears to be strongly affected by the presence of water vapor, even when the film is already fully hydrated. This suggests that even if the silver perchlorate is fully hydrated, there is an additional reversible addition of water that influences the kinetics.

The extracted Avrami fit parameters as a function of water vapor pressure is shown in Figure 7.7. Inspection of the rate constant data (Figure 7.7B) reveals a sigmoidal increase of the rate with increasing water vapor pressure over the sample. Furthermore, the experiments are performed in an alternating order to determine the reversibility of the additional water vapor. The rate constants lie on a smooth sigmoidal curve with no indication of reversible drift. This suggests that the rate constant is larger in the presence of additional water vapor. In addition, it appears that equilibrium between the silver ions and hydrated silver ions is reached during the 5
minute purge time. Guided by these results, we propose a simple model that incorporates these observations. In the model, there are two reaction rates for silver ions ($\text{Ag}^+$) and hydrated silver ions ($\text{Ag}[\text{H}_2\text{O}]_x^+$) to form silver nanoparticles (AgNP), $k_0$ and $k_1$ respectively:

$$\text{Ag}^+ + k_0 \text{AgNP} \quad \text{Ag} + k_1 \text{H}_2\text{O} \quad \text{AgNP}$$

Additionally, a rapid equilibrium is established between the two forms of silver ions based on:

$$\text{Ag}^+ + x\text{H}_2\text{O} \quad \text{Ag} + x\text{H}_2\text{O} \quad \text{AgNP}$$

with

$$K_D = \frac{\text{Ag} + x\text{H}_2\text{O} \quad \text{AgNP}}{\text{Ag}^+ + x\text{H}_2\text{O}}$$

This leads to a simple expression for the observed unimolecular rate constant ($k_{obs}$) as a function of H$_2$O pressure above the sample:

$$k_{obs} = \frac{k_0 K_D x + k_1 P_{\text{H}_2\text{O}} x}{K_D x + P_{\text{H}_2\text{O}} x}$$

This model describes the data well and the resultant fit is shown as a dashed line in Figure 7.7B.

The rate constant in the presence of extra water is ~3 times that when there is no additional water. This is consistent with our previous assertion that the rate limited step is influenced by a number of water molecules around the silver ion. One of the parameters extracted is the number of water molecules involved ($x = 3.5(9)$ obtained from multiple trials) which implies that the cage of water molecules is 4.5(9), due to the pre-existence of the monohydrate, that leads to the most efficient photoreduction of silver ions. Our result is in very good agreement with the number of water molecules observed ($n \approx 4$) in the first hydration shell for silver ions measured spectroscopically$^{37}$ or with neutron diffraction.$^{38}$ The other value obtained is the equilibrium pressure of the absorbing waters, $K_{eq} \approx 2.8(4)$ Torr, which corresponds to a relative humidity of ~15%.

These studies demonstrate that the photogeneration kinetics of silver nanoparticles are unaffected by the presence of oxygen, but proceed up to 4 times faster upon exposure to water.
vapor. The kinetics are irreversibly influenced by water vapor due to the hygroscopic nature of silver perchlorate. The SERS brightness from features in the presence of water is found to be comparable to the signals observed in room air, while the signals in the presence of oxygen are 5 times weaker. This suggests that water is the important species that results in the formation of

Figure 7.7: Avrami parameters as water vapor partial pressure above the sample is varied Summary of the water vapor pressure dependence on the kinetics for silver nanoparticle photogeneration for water saturated films. Data points represent the average and standard deviation of the mean for 9 measurements at a given partial pressure. (Top) No change in $A_\infty$ as a function of additional water vapor. However the rate constant (Middle) and Avrami coefficient (Bottom) can be described by a simple two state model (dashed line) where the photogeneration can occur from either Ag$^+$ or Ag(H$_2$O)$_x^+$ at different rates. Extracted values from the fit are $K_{eq} \sim 2.8(8)$ Torr with $x = 3.5(9)$ waters involved. Arrows represent trajectories shown in Figure 6.
“bright” SERS sensors. We now extend our studies on SERS active silver nanoparticles to wide-field experiments. Dark field scattering spectra of the features provide information on the plasmon of the nanoparticles as well as the occurrence of closely spaced dimers in “bright” SERS constellations. In addition, wide field Raman super resolution experiments allow the study of the dynamic signal observed even after all the silver ions have been converted to silver nanoparticles.

7.4 Wide-field Experiments

Samples of photogenerated silver nanoparticles are prepared as described in the previous section using the confocal microscope. The apparatus is switched into wide field mode by removing the confocal pinhole and directing the light from the APDs to the imaging spectrometer. The light source is provided by either a white light dark field condenser for obtaining scattering spectra of the features, or an epi-luminescent wide field laser for detecting Raman signals.

The water exposed features have a SERS brightness that is nearly 100 times that of features grown under an argon purge, as discussed previously. This suggests that there is a qualitative difference in the particles grown between the two conditions. However, AFM experiments show that approximately the same size and quantity of nanoparticles are present in the constellations. In order to explore differences in optical properties between the features, dark field scattering spectra are obtained from both types of features.

A sample scattering spectrum of an argon grown feature, shown in Figure 7.8A, exhibits a primary peak around 470 nm that is broadened toward longer wavelengths. The spectrum is similar to the scattering spectrum from theoretical calculations\textsuperscript{39} of a silver nanodisc (40 nm
diameter, 7 nm height, i.e., the average dimensions observed by AFM)\textsuperscript{32} which has a peak at 480 nm. This is in contrast to the spectrum of features generated in the presence of water vapor, Figure 7.8B, which shows both the 470 nm peak and a second peak around 700 nm. This second peak could arise from nanodiscs with diameter 80 nm and height 7 nm, however objects that large are not observed in AFM images. An alternative explanation is that the peak near 700 nm is the result of closely spaced dimers within the constellation. Hao and Schatz, simulated the spectrum from dimers of nanoparticles separated by a small gap.\textsuperscript{14} In their simulations, they observe the appearance of a second red shifted peak when considering dimers of various shapes. Furthermore, they predict an increase in the red shift of this second peak as the gap between dimers decreases. An increase in the local electric field, or “hot spot”, accompanies this spectral signature as well. This suggests that the “bright” SERS active features could be due to the
formation of closely spaced dimers within the constellations. This would also suggest the presence of an inert argon atmosphere hinders the formation of these hot spots, while water vapor appears to promote the formation of closely spaced dimers.

The previous wide field scattering experiments indicate the presence of hot spots by the characteristic spectral signatures of dimers. In order to identify the number and location of the hot spots, experiments using wide field laser excitation with Raman detection are conducted. In particular, previous work by Stranahan and Willets has shown that the hot spot can be localized to better than the diffraction limit using a super-resolution approach. Inspired by their experiments, we collect wide field Raman movies (integrating over all wavelengths), typically 300 frames with 1 second exposure. Figure 7.9 contains several frames of one such movie with an image of the average over all frames shown on right. The average of the frames reveals a single 800 nm broad feature, shown on the right of Figure 7.9, similar to that observed in confocal scanning images. Some frames, e.g. $t = 37$ s, appear similar to the average image, while other snapshots show a different intensity distribution characterized by a single diffraction limited bright (greater than twice the average intensity) region on top of the broad feature. This suggests that the intense signal fluctuations arise from only small regions of the feature for short...
amounts of time. More information can be obtained by careful analysis of the movies, as described below.

We are able to localize the individual hot spots to better than the diffraction limit because of the high signal to noise ratio. These locations can be compared directly with the dark field scattering image (Figure 7.10B) and the AFM (Figure 7.10C) for the same feature. The dark field scattering image shows a general correspondence between scattering intensity and average Raman intensity. There is also a moderate correlation between the location of the hot spots (circled in the image) and the regions of greatest dark field intensity; however, the signal to noise is too low to allow an exact comparison. Additionally, the dark field scattering image displays no time dependence upon illumination with either the white light or laser source. This supports the idea that the fluctuations observed in the wide field Raman are arising from diffusion of molecules through the hot spots. Lastly, the hot spot locations can be compared to the AFM of the same feature. Due to the low resolution (~20 nm) of the AFM image, the location of specific hot spots is not obtainable. However, the locations observed do correspond to regions of high local particle density where the likelihood of a closely spaced dimer occurring is highest. Future
studies with a high resolution AFM tip (radius < 2 nm) and closed loop stage will provide the necessary connection. An AFM image with a 5 nm tip, shown as an inset in Figure 7.10C, reveals that a typical feature is comprised of many small discs (~40 nm diameter, 7 nm height) as was previously reported.\textsuperscript{32}

The time dependence of the signals can provide additional information about the nature of the observed fluctuations. Previous work,\textsuperscript{40} has suggested that these fluctuations arise from molecules diffusing in and out of the hot spots. The intensity trajectory of the movie presented in Figure 9 is shown as the black trace at the top of Figure 7.11. The highly dynamic bursts are evident as short excursions from the baseline; however, the intensities of the bursts differ by factors as large as 3. This variation complicated attempts to use a correlation analysis to determine the number of emitters or relevant times scales previously. The identification of individual hot spots from a movie enables the isolation of trajectories for small regions of interest. The time traces from the 5 hot spots identified by color circles in Figure 10 are shown in the lower section of Figure 7.11. The separation of the total intensity into the individual traces reveals that each hot spot appears to have a characteristic burst intensity. The variation observed for the magnitude of the bursts is possibly due to small difference (factors of 2 or 3) in the enhancement factors. Furthermore, the duration of the bursts varies widely between the different regions. A few traces (Figure 7.11, light green and cyan) show bursts lasting only 1 to 2 seconds. This is contrasted in other traces (Figure 7.11, dark green and magenta) which exhibit bursts lasting more than 20 seconds. This broad distribution of time scales is consistent with a model for the bursts occurring due to molecule diffusion on a surface. This suggests that the fluctuations previously observed in trajectories are a result of single reporter molecules diffusing in and out of a few hot spots. Investigations of several different photogenerated features reveal
the same behavior – a broad featureless average image with individual frames revealing diffraction limited bursts occurring from only a few specific regions. Typically, only 3 to 7 hot spots appear within a single feature. This indicates that our photogeneration technique is able to reliably generate a small number of bright SERS active sites within the diffraction limited spot.

7.5 Summary

The photogeneration of silver nanoparticles from silver salts imbedded in a polymer films is shown to be influenced by the environment as well as treatment of the sample. Specifically, oxygen has no effect on the kinetics of the photogeneration of silver nanoparticles, but does alter the brightness of the features by potentially changing the reporter molecule. On the other hand,
water vapor strongly influences both the kinetics and the SERS activity of the photogenerated particles. As the silver perchlorate is hydrated, the rate of the photogeneration increases by more than an order of magnitude. During this process, the SERS activity of nanoparticles generated at a low degree of hydration appears to increase to more than 60 times that of the argon purge conditions. Once the silver perchlorate is fully hydrated, the SERS activity is independent of the water vapor pressure above the sample. However, the rate of the photogeneration increases as additional water is reversibly absorbed by the film. The analysis suggests that the formation of the first hydration shell consisting of 4 waters increases the photogeneration rate constant by a factor of 3.

Analysis of dark field scattering spectra from features grown under different conditions reveals a correlation between SERS brightness and specific spectral features. The “bright” SERS features generated in the presence of water show the signature of a strong secondary peak most likely associated with closely spaced (< 3 nm) dimers. Super resolution studies demonstrate that the dynamic fluctuations observed in time trajectories arise from multiple distinct locations within the diffraction limited spot. These regions are analyzed independently and found to be consistent with molecule diffusion through a single hot spot. Each photogenerated feature is found to have 3 to 7 hot spots demonstrating that the in situ photoreduction of a silver salt can reliably generate intensely SERS active nanoparticles.
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Chapter 8
Imaging Nanostructures with Scanning Photoionization Microscopy

8.1 Introduction

Recent advances in optical microscopy have shown convincingly the value of investigating physical and chemical processes at a local or perhaps single particle level [for an overview see Ref. (1)], primarily relying on strongly fluorescent\textsuperscript{2} or Raman active\textsuperscript{3,4} objects as reporter of the local environment. Experimental advances are required to broaden the scope of observable systems to structures that may lack the high fluorescence quantum yields or Raman cross-sections necessary for efficient detection from the small area of a diffraction-limited spot.

Photoelectron emission, used successfully in photoelectron spectroscopy (PES) to elucidate electronic structure of atoms, molecules and surfaces in the form of ultraviolet and X-ray photoelectron spectroscopies (UPS and XPS),\textsuperscript{5,6} fulfills the prerequisite of high sensitivity necessary for any optical microscopy. Starting in the early 1990s, a number of groups investigated the possibility of scanning a light beam over a sample to initiate photoionization from a confined area.\textsuperscript{7-11} Initial efforts, based on UV-lamp excitation, were restricted to mapping differences in workfunction only and achieved a spatial resolution in the few-\(\mu\text{m}\) range.\textsuperscript{12} More recently, Munakata \textit{et al.} presented an improved set-up based on VUV laser excitation and time-of-flight photoelectron analysis,\textsuperscript{13-15} achieving an energy resolution of approximately 40 meV and an estimated spatial resolution of about 300 nm.\textsuperscript{14}

\* Adapted from: Monti, Oliver L.A.; Baker, Thomas A.; Nesbitt, David J. \textit{Journal of Chemical Physics} \textbf{2006}, \textit{125}, 154709
These intense and ongoing efforts illustrate the importance of developing chemically sensitive photoelectron spectroscopy with high spatial and temporal resolution. The combination of high detection sensitivity, structural information and strong surface specificity make such an approach particularly desirable for investigating heterogeneous nanostructured materials in complex environments, such as on electrodes or sensors. As a complementary approach to existing work, it would be especially valuable to combine the advantages of spatially resolved photoelectron spectroscopy with the opportunities offered by optical fluorescence or Raman detection. Of particular interest in this context is understanding the effects of plasmonic field enhancement for molecular surface-enhanced Raman scattering (SERS) on noble metal nanostructures and nanoparticles.\textsuperscript{16}

Based on new developments extending PES to two-photon photoemission (TPPE) methods,\textsuperscript{17-19} we present here initial efforts to address this challenge by combining the spatial resolution of optical microscopy with the sensitivity of multiphoton photoemission. As a first step, we demonstrate the feasibility of imaging local two-photon emissivity from thin metallic films on a submicron level. The presented scanning photoionization microscopy (SPIM) technique offers the potential to yield detailed chemically selective local spectroscopic and spatial information on nanostructured materials, and in principle, even down to the single molecule level.

The chapter is structured as follows: A detailed description of the apparatus is given in the experimental section (8.2). We then present first results on imaging and spectroscopy from thin metal structures in section 8.3. This is followed in section 8.4 by a detailed discussion of the contrast mechanism in SPIM, yielding insight into electronic properties in different metal films. A summary of the current limitations and opportunities for SPIM are presented in section 8.5.
8.2 Experiment

Figure 8.1 shows a schematic of the experimental apparatus used for scanning photoionization microscopy. A train of ultrashort laser pulses from a frequency-doubled mode-locked Ti:Sapphire laser is focused in vacuo to a nearly diffraction-limited spot, with the sample scanned over the stationary laser beam. Fluorescence or Raman photons are collected in an epifluorescence detection geometry by a single-photon counting detector; alternatively, the photoemission current is measured on a sensitive picoammeter.

The experiments are performed using a frequency-doubled diode-pumped solid state Nd:Vanadate laser at 532 nm as a pump source for an ultrafast laser. The Kerr-lens passively mode-locked Ti:Sapphire oscillator produces a pulse-train at 85.1 MHz. After dispersion compensation by an external LaF₂8/Na₂/SF₅₂ prism pair, the pulses at 830 nm are 33 fs short as determined by second harmonic frequency-resolved optical gating (SHG FROG). The output from this laser is frequency-doubled in a beta-barium borate (BBO) crystal (0.5 mm thickness), with the second harmonic separated and dispersion-compensated in a fused silica prism pair to an estimated pulse width of 100 fs. The near-UV beam at 415 nm is expanded to overfill the back aperture of the microscope objective. After passing a set of reflective neutral density filters for pulse energy control, it enters the vacuum chamber through a quartz port, where it is focused to a nearly diffraction-limited spot by a Schwarzschild-type reflective microscope objective (52X, 0.65 NA), aberration compensated for the cover-glass thickness of 170 μm. Typical operation is with 415 nm pulse energies of 0.18 nJ at the focus of the microscope objective.

For fluorescence measurements, the photons are collected by the same objective and spectrally separated by a short-pass dichroic mirror (> 90% reflectivity at emission wavelengths
of $\lambda$, > 45 nm) outside the vacuum chamber. A combination of two interference filters (optical density OD > 5) suppresses any residual photons at the excitation wavelength. The remaining red-shifted photons are focused onto a 100 $\mu$m confocal pinhole and detected by a single-photon counting photomultiplier module with a quantum yield of approximately 16% near 400 nm and a dark count rate of 10 cps. The fluorescence rate is measured using a multifunction board equipped with two 20 MHz counters and stored as a function of sample position to generate a confocal microscopy image.

In the photoionization imaging mode, emission is induced by multiphoton absorption. The high repetition rate of the ultrafast light source offers the advantage of high peak intensity with low average power on the sample, thus reducing the risk of sample damage. The photoelectrons are collected by a simple Faraday cup placed approximately 5 mm above the sample. For all experiments described herein, we choose to keep the sample grounded and apply a voltage to the Faraday cup, with the photocurrent measured by a picoammeter acting as a
transimpedance amplifier. The resulting analog signal (0–2 V) is digitized [12 bit analog to
digital converter (ADC)] by a multifunction board and displayed as a function of sample
position. To acquire electron kinetic energy distributions, the Faraday cup bias is slowly varied
from -5 to +10 V, while the sample is raster scanned over several μm to avoid excessive laser
exposure of a single spot.

The microscope head is kept under vacuum (typically 8×10⁻⁸ Torr) in a custom-made
stainless steel vacuum chamber. To displace the sample with respect to the stationary laser beam,
the sample rests on two independent scanning stages: (1) A three dimensional vacuum-modified
stainless steel translation stage with remote-controlled actuators and a travel range of 12 mm for
coarse translation and focusing, and (2) a homebuilt piezoelectrically actuated tripod stage for
image acquisition. The design of the fine translation stage is based on the deflection of a quarter-
segmented piezoelectric tube²⁰,²¹ (length \( l = .5'' \), diameter \( D = .4'' \), wall thickness \( d = .02'' \),
material PZT-5H). Applying equal voltages \( U \) with opposite sign on opposing electrodes causes
the tube to bend by

\[
\Delta = \frac{\sqrt{2}d_{31}Ul^2}{\pi \lambda d}, \quad (8.1)
\]

where \( d_{31} \) is the relevant piezoelectric tensor component. The complete stage consists of three
such tubes arranged in an isosceles triangle. As a result, the sample can be scanned in a plane
over a range of approximately 60 μm in both horizontal dimensions, with scanner calibration
achieved via independent interferometric studies. In SPIM mode, typical scan sizes are 15 × 15
μm with a resolution of 128 × 128 pixels and an integration time of 100 ms/pixel.

Samples are fabricated by photolithography using negative photoresist on glass cover
slips as substrates. Prior to photolithography, glass cover slips are cleaned meticulously in
boiling piranha solution for 30 min, rinsed with isopropanol, and finally dried on a hot plate.
After exposure and developing, thin metallic films are deposited either by thermal or electron
gun evaporation at a pressure of approximately $10^{-5}$ mbar. In the case of evaporating Au, the
glass cover slips are coated with a 2.4 nm thin Pt film to produce uniform polycrystalline Au
films, thus preventing Au island formation on the glass surface. It is assumed that the two
materials form completely separate layers, although some partial interfacial alloying cannot be
excluded. Following lift-off, the patterned films are soaked for 24 h and rinsed with
spectroscopic grade acetone to wash off any remaining traces of photoresist. Pattern fidelity and
film thicknesses are verified with a commercial atomic force microscope (AFM) stationed in a
clean room environment and operated in the tapping mode configuration.

8.3 Results

8.3a Confocal Microscopy

We first establish the imaging capabilities of the microscope in the one-photon-excitation
confocal microscopy mode. For this purpose, a 600 pM aqueous solution of microsphere beads
(100 nm diameter) stained with a UV-absorbing dye (absorption maximum at 350 nm) are spin-
cast onto a cover glass slip. Figure 8.2 shows a $10 \times 10 \mu m$ section of the cover slip with several
strongly fluorescent polystyrene beads, demonstrating the near-diffraction-limited performance
of the imaging system. In contrast with conventional refractive imaging systems, the primary
feature in the Airy-like point-spread function for the reflective objective is less intense (51% vs.
84% for a refractive optic). Inherent to the Schwarzschild objective design, the front mirror
obscures parts of the light path causing a slightly larger focal spot and a more pronounced
secondary ring in the Airy-like feature. From this and similar images, the focal spot sizes
Figure 8.2: Example fluorescence image. One-photon-excited confocal fluorescence microscopy image of dye-impregnated 100 nm polystyrene beads using 0.6 µW excitation power, excitation wavelength of 385 nm and fluorescence maximum at 440 nm. Intensity profiles are shown for the marked bead.

Γₓ = 21(73) nm and Γᵧ = 17(51) nm are determined, where Γₓ and Γᵧ are the full-width-half-maximum (FWHM) of a Gaussian fit to the fluorescence intensity distribution along the scan axes x and y. The optical resolution is further increased in the case of two-photon excitation such as is used for SPIM, since the photoionization probability depends on the square of the illumination intensity. This results in estimated spot diameters of Γₓ^{SPIM} ≈ 140 nm and Γᵧ^{SPIM} ≈ 170 nm and a negligible contribution from the secondary Airy feature to the point-spread function in SPIM.
As a next step towards scanning photoionization microscopy, photoionization from a 17 nm thin Ag film is investigated. The film is deposited on a glass cover slip using thermal evaporation with the thickness monitored by a quartz-crystal microbalance and confirmed by atomic force microscopy. Figure 8.3 shows the dependence of the photoemission current on incident intensity. To avoid sample damage at the highest intensities, the sample is exposed for less than 1 s to the focused laser source, and a new sample position is chosen for the next data point. The photoemission current scales quadratically with the illumination intensity [slope $m = 0.08(3)$]. The work function of polycrystalline Ag is 4.26 eV, well above the energy of a 415 nm photon (3.0 eV). Photoionization can therefore only occur with a minimum absorption of two photons, in agreement with the measured approximate quadratic power dependence. Further confirmation in our apparatus is also derived from the current vs. power curve for polycrystalline Ag.
Pt thin film samples, with results [slope $m = .94(6)$] consistent with a reported work function of 5.65 eV.$^{23}$

The spatial imaging capabilities of SPIM are best demonstrated by imaging a patterned surface. Using photolithography, a regular pattern sandwiched between two 10 mm square contact pads, separated by 100 $\mu$m and held at a constant potential is generated (Figure 8.4a). The pattern extends only along part of the length of the pads. It is deposited on a cover glass slip and consists of $3 \times 3$ $\mu$m holes in a 61.5 nm thin thermally evaporated Ag film. Bordering the contact pads on either side, one row of holes with dimensions $6 \times 3$ $\mu$m is used. Figure 8.4b shows an atomic force microscope (AFM) image of the highlighted area. Comparison of this image with SPIM of approximately the same region (Figure 8.4c) shows excellent agreement with the much higher resolution AFM measurement. The contours of the holes and the pattern edge are clearly resolved in correspondence with the overview photograph of part a of the figure. Most interestingly, the strongest photoemission currents are measured at the glass/silver discontinuities. All edges in the AFM image are represented with high accuracy even for defect details below 1 $\mu$m size.

By way of comparison, Figure 8.4d shows a comparison of SPIM and AFM traces for a horizontal lineout marked at the arrow position in Figure 8.4c. The photoemission current does not reflect features measured by AFM smaller than approximately 400 nm, i.e. the diffraction-limited optical resolution in the present set-up. As noted above, the largest currents are only measured in a few locations in the SPIM image. From the AFM trace, it is seen that these correspond to steps from glass to silver and silver to glass, with the silver film being relatively smooth (RMS roughness 1.8 nm) and the photoionization current dropping down to 1.77(14) pA away from the steps, slightly above the picoammeter background level of 1.37(7) pA when
scanning. This observation will be discussed in more detail below. In summary, Figure 8.4 clearly demonstrates that both high contrast and high spatial resolution can be achieved in two-photon scanning photoionization microscopy. In combination with the confocal scanning optical microscopy discussed in the previous section, SPIM offers the capability of correlated photoelectron and fluorescence or Raman imaging.
Further information may be obtained by analyzing the photoelectron energy, *i.e.* extending these SPIM methods toward *spatially resolved* photoelectron spectroscopy. By way of a test demonstration, we implement a simple retarding field method\textsuperscript{24} for energy analysis, where the potential on the Faraday cup is varied continuously while we monitor the photocurrent. Figure 8.5 shows the SPIM current as a function of the Faraday cup bias voltage for a 2.4(8) nm thick electron-gun-evaporated Pt film. Noticeable photocurrent, defined as twice the background-corrected noise floor of 0.3 pA, is detected at and above -0.4 V. Based on the room temperature work function of polycrystalline Pt (5.65 eV)\textsuperscript{23,25} and a two-photon excitation energy of 6.0 eV, the photoelectrons are expected to have excess energies of 0.0 to 0.4 eV. This should therefore require a maximum retarding potential of -0.4 V to suppress the photoemission current, in good agreement with our measurements. Considerable improvements in both detection sensitivity and the spectroscopic energy resolution are achievable with a combination of a multichannel plate
detector and a magnetic bottle time-of-flight spectrometer. Such efforts are currently under way in our laboratory.

**8.4 Discussion**

We observe photoemission at several distinct intensity levels, as is apparent from Figure 8.4c: 1) Zero detectable photocurrent from the glass cover-slip, in agreement with glass being a wide band-gap insulator; 2) small but finite photocurrent from the solid parts in the polycrystalline thin metal film; and 3) strong photoemission at the metal film edges. This observation is confirmed for all metals investigated and raises the question of identifying a mechanism for such edge-enhancement. One possibility is enhancement of photoionization\(^{26,27}\) near the sharp film discontinuity, which might be attributed to localized surface plasmons present in silver film roughnesses\(^ {28}\) or confined nanoparticles.\(^ {29}\) Excitation of a surface plasmon generates very strong, localized electric fields, believed to be responsible e.g., for the ability to measure single molecule Raman spectra on colloidal Ag particles.\(^ {30}\) Other alternatives for significantly larger photocurrents near metal edges may lie in the enhancement of the electron escape probability from an edge or, given the short electron escape depths,\(^ 6\) possibly from a section of film with reduced thickness. Indeed, close inspection of AFM and SPIM images indicate a correlation between film thickness and photoemission intensity: Figure 8.6a shows a 15 × 15 μm SPIM image of a 69 nm thick Au film deposited by thermal evaporation onto a glass cover slip, to be compared with the AFM close-up of the marked hole (Figure 8.6b). The topography image shows clearly the existence of a 5 nm thick and 250 nm wide “shelf” lining the metal-glass edge. This thin layer of Au is a result of the photolithographic process and its position corresponds to the location of strongest photoionization, as can be seen clearly in Figure
Note also that peak currents of 90 pA are measured where the strip is widest, with much weaker photoionization occurring in places such as the top right corner in Figure 8.6b, where the additional photolithographic shelf is almost negligible.

This correlation is further confirmed by investigating SPIM currents from thin Au films as a function of thickness. Terraced Au films are deposited onto a glass cover slip by electron gun evaporation and a moving mask, with the film thickness verified by AFM for each position. Typically, an amorphous granular polycrystalline film structure is obtained by this preparation with an average grain diameter of approximately 25 nm, well below the spatial resolution presently obtained by SPIM. Figure 8.7 displays a semilogarithmic plot of photoionization current vs sample thickness, which is clearly
dominated by exponential decay. The thickness-dependent photoelectron yield can be simply modeled by two-photon photoemission ($\propto I^2$) moderated by optical attenuation in the Au film, where the effect of constant attenuation on the optical penetration depth due to the thin Pt support ($\approx 2.4$ nm) may be neglected. The solid trace in Figure 8.7 represents a fit based on such a model to the experimentally observed photoelectron yield. From twice the slope in Figure 8.7, the measured optical penetration depth for these Au films is $\alpha = 20.5(14)$ nm. This is larger than the bulk value in Au ($\alpha = 16.9$ nm at 415 nm),\textsuperscript{31} and in contrast to the stronger absorption and shorter penetration lengths expected in the presence of plasmonic interactions. However, such a 20% increase in optical penetration depth may arise simply from the nature of polycrystalline particulated Au film, whose optical and electronic properties are not well represented by a smooth film with average thickness. Indeed, several studies\textsuperscript{32,33} have shown that the optical constants for thin metallic films of Au may differ by up to 50% from the bulk values as reported by Palik\textsuperscript{31} as a result of preparation method, effective porosity and density of defects. As a
sidelight, the present approach may therefore provide a useful alternative for obtaining effective optical constants for such polycrystalline films.

A look at the two-photon photoemission cross-section sheds further light onto the mechanism for observed enhanced photoionization near the edges. Analysis of the SPIM data in Figure 8.7 fits yield two-photon cross sections at 415 nm of \( \beta = 8.2(10) \cdot 10^{-5} \text{ cm}^2 \text{s} \text{ e} \text{ (#phot)}^{-2} \). This value is in good agreement with theoretical estimates by Smith\textsuperscript{34} and Marinchuk,\textsuperscript{35,36} as well as being of comparable magnitude to experimental values reported by Bloembergen and coworkers for 532 nm fs pulsed laser studies of several different transition metals.\textsuperscript{37} These are appreciably smaller than values reported for 100 nm thick evaporated polycrystalline Au films excited by ns laser pulses at 347 nm,\textsuperscript{38,27} though some increase in two-photon photoionization yield with energy above the ionization threshold is expected. However, experimental determination of two-photon cross-sections is known to be exceptionally sensitive to the excitation beam profile, pulse energy and duration and the nature of the surface itself, resulting in orders of magnitude differences between measured value.\textsuperscript{35} The high quality beam profile used in the SPIM imaging, in combination with high vacuum conditions and fs time scale excitation (i.e. high rep rate, low pulse energy) reduces many of these concerns, yielding results that clearly support theoretical value by Smith and Marinchuk.

This suggests that the edge-enhancement seen in SPIM images is likely dominated by film thickness rather than direct plasmonic contributions, at least for the Au surface samples explored herein. If dominated by plasmonic excitation, it would be expected to yield large enhancements over bulk film results. For example, experiments by Moskovits and coworkers have shown that the two-photon photoemission process on rough Ag films can, in fact, be enhanced 1000-fold when compared to smooth Ag films.\textsuperscript{26,27} This trend is also consistent with
the plasmon resonance for Au (≈ 500 nm), i.e., considerably red shifted from the 415 nm excitation wavelength. Additional studies with a variety of metals, excitation wavelengths, plasmonic resonances, and surface adlayers would clearly be of interest in further elucidating the two-photon electron ejection dynamics. Ongoing SPIM studies of nanostructured Ag materials near ≈ 400 nm are currently in progress, which permit probing of plasmonic coupling effects more nearly resonant with the laser excitation.

8.5 Summary

A new method is presented to enhance and complement existing microscopy techniques, which combines the advantages of diffraction-limited optical excitation with detection of both photons and low kinetic energy photoelectrons in vacuo. As a first test application, spatially resolved photoelectron emission and spectroscopy in thin nano- and meso-structured polycrystalline metal patterns has been demonstrated. Scanning photoionization microscopy allows simultaneous measurement of optical penetration depth and two-photon photoemission cross section from a diffraction-limited spot. In conjunction with atomic force microscopy scans, these measurements indicate that photoionization contrast in Au films at 415 nm is dominated by electron escape depths and thickness variations across the sample. Use of retarding fields allows the implementation of a simple form of spatially resolved photoemission spectroscopy, which can be greatly expanded by use of time of flight electron energy analysis. The capability of local simultaneous determination of electronic properties such as penetration depth and multiphoton cross-sections is likely to be of key importance for the principal target of SPIM, i.e. investigation of surface-enhanced Raman scattering (SERS) in conjunction with photoelectron emission, from nanolithographically grown structures as well as SERS active nanoparticles. Even more
interesting would be to tune over a series of excitation wavelengths and thereby map out plasmonic contributions to photoemission spectroscopy explicitly in the frequency domain. Experiments to investigate the extent of such plasmonic effects are discussed in the next chapters.
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Chapter 9
Multi-photon Scanning Photoionization Imaging Microscopy for Single-particle Studies of Plasmonic Metal Nanostructures

9.1 Introduction

One of the most exciting recent developments in materials science is the increased control over size, shape, and composition of chemically synthesized nanoparticles. Such nanostructures already comprise several technologically and scientifically interesting classes of materials, from semiconductor nanocrystals\textsuperscript{1,2} to metal nanoparticles, \textsuperscript{3-12} and nanomagnets.\textsuperscript{13,14} Metal nanoparticles, due to their large surface-to-volume ratios and their ability to act as electron reservoirs, have long been recognized also as promising catalytic materials.\textsuperscript{15,16} Only recently, they have also begun to emerge as important materials for future optoelectronics technologies\textsuperscript{3,17-23} due to their exceptional light scattering and absorption properties as well as their ability to concentrate optical fields to deep-sub-wavelength volumes.\textsuperscript{24-28} In both applications, finer aspects of the particles’ size, shape, and morphology, have been known to exert a crucial influence on their functionality,\textsuperscript{11,29-37} making detailed single-particle studies essential to building up a fundamental understanding of the underlying physics.\textsuperscript{32,37-39}

Single-particle studies present a unique opportunity for revealing heterogeneities in samples of nominally identical objects, for which bulk measurements can only reveal ensemble-averaged quantities.\textsuperscript{40} For example, the surprising phenomenon of fluorescence blinking

dynamics of colloidal semiconductor quantum dots was first identified in single-molecule experiments.\(^{41-43}\) Single-molecule studies have also provided crucial information for understanding the biological functions of nominally covalently identical molecules,\(^{44}\) in which kinetic heterogeneity can arise from different folding configurations or ligand binding events. To date, the vast majority of single-particle studies have relied on optical detection, such as fluorescence,\(^{45}\) elastic\(^{46,47}\) or inelastic (Raman) light scattering.\(^{48}\) In a few favorable cases, even single-particle absorption measurements have been possible.\(^{49-51}\)

Spatial resolution in each of these techniques is constrained by the diffraction limit. In recent years, a major advance in optical imaging came about, when several techniques achieved sub-diffraction limited resolution (i.e., "super-resolution"). These techniques rely on the fact that the electromagnetic radiation originates from a fluorophore that is much smaller than the diffraction-limited signal detected in the far-field. Consequently, the location of the fluorophore can be determined more precisely than the diffraction limit suggests by proper analysis of the obtained signal.\(^{52,53}\) Of largest practical importance are techniques based on photoswitching or photoactivation of sparse subsets of molecules (PALM,\(^{54}\) STORM,\(^{55}\) and FPALM\(^{56}\)) as well as on stimulated emission depletion in fluorophores (STED\(^{57}\)). These techniques have been applied to a wide variety of particularly, biological applications.\(^{58}\) Furthermore, several near-field optical techniques have been successfully employed for studying metal and semiconductor nanoparticles below the diffraction-limit.\(^{59-63}\)

Photoionization techniques, on the other hand, yield information complementary to optical studies, and hold promise for expanding the scope of single particle studies to non-fluorescent objects. Multi-photon photoemission is a very sensitive technique that has been widely used to study bulk surfaces, surface-adsorbate systems\(^{64}\) and nanoparticles.\(^{65}\) Even in the
limit of surfaces sparsely covered with metal nanoparticles, plasmon-resonant enhancement of photoelectron emission can in certain cases allow ensemble-averaged photoelectron emission properties of the adsorbed particles to be studied. In this way, the detailed photoemission mechanisms of femtosecond photoionization and the role of plasmon excitations in photoionization have been investigated. In addition, there has recently been a growing interest in developing photoionization techniques that provide spatial resolution as well as time-resolved information. Photoelectron emission microscopy (PEEM) has been used successfully to image patterned metal films and metal clusters, as well as to reveal spatial profiles of plasmon modes in metal nanowires and fractal metal nanostructures. Locally enhanced photoemission in PEEM images can be used to map the local near-field distributions, as demonstrated on crescent-shaped silver nanostructures. Powerful interferometric pump-probe photoemission microscopy techniques have been developed and exploited, for example, to study the dynamics of localized surface plasmon modes on silver gratings. However the level of sophisticated electron optics makes PEEM particularly challenging to implement, as well as vulnerable to signal distortion associated with charged-particle imaging. Such distortions may arise in particular due to sample charging or the presence of spatially inhomogeneous electric fields in the vicinity of metal nanoparticles and sharp metal tips.

In this work, we present a comparatively simple, complementary single-particle technique based on (i) spatially resolved photoionization and (ii) single-electron detection sensitivity. It allows diffraction-limited images of a sample’s local multi-photon photoelectron emissivity to be acquired. The technique capitalizes on two advantages of photoionization: (1) the naturally high sensitivity of charged-particle detection, combined with an optically nonlinear
excitation mechanism that yields high spatial resolution, and (2) the potential for chemical selectivity via various resonance-enhanced multiphoton excitation pathways.

9.2 Setup and Materials

The basic experimental technique of scanning photoionization microscopy has been described previously. In this article, major improvements to the setup are described, specifically those pertaining to the implementation of multi-photon photoemission and single-electron detection. Both additions enhance the flexibility and sensitivity of the technique, thus allowing single metal nanoparticles to be studied. A schematic of the upgraded setup is shown in Figure 9.1.
Multi-photon photoemission is initiated in a near-diffraction limited ultrafast laser spot, generated by overfilling the back aperture of a reflective microscope objective in vacuo (numerical aperture, NA=0.65). Images of local photoelectron emissivity are acquired by scanning the sample across a stationary focal spot of the excitation laser. In addition to photoelectron detection, the setup allows for observation of photons in a confocal microscope geometry, which can be employed to correlate the electronic and optical properties of nanomaterials in future studies. The output from an 85 MHz mode-locked Ti:Sapphire laser serves as the excitation light source. We either use spectrally relatively narrow “red” light (840 nm with full-width-at-half-maximum (FWHM) value of 24 nm) corresponding to a Fourier-transform-limited pulse duration of 43 femtoseconds (fs), or the second harmonic of the Ti:sapphire output, “blue” light (420 nm with FWHM = 6.5 nm corresponding to a Fourier-transform-limited pulse width of 40 fs). External prism compensators for both the blue and the red light provide nearly Fourier-transform-limited pulses at the focal spot on the sample (τp ~ 50 fs). For both blue and red light, the prism separation and insertion are optimized by maximizing the photoelectron yield from a uniform 3 nm thick platinum film. Neither a single “blue” nor “red” photon supplies enough energy to photoemit electrons from materials with a typical work function Φ ~ 5 eV. Instead, photoelectrons are emitted by a multi-photon process, where the required minimum number of photons n, with energy E_{photon}, is given by the threshold condition, n x E_{photon} ≥ Φ.

Although the excitation conditions vary somewhat between the different samples examined and laser wavelengths employed, in typical conditions under 840 nm illumination the energy per laser pulse is E_p ~ 0.4 pJ, corresponding to ~1.7 x 10^6 “red” photons per pulse. Pulses are
focused to a diffraction-limited spot area $A_{\text{spot}} = 1.2025 \times \text{FWHM}^2 = 7.5 \times 10^{-9} \text{ cm}^2$, where FWHM = 0.515 $\lambda/\text{NA}$ ($\lambda = 840 \text{ nm}$ and NA = 0.65). If we assume a nearly Fourier-transform-limited pulse width ($\tau_p \sim 50 \text{ fs}$), the peak pulse intensity is $I_p \sim 1.1 \times 10^9 \text{ W/cm}^2$, with a time-averaged intensity $I_{\text{AV}} \sim 4.7 \text{ kW/cm}^2$. Despite these relatively weak laser pulse conditions, about 100 e/s (electrons per second) can be optimally detected from gold nanorods (see below), which can be compared with a background of 0.5 e/s from 3 nm thick platinum films.

9.2b Electron detection

Electrons are detected using either a Faraday cup or a channeltron electron multiplier. In the initial experiments described herein, the Faraday cup is placed approximately 5 mm above the sample. The sample is grounded, while a +10 V bias is maintained on the Faraday cup. We have verified that at +10V the measured SPIM current is independent of any further increase in voltage (i.e., saturated) indicating that effectively all the emitted electrons are collected. The photocurrent is measured by a picoammeter and digitized using an analog-to-digital converter.

To achieve single-electron counting sensitivity, a channeltron electron multiplier (Photonis Magnum CEM 5901) has been installed, replacing the Faraday cup. The quantum efficiency of channeltrons is typically 90 % for electrons with approximately 400 eV of kinetic energy and drops off dramatically for electrons with kinetic energy < 50-100 eV. Thus, the electrons are accelerated by a 400 V bias applied between the sample and the detector entrance to maximize the detector signal. The CEM and high-voltage electrodes are enclosed in a copper shield that prevents the photoelectrons from being diverted from the detector entrance. The amplified signal pulse (gain $\sim 10^7$ at the operating voltage of 2 kV) is fed to an
amplifier/discriminator (Advanced Research Instruments) and registered by a 20 MHz counter, with an essentially background free dark count rate of ~0.03 e⁻/s.

Comparison of the photocurrents from platinum films (see below), measured by the Faraday cup and the CEM under identical excitation conditions, yields an estimate for the CEM collection efficiency of ~35 %, when the CEM is placed vertically, approximately 1 cm above the sample. In our range of excitation conditions no measurable electron signal is found to arise from either the blue or red light directly incident on the CEM in this configuration. We note that in the initial experiments, the CEM had been instead placed parallel to the sample, ~ 2 cm above it and displaced sideways by ~ 2 cm. In this configuration, a maximum collection efficiency of only 7 % is obtained, which in addition to the bias at the detector entrance requires a corresponding bias to the copper cage of +125 V in order to attract electrons sideways towards the detector entrance. However, this bias is not required in the much improved vertical configuration of the CEM, whereby the electrons can follow obstruction-free trajectories from the sample to the detector.

9.2c Sample preparation

To provide transparent, conductive substrates, 3 nm thick platinum (Pt) layers were thermally evaporated onto glass coverslips (Corning No. 1 1/2). Alternatively, 10 nm thick films of indium tin oxide (ITO) cold-deposited on glass coverslips were purchased from Advanced Thin Films. For studies of microstructured gold films, 2 nm thick gold pads were photolithographically patterned on top of the Pt substrates, following the procedures described in the literature.⁷⁴
CTAB-capped gold (Au) nanorods (45 nm length x 10 nm diameter) in aqueous solution were purchased from Nanopartz and used as received. The solution absorption spectrum [Figure 9.3(a)] shows the rods’ long-axis dipolar plasmon resonance centered at 830 nm with a FWHM ~ 180 nm and an ensemble-averaged peak cross section of $2 \times 10^{-12}$ cm$^2$ per rod. The weaker transverse plasmon is centered at 510 nm, on top of a broad interband-absorption feature appearing as a tail at shorter wavelengths. Typically, 30 microliters of stock solution containing $5 \times 10^{11}$ Au rods per milliliter are spin-coated onto the Pt substrates at 1500 revolutions per minute, and are immediately transferred into the vacuum chamber.

Silver (Ag) nanospheres of 40 nm diameter were purchased from Nanocomposix (“biopure” nanospheres in citrate-stabilized aqueous solution, concentration $3 \times 10^{10}$ particles/ml). In contrast to the single-crystalline Au rods, these spheres are polycrystalline and adopt structures that may deviate from perfect spherical geometry implied from their name. The solution absorption spectrum [Figure 9.5 (a)] exhibits a narrow dipolar plasmon resonance at 413 nm, with a FWHM of 66 nm, and no other discernable features in the visible / near-infrared region. From the solution absorption spectrum, an ensemble-averaged linear absorption cross section of $4.7 \times 10^{-11}$ cm$^2$ per particle is obtained at the peak of the plasmon resonance. Note that for excitation wavelengths around 840 nm (i.e., far detuned from the plasmon resonance) the solution absorption cross section is lower by a factor of $\sim 10^3$, i.e., $\sim 5 \times 10^{-14}$ cm$^2$ per particle. Forty microliters of diluted stock solution (1:10 dilution in deionized H$_2$O), are spin-coated onto Pt- or ITO-coated coverslips (the solution is drop-cast onto a static coverslip, and then spun up to 1500 RPM). All spin-coated samples are immediately transferred into the vacuum chamber.
9.3 Imaging Lithographic Metal Nanostructures

The spatial imaging capability of SPIM is demonstrated by imaging 2-photon photoemission under 420 nm illumination and 4-photon photoemission under 840 nm excitation from micro- and nanoscale structures. To this end, SPIM images of photolithographically patterned gold pads on a platinum substrate are acquired with blue [Figure 9.2(a)] and red excitation light [Figure 9.2(b)] with signals recorded using the Faraday cup detector. In both cases, a clear contrast between the Pt substrate and the Au pads is obtained. 4-photon photoemission provides a larger signal-to-background (S/B) ratio and captures features that are barely visible in 2-photon photoemission images, such as the small spot approximately 2 μm above the gold pad visible in Figure 9.2(b). Lineouts through the Au pad in Figures 9.2(a) and 9.2(b) are plotted in Figures 9.2(c) and 9.2(d), respectively. The rise in signal (10 % - 90 %) at the edge of the gold pad occurs over a distance of 560(60) nm for 420 nm excitation, while for 840 nm excitation the rise occurs over 375(75) nm. This rise represents the convolution of the step function of the gold height profile with the multi-photon excitation profile from an Airy-like excitation spot. From comparison with simulated step profiles, we infer laser spot sizes (FWHM of the linear intensity profile) of 690(140) nm for 840 nm excitation (i.e., within error of the diffraction limit of 650 nm) and a 760(100) nm spot for 420 nm excitation (i.e., close to but somewhat larger than the diffraction limit of 330 nm). The reason for a non-diffraction-limited 420 nm excitation spot in this image arises from slight imperfections in the spatial profile of the frequency-doubled excitation laser beam. This problem has since been remedied by further expanding the beam prior to entering the microscope objective.

The lineouts in Figures 9.2(c) and 9.2(d) demonstrate the enhanced signal-to-background ratio (S/B ~ 100:1) achieved with 4-photon photoemission over that with two-photon
Figure 9.2: SPIM images. SPIM images of photolithographically patterned gold pads on a platinum substrate, excited with (a) blue and (b) red light. In both cases, clear contrast between the Pt substrate and the Au pads is obtained. Four-photon photoemission provides a larger signal-to-background ratio and captures features barely discernable in the 2-photon photoemission image. (c), (d) Lineouts through the Au pads in (a), (b), respectively demonstrating the improved signal-to-background ratio achieved with 4-photon photoemission. The dashed, red line in (d) is obtained from a repeated scan of the same sample area. Even the fine features are reproducible and represent real structure in the local photoemissivity. (e), (f) Log-log plots of photocurrent from Au pads on a Faraday cup as a function of excitation intensity at 400 and 800 nm, respectively, with the slope of the data confirming the expected two-photon and four-photon dependence at 400 and 800 nm, respectively.
photoemission (S/B ~ 6:1). The dashed red line in Figure 9.2(d) is a lineout obtained during a repeated scan of the same sample area. It is remarkable that even the fine features in the scan are reproduced, and thus represent real structure in the local photoelectron emissivity of these gold pads. Note the photo-induced reduction in photocurrent (~15 %) for the re-scan. At such high laser intensity, enough energy is absorbed during each pulse to heat the material within the laser focus close to the melting temperature of gold. We suspect that the strong laser intensity levels (8 x 10^{10} W/cm^2) employed to demonstrate the high signal-to-background ratio between gold and platinum using the relatively insensitive Faraday cup detector may cause laser-induced local smoothing of the initially rough gold surface and thus a reduction in photoelectron yield. Such photo-induced surface modifications do not, however, represent any limitation on the technique. Due to the single-electron sensitive channeltron detector used in the subsequent experiments, excitation intensities typically two to three orders of magnitude lower can be employed, thus avoiding any significant laser-induced surface modifications. Photocurrent from Au pads measured as a function of excitation intensity at 400 and 800 nm is plotted in Figures 9.2(e) and 9.2(f), respectively. The slope in the plots corresponds to the order of the photoemission process and confirms that the photoemission from gold is a two-photon process at 400 nm and a four-photon process at 800 nm.

9.4 Photoemission from Single Gold Nanorods

To demonstrate the single-nanoparticle sensitivity of SPIM, the CEM detector was installed, and photoelectron images of a collection of gold nanorods on 3 nm thick Pt substrate were acquired by using linearly polarized, 820 nm excitation light. This wavelength is near the particles’ long axis dipolar plasmon resonance in aqueous solution [see Figure 9.3 (a)]; hence a
plasmon-enhanced, strongly orientation-dependent response may be expected. A photoelectron image of a 24x24 μm² area of the Au rod sample on ITO is shown in Figure 9.3(b) with the
indicated area shown in magnified in Figure 9.3(c). A comparable density of spots in SPIM images and the coverage seen in AFM images of identically prepared samples suggests that the spots in SPIM arise due to emission from individual Au rods rather than their aggregates. A lineout of the scan through a sample gold nanorod [(Figure 9.3(d)] demonstrates the \textit{diffraction-limited} four-photon photoemission signal. The average width of the photoelectron signals from all rods in Figure 9.3(b) is FWHM$_4$ = 345(45) nm, where the subscript refers to the 4$^{th}$ order photoemission process (the order of the photoemission process was verified by observing a fourth-order dependence of photoemission signal from individual Au nanorods on the excitation laser’s intensity )$^8$. For a photoemission process of order $m$ the spot width is given by FWHM$_m$ = FWHM$_1$/ $\sqrt{m}$, where FWHM$_1$ is the FWHM of the excitation laser’s intensity profile (i.e., Airy pattern). In case of $\lambda$ = 820 nm and objective’s NA = 0.65 the diffraction-limited FWHM$_1$ = 0.515 $\lambda$/ NA = 650 nm. Thus, the diffraction-limited width for a four-photon photoemission signal is calculated to be FWHM$_4$ = 325 nm, within experimental error of the measured value.

Large differences in photoemission intensity between different rods are observed in Figure 9.3 for a fixed linear polarization of the excitation light. With our measurement sensitivity limited by the signal-to-background ratio for Au rods on Pt, the intensities differ by as much as two orders of magnitude among particles. Such a large range may intuitively be expected to arise due to differences in excitation efficiency of the long-axis dipolar plasmon for rods with different random orientations with respect to the laser polarization. To investigate this possibility, a series of scans was recorded at different linear polarizations of the laser. Figure 9.4 shows a typical measured polarization dependence of photoemission from individual Au rods. Photoemission from Au rods on Pt is found to obey a $\cos^8(\theta-\theta_0)$ dependence on the laser’s polarization angle $\theta$, consistent with a fourth order photoemission process from a purely dipolar source, where the
dipole is oriented at some random angle $\theta_0$ (e.g., orientation of the rods’ long axis). For angles that are more than 60° off-axis, photoemission is dominated by the Pt substrate. This behavior was observed consistently for all studied gold nanorods, suggesting that photoemission is indeed initiated by excitation of the gold rods’ long-axis dipolar plasmon, and/or enhanced by the concentrated electric fields at the rods’ tips. In contrast to the large rod-to-rod variations in photoemission strength at a fixed linear polarization [Figure 9.7(a)], their peak photoemissivity (i.e., photoemission strength at a laser polarization angle that corresponds to that particular rod’s $\theta_0$) varies only by a factor of ~10 [Figure 9.7(b)]. This is a remarkably small factor, given the likely, high sensitivity of a fourth order photoemission process on the strength of the local electric field surrounding the emitter, thus confirming the high degree of homogeneity among the Au rods.

Au nanorods occupy only a tiny fraction ($A_{\text{rod}}/A_{\text{spot}} \sim 10^{-3}$) of the diffraction-limited excitation spot. The mere fact that they are distinguishable from the Pt substrate indicates that their photoemissivity on a “per-area” basis must be substantially larger than that from the Pt
substrate (note that the large differences in emissivity are not expected to arise from differences in the vertical dimension since the diameter of gold rods is only about three times larger than the Pt substrate thickness. In addition, escape depths for low-energy electrons are on the order of a few nanometers, thus presumably attenuating electron emission from regions deep inside the rods). In fact, the largest S/B ratio for an individual rod, presumably well aligned with the laser polarization, is \( \sim 300 \) [see Figure 9.3(b)]. Such a large value implies that the ratio of per-area emissivity \( \varepsilon \) between an aligned Au rod and the Pt substrate is \( (\varepsilon_{\text{Au-rod}} / \varepsilon_{\text{Pt}}) = (S/B) \times (A_{\text{spot}}/A_{\text{rod}}) \sim 3 \times 10^5 \). In contrast, that ratio for Au pads and the Pt substrate in Figure 9.2 is only \( (\varepsilon_{\text{Au-pad}} / \varepsilon_{\text{Pt}}) \sim 100 \). The corresponding factor of \( (\varepsilon_{\text{Au-rod}} / \varepsilon_{\text{Pt}})/(\varepsilon_{\text{Au-pad}} / \varepsilon_{\text{Pt}}) \sim 3 \times 10^3 \) fold difference between the Au nanorod and Au pad systems is striking. We attribute this large factor to either the field enhancement at the nanorod tips (i.e., the well-known lightning-rod effect), and / or to a near-resonant plasmonic enhancement. The possibility of photoemission enhancement due to a plasmon resonance will be investigated in greater detail using wavelength-tunable femtosecond light sources in a separate study.

### 9.5 Photoemission Imaging of Silver Nanoparticles

To further demonstrate the sensitivity of scanning multiphoton photoionization microscopy, the photoelectron emission from nanostructures has been studied under conditions where resonant plasmonic enhancement is absent. Specifically, 40 nm diameter silver nanoparticles have been imaged by four-photon photoionization using 840 nm excitation. What makes these particles interesting is that they exhibit a narrow (66 nm FWHM) dipolar plasmon resonance at 413 nm in aqueous solution, without any further strong absorption features in the visible / near-infrared (NIR) range [see Figure 9.5(a)]. In the substrate / vacuum sample
environment probed in these SPIM studies, this plasmon resonance at 413 nm is expected to shift to the blue. Due to low absorbance values, such a blue shift could not be independently confirmed by measuring an ensemble absorption spectrum of Ag spheres spin-coated onto substrates. However, consistent with these expectations, Mie scattering calculations\textsuperscript{82} predict a plasmon resonance around 360 nm for 40 nm diameter Ag spheres in vacuum, and 380 nm in a
medium with a dielectric constant that is between that of vacuum and that of platinum. In any case, excitation at 840 nm is far away from any such plasmonic resonance. Thus, the photoemission process from Ag spheres at this wavelength is not expected to be assisted by the plasmonic field enhancement.

In agreement with expectations, SPIM signals from Ag spheres at 840 nm are consequently quite weak compared to the Au nanorods. Nevertheless, photoelectron emission from individual Ag nanospheres on Pt substrates is sufficiently strong to distinguish these particles from background [Figure 9.5 (b)] despite the absence of any direct plasmon-resonant enhancement. It is interesting to note that the apparent coverage of Ag spheres determined by SPIM (~ 5 spheres in a 20x20 μm² area), is substantially lower than that observed in the corresponding AFM images (~ 20 spheres in a 20x20 μm² area). In fact, most spheres in Figure 9.5(b) are barely distinguishable from the Pt substrate background. Thus, it is likely that a significant fraction of spheres does not produce intense enough photoemission signal to stand out above the background.

We consequently explored the viability of an alternative conductive substrate with a potentially lower photoemissivity, i.e., 10 nm thick ITO films on glass coverslips. Under 800 nm illumination, ITO produces approximately three orders of magnitude lower background photoemission signals than the Pt substrate. Indeed, with much lower background, signal from even weakly emitting Ag spheres can now be observed, as shown in Figure 9.5(c), yielding an apparent coverage that is consistent with that determined by AFM. The average signal-to-background ratio for Ag spheres on ITO observed in Figure 9.5(c) is approximately S/B ~ 800, with some of the brightest spheres even yielding a S/B ~ 10^4. Such large signals are obtained.
despite the fact that 40 nm diameter Ag spheres typically represent only 2.5 x 10^{-3} of the 4-photon excitation spot area.

The photoelectron signal from individual silver spheres follows the expected power dependence on excitation intensity $I_{\text{peak}}$ (signal $\sim I_{\text{peak}}^m$) [Figure 9.5(d)]. The value of $m$ is observed to vary in the range $3 \leq m \leq 4$ for different spheres, with the ensemble-averaged value (standard deviation) for $N = 14$ particles being $\langle m \rangle = 3.8(6)$. The variability in $m$ for different nanospheres may arise due to the fact that the work function of silver ranges between 4.2 - 4.8 eV, depending on the crystal facet from which emission occurs and the surface preparation method employed.\textsuperscript{84} Thus, photoemission resulting from excitation with 1.47 eV (840 nm) photons may proceed via a third order process for work functions $\Phi < 4.4$ eV and via a fourth order process for $\Phi > 4.4$ eV. In previous work, non-integer power dependence of photoemission intensity, with the exponent varying between 2.9 and 3.7 at different points on the sample, has been observed in an ensemble-measurement study of silver nanoparticles on a silicon substrate upon excitation with $\sim$1.5 eV light.\textsuperscript{67} These observations were explained by additional emission pathways co-existing with multi-photon photoemission.

We note that despite the high S/B ratio observed on ITO, silver spheres are about 100 times weaker emitters than gold nanorods on Pt. Qualitatively this is to be expected, given the absence of a nominal plasmonic enhancement in Ag spheres around 840 nm. However, we find it surprising that these Ag spheres are even as strong an electron emitter as experimentally observed. A simple estimate of nanoparticle’s emission strength takes into account three major contributions: (1) the particle’s linear absorption cross section at the excitation wavelength, (2) the material’s bulk emissivity, (3) and the electric field enhancement due to the nanoparticle geometry, e.g., the “lightning-rod” effect. We next consider these three contributions separately.
First of all, the linear absorption cross section of 40 nm Ag spheres at 840 nm is 40 times smaller than that of Au rods at the same wavelength, i.e. $\sigma_{\text{Ag}}/\sigma_{\text{Au}} = 1/40$. The excitation probability of an m-plasmon excited state ($m = 4$ for plasmonic processes contributing to four-photon photoemission) should thus scale as the $m^{th}$ power of the probability for a single excitation, i.e. in this case as $(\sigma_{\text{Ag}}/\sigma_{\text{Au}})^4$.71 Secondly, we are unaware of any measurement of bulk four-photon photoemission properties of Ag and Au. However, there is no reason to expect them to be very different in strength. For example, the reported bulk two-photon photoemission strengths from flat Ag and Au surfaces are very similar.85,86 Thirdly, the electric field enhancement for a sphere due to the lightning-rod effect proves to be independent of the particle’s radius of curvature. In the dipole approximation, the incident electric field $E_0$, induces a dipole $d = \alpha E_0$ in the metal particle, where $\alpha$ denotes the particle’s polarizability. The induced electric field $E_{\text{ind}}$, in turn, scales as $E_{\text{ind}} \sim \alpha E_0/r^3$, where $r$ is the radial distance from the particle’s center. For a particle of size $a$, $\alpha \sim a^3$; thus at the particle surface, where photoionization occurs, the induced electric field $E_{\text{ind}}$, is independent of the radius, $a$. By combining the three contributing factors, the ratio of four-photon photoemissive strength from Ag nanospheres and Au nanorods is thus predicted to be $\sim (\sigma_{\text{Ag}}/\sigma_{\text{Au}})^4 = 10^{-6}$, i.e., four orders of magnitude smaller than experimentally observed.

It is worth considering whether this unexpectedly strong photoemission from Ag spheres could arise from an indirect plasmonic enhancement, such as from a possible two-photon excitation of the dipolar plasmon resonance. Nonlinear effects, such as enhanced two-photon fluorescence from nanostructured metals, have been observed.81,87 In a similar manner, one might speculate that four-photon excitation around 800 nm may benefit from nonlinear enhancements associated with the plasmon resonance (e.g., via two-photon excitation of the
plasmon resonance). To test for a possible two-photon excitation of the plasmon resonance, we compared photoemission at two different excitation wavelengths, 760 nm and 860 nm (data not shown). While there is a roughly three-fold increase in the overall signal levels for 760 nm vs 860 nm excitation, almost all Ag spheres are clearly visible at both wavelengths. This relative insensitivity to the excitation wavelength rules out any spectrally narrow resonant contribution to photoemission.

9.5a Laser polarization-dependence of photoemission from Ag spheres

In the absence of either direct or nonlinear plasmonic enhancements, one would predict fairly uniform photoelectron emission strengths from a spin-coated ensemble of Ag spheres. Very much to the contrary, however, Ag spheres on the ITO substrate in Figure 9.5 (c) exhibit factors of up to a 1000-fold difference in photoelectron emissivity when excited with light of a fixed linear polarization at 840 nm [Figure 9.7(c)]. To understand these large variations between Ag spheres, we tested for a dependence of their photoemissivity on laser polarization at 840 nm. Based on our studies of Au nanorods, one would expect a complete absence of any polarization dependence for these nominally spherical nano-objects. Rather surprisingly, a strongly peaked polarization dependence is observed for almost all spheres. Furthermore, in most cases only a small background signal was detected at a polarization orthogonal to the peak emission, similar to the case of Au nanorods. However, in contrast to Au nanorods, which all consistently produced an \( \approx \cos^8(\theta-\theta_0) \) polarization dependence arising from four-photon photoemission from a dipolar source, a much wider variety of phenomena is encountered for Ag spheres. Specifically, while the polarization-dependence for many of the brightest Ag spheres is consistent with four-photon photoemission from a dipolar emission source [see Figure 9.6(b)],
many of the less emissive spheres display a distinctly weaker polarization dependence [see Figure 9.6(c)]. Photoemission from a few (6 out of 26) spheres, predominantly the most weakly emitting ones, can be observed at all angles, with only a weak polarization-dependent trend on top of a polarization-independent background [see Figure 9.6(d)]. However, even this surprisingly strong polarization dependence still does not fully explain the observed variations in photoemissivity between different Ag spheres. Indeed, while they exhibit $10^3$–fold variation at a
laser polarization, the Ag spheres still show a significant 100-fold variation in peak photoemissivities. [Figure 9.7(c) and Figure 9.7(d)]. In particular, this contrasts with the much smaller factor of ~ 10 in variability of the peak photoemission strength observed for gold nanorods [Figure 9.7(b)].

The (i) unexpected polarization dependence of photoemission from nominally spherical objects and (ii) large differences in the peak emissivity between Ag nanospheres, provoke...
interesting questions regarding the underlying photoionization mechanism. One explanation that must be considered is the possibility of significant particle aggregation. This is relevant since such closely-spaced particle aggregates could potentially form red-shifted, coupled plasmon resonances in our excitation wavelength range and thus potentially lead to anisotropic photoemission. From multiple SPIM scans, we estimate average coverages of ~ 20 particles in a 20x20 μm² area, which is statistically low enough to ensure single emitting objects per diffraction limited spot. More critically, however, AFM images of identically prepared samples reveal coverages that are consistent with those observed in SPIM images, indicating that essentially all spheres exhibit detectable electron emission. If the observed photoemission signal originated only from aggregates, in contrast one would expect significantly lower apparent coverage in SPIM.

Another possible interpretation of our data is that multi-photon photoemission from solution-synthesized, polycrystalline, silver spheres is dominated by strong local variations in photoemission propensity arising from the microscopic features in their structure. For example, such local variations could be a consequence of the different work functions associated with the various crystal facets in the nanoparticle. Alternatively, localized regions of strong electric fields that may be expected near grain boundaries and structural defects in these polycrystalline particles could give rise to locally enhanced photoemissivity. Related effects have been observed in recent experiments on evaporated metal nanostructures. For example, strongly polarization-dependent electron emission has been detected from 140 nm Pb clusters on a silicon substrate.73 Furthermore, recent observations of locations of strongly enhanced electron emission on evaporated silver gratings25 and lithographically patterned silver nanodisks,88 have all been tentatively explained by local electric-field hot-spots.
**Temporal fluctuations in the photoelectron emission from Ag spheres**

Additional important information regarding the photoemission mechanism comes from the surprising observation that the electron signals from individual Ag spheres, in contrast to Au rods, are time-dependent. In Figure 9.8, the photoemission signal from a few representative individual spheres in a sequence of scans under identical excitation conditions is shown. Photoemission signals are observed to rise or decay with time, as shown in Figure 9.8(a) and 9.8(b), respectively. Transient spikes or dips are occasionally encountered as well. Furthermore, some spheres exhibit abrupt jumps between more or less constant initial and final emission levels, as shown in Figure 9.8 (c) and (d). In contrast, such striking time-dependence was not observed for any of the studied gold rods. Interestingly, measurements of the polarization dependence of photoemission from Ag spheres prior and after abrupt jumps in signal levels suggest that these jumps are not accompanied by drastic changes in the polarization angle at which peak emission occurs [see Figure 9.8(e) and Figure 9.8(f)].

Both the observed anisotropies and the temporal variations in photoemission appear to suggest that photoemission is strongly influenced by microscopic structural features in these polycrystalline particles, rather than being driven by the lowest-order dipolar electron oscillation. These microscopic features may be very sensitive to small light-induced structural rearrangements, as has been observed by Jin and coworkers in the conversion of silver nanospheres to nanoprisms, which could explain the observed dramatic time-dependent signals. A more detailed study of the photoemission mechanism of individual Ag nanospheres (as opposed to particle aggregates) is clearly worthwhile, but is beyond the scope of the current work.
Figure 9.8: Time dependence of photoemission observed for Ag spheres. (a-d) Time sequences of the emission from individual Ag spheres recorded by repeatedly scanning the same sample area. Emission from individual spheres is plotted vs. the time that each sphere spends under illumination (~ 50 ms per scan). Emission from single particles may gradually (a) increase with time, exhibit sudden spikes, or (b) decrease gradually (dashed lines serve to guide the eye). (c) Abrupt increases or (d) decreases between more or less constant initial and final emission intensity are observed. (e), (f) Before and after such jumps, the polarization dependence is found to remain approximately unchanged [“early scans” and “late scans” in (e) and (f)]. For (a-d) the excitation intensity was $1.9 \times 10^9$ W/cm$^2$, while for (e) and (f) it was $3.6 \times 10^9$ W/cm$^2$. 
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9.6 Summary and Conclusions

We have demonstrated that scanning multi-photon photoionization microscopy is a viable technique for single-particle studies of heterogeneous samples of colloidal metal nanoparticles as well as photolithographically fabricated metal nanostructures. Four-photon photoemission from Au nanorods on Pt substrate was studied under 840 nm excitation. Individual nanoparticles exhibit strong, $\cos^8(\theta-\theta_0)$ dependence of photoemission strength on the angle between laser polarization ($\theta$) and the rod axis ($\theta_0$), suggesting that four-photon photoemission is initiated by excitation of the long-axis dipolar plasmon resonance. For on-axis excitation, the photoemission strengths of different rods vary less than 10-fold. Such a small factor is remarkable given the fourth order photoemission dependence on local electric field strength surrounding the emitter, thus suggesting a relatively high degree of homogeneity among the Au nanorods.

Moreover, four-photon photoemission from polycrystalline Ag nanospheres on both Pt and ITO substrates have also been studied under 840 nm excitation. Surprisingly, strongly polarization-dependent photoelectron signals are also observed for these nominally spherical particles. However, different particles exhibit very different degrees of anisotropy with some showing strongly polarization-dependent behavior akin to the one observed in case of Au nanorods, whereas others exhibit almost none. Just as surprisingly, the observed photoelectron signals from Ag spheres, in contrast to Au rods, display striking time-dependence. More work is clearly necessary to elucidate the precise mechanisms underlying these observations.

The results suggest that the image contrast in SPIM can arise from a variety of different mechanisms, i.e., intrinsic differences in the strength of photoemission from different chemical species, photoemission enhancements due to plasmon resonances, and lightning-rod effects associated with concentrated electric fields near nanoscale structural features. Single-particle
studies of polarization-, intensity-, excitation-wavelength-, and even time-dependence of photoemission signals provide powerful means to unravel the contributions of these different mechanisms, even in strongly heterogeneous samples of particles. These studies thus establish the SPIM technique as a valuable, new approach to the study of local electronic properties of individual metallic nanostructures. Specifically, in the next chapter, SPIM studies of the local electric fields surrounding metal nanoholes will be presented.
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Chapter 10

Plasmonic Electron Photoemission Microscopy of Au Nanoholes and Nanohole Dimers

10.1 Introduction

Metallic nanoparticle systems display qualitatively different optical properties from that observed in the bulk. In particular, optical extinction spectra of nanoparticles can reveal highly structured resonance behavior, in spite of a complete absence observed for corresponding samples of macroscopic dimensions. These nanoscale metal materials also possess many interesting electronic properties in addition to their unique optical properties. Synthetic and sample preparation techniques have progressed to a degree that permit study of the size and shape dependence for ensemble properties such as absorption and fluorescence emission spectra of noble metal nanoparticles. The choice of the noble metals, predominately silver and gold, is motivated by the presence of strong surface plasmon resonances (SPR), which reflect excitation of a collective electron oscillation in the near ultraviolet and visible range. The convenience of visible laser excitation in this region, coupled with the strong size, shape and proximity dependence of the spectral properties, make these metal nanoparticles a logical target for a broad spectrum of research and commercial applications.5-10

Such plasmonic behavior not only influences far field measurements such as absorption and scattering, but also impacts the highly local electric fields in the sub-diffraction limited vicinity of the nanoparticle. This local enhancement of electric fields has been used to enable Raman characterization at the single molecule limit by surface enhanced Raman scattering (SERS).9,11-15 The influence of plasmonic excitation on multi-photon processes has also been
studied. For example, second harmonic generation has been observed to be enhanced by metal nanostructures due to the intense local electric fields generated upon excitation\textsuperscript{16-19}. Indeed, multiphoton processes are intrinsically more sensitive to such nanoscale enhancements due to the highly non-linear dependence on incident electric field. However, isolation of such plasmonic effects specifically from other nanoparticle contributions (e.g., geometry, surface roughness, laser frequency, etc.) has remained an ongoing challenge.

It has been long established that plasmonic resonances can significantly increase the rate of single photon photoemission from metal surfaces and particles.\textsuperscript{20-22} Recently, multiple photon photoemission (MPPE) studies have begun to examine the role of plasmons in enhancing photoelectron yield from nanostructured materials.\textsuperscript{23,24} Indeed, MPPE from metal nanoparticles removes several complications present in other studies (e.g., second harmonic generation), due to the absence of i) rigorous surface selection rules and ii) the need for high order electric field susceptibility materials. Specifically, MPPE has been shown to depend on the local electric field enhancements in the near field of the nanoparticle, which in turn can be rigorously modeled by plasmonic excitation theory.\textsuperscript{25-27} This relatively simple combination of MPPE and optical microscopy, therefore, provides a novel access to probing single nanostructures with single electron counting sensitivity. A variety of nanostructures have been studied in SPIM, e.g. nanorods,\textsuperscript{25,26} nanoshells, and nanocubes,\textsuperscript{25,27} which has provided insights into the link between the local electric field and the photoemission yield. Most importantly, it is this powerful connection between i) near electric field distributions and ii) number of photoelectrons emitted that enables probing of sub-diffraction limited near-field effects due to nanostructures from an intrinsically far-field detection experiment.
By the superposition principle, one can readily extend these ideas of electric field enhancements due to the presence of isolated plasmonic nanostructures, to those of plasmonics explicitly arising from the absence of nanostructured materials. As the central focus of the present work, we have explored scanning electron photoemission microscopy dynamics of metal “anti-nanoparticles,” i.e., strongly plasmonic 2D objects made by shadow lithographic formation of nanoscale holes in a thin Au metal film. By simple superposition arguments, the resulting vector fields arising from the Au nanohole should be similar in magnitude but opposite in sign for a nanodisk of the same diameter. Indeed, the general linear and non-linear optical properties of a nanoparticle and the associated “anti-nanoparticle” (i.e., “nanohole”) are clearly intimately related. Onuta et al. first took advantage of these superposition arguments and non-linear spectroscopy to investigate large monomer and dimer holes (300-1000 nm diameter) in relatively thick Au films (100-300 nm). In particular, the absence of centrosymmetry at the Au thin film/nanohole interface could be exploited for second harmonic generation, which yielded spatially localized second harmonic generation (SHG) signals with strong polarization dependences for both monomer and dimer species.

The present work significantly extends both the concept and sensitivity of such studies into the ultrafast microscopy domain, specifically probing the plasmonic properties of nanohole monomers and dimers by multiphoton photoemission microscopy (MPPE). Specifically, we fabricate a thin film (height, h ≈ 25 nm) Au substrate containing holes with diameters both below (d ≈ 60 nm) and near (d ≈ 500 nm) the diffraction limit (≈ 700 nm) by shadow mask lithography and spun cast polystyrene spheres. The sizes are chosen to explore how nanohole size and corresponding plasmonic properties influence the photoemission signals, as well as take advantage of the spatially resolved photoemission microscopy capabilities of the apparatus.
Complimentary vector information on local electric field enhancements is then also attained by studies as a function of laser polarization. In addition, both small (d ≈ 60 nm) and large (d ≈ 500 nm) nanohole dimers are investigated, which therefore probes the role of diffraction limit on spatial, frequency and polarization sensitivity of the photoemission event.

The paper is organized as follows. Section 10.2 presents details of the experimental and theoretical methods, while Sec. 10.3 describes photoemission results obtained from isolated nanohole monomers and comparison to computational modeling of the plasmonic electric field enhancement. Sec. 10.4 presents the corresponding results for spatial and polarization dependent photoemission from nanohole dimers, again correlated with computational predictions of the electric field enhancements. In addition, the observed polarization and spatial dependences are interpreted in the context of a simple model, which assumes appropriate 4-photon scaling of the photoemission signals with i) local volume and ii) 8th power of the local electric field enhancement. Sec. 10.5 presents further discussion about the similarities and difference from related geometries, while Sec. 10.6 summarizes the conclusions and suggests directions for future work.

10.2 Experiment

Isolated nanoholes are prepared by a simple shadow mask lithography procedure pictorially represented in Fig. 10.1. Low concentrations (10^8 #/mL) of carboxylate functionalized polystyrene spheres (Invitrogen) of two different diameters (d = 60 nm and 500 nm) are first spun cast on an ITO coated glass coverslip (Thin Film Devices, Inc). An uncoated copper TEM finder grid (EMS, LF400CU) is then secured on top of the coverslip and held in place with magnets. The sample is subsequently placed in a vacuum deposition chamber,
where a 25 nm layer of gold is deposited via e-beam assisted vaporization at approximately 1 Å/s. The TEM grid is then carefully removed, with the resulting sample sonicated in ethanol for 5 minutes to detach the Au-capped PS spheres. The resultant substrate therefore contains isolated Au “nanohole” (and occasional “nanohole dimer”) shadows in the Au film, spatially registered with an easily addressable grid. The sample is checked for sufficiently low coverage (typically 0.7 objects / μm²) by dark field scattering before being loaded into the SPIM chamber.
The scanning photoionization microscopy (SPIM) technique is described here in brief, with more detailed descriptions available in the literature.\textsuperscript{31,32} The fundamental frequency output from an ultrafast Ti:Sapphire laser system ($\lambda \approx 800$ nm, 40 fs pulse width, 90 MHz repetition rate) is focused by an all-reflective microscope objective (NA = 0.65) inside a vacuum chamber maintained at $\sim 5 \times 10^{-7}$ Torr. The focus ($D \approx \lambda/(2\text{NA}) \approx 700$ nm) provides a diffraction limited spatial region in which the laser intensity (typically $10^9$ W/cm$^2$ peak) is sufficient to eject electrons via multiphoton photoemission (MPPE). These electrons are then detected by a channeltron electron multiplier situated $\sim 1$ cm above the nanosample platform, with the spatial region of interest raster scanned \textit{in vacuo} by an open loop piezoelectric stage. The reported work function\textsuperscript{33} of gold varies considerably in the literature ($\Phi_{\text{Au}} = 4.6 - 5.1$ eV) due to surface preparation. However, for a typical estimate for clean, evaporated Au ($\Phi_{\text{Au}} \approx 5$ eV), emission of single photoelectrons energetically requires absorption of 4 photons, which is confirmed by observation of a 4$^{\text{th}}$ order dependence of SPIM signal on laser intensity. Tapping mode AFM images of the samples are acquired using a 2-5 nm radius of curvature tip, which provide an invaluable one-to-one correspondence between nanostructure morphology and the observed SPIM signals.

The near-field distribution of electric fields of Au nanoholes and nanodimers are calculated via finite element methods in COMSOL (v4.2), with the predicted local electric field enhancements used to interpret the experimental results. The calculations are based on a three layer slab model comprised of i) a thin Au film containing the desired nanohole architecture, surrounded below and above by ii) a glass coverslip substrate and iii) vacuum, respectively. The nanostructured Au film is defined to be oriented in the xy-plane and has a thickness of $h = 25$ nm to match the actual AFM measurements of the sample. The system is discretized using the built-
in free meshing algorithm, which defines elements as small tetrahedral regions and produces a mesh based on various user supplied constraints on the sample dimensions. The minimum element edge length is 2 nm in the 60 nm nanohole systems and 5 nm for the 500 nm systems, for a nanostructure radius of curvature to element ratio between 30:1 and 100:1. For all systems, the maximum element edge lengths were chosen to be 12 nm with a growth rate of 1.2, i.e., adjacent elements could grow at most by 20%. Convergence in these COMSOL predictions has been tested by calculations as a function of mesh sizes (e.g., 2 nm vs 3 nm) for the 60 nm nanoholes. As expected, such comparisons yield uniformly higher electric field enhancement factors for the more well defined edges, but are indistinguishable as a function of 3D spatial coordinate after renormalization. Finally, it is worth noting that the current choice of > 30:1 radius of curvature to element ratios represents an order of magnitude improvement over previous studies, based on 8-10 nm minimum edge lengths for nanostructures with as small as 30 nm radii.\textsuperscript{30,34} The bulk dielectric properties for gold are taken from previously reported tables.\textsuperscript{35} Laser excitation at $\lambda \approx 800$ nm is modeled as a linearly polarized plane wave starting in the glass surface and propagating towards vacuum in the z-direction. Due to the nanohole monomer/dimer architectural point group, only a single quadrant ($x > 0, y > 0$) needs to be calculated, with the other three quadrants given by symmetry considerations. Even higher cylindrical point group symmetry is clearly available for the nanohole monomer structures, but we choose the lower point group to facilitate self consistent comparison between monomer and dimer nanohole behavior. The boundary conditions for the four sides are each set to properly match the linearly polarized plane wave excitation by being set as either a perfect electrical conductor (PEC) or perfect magnetic conductor (PMC).
The simulation proceeds in two stages, similar to a previous study of 3D nanocavities in a solid.\textsuperscript{36} In the first step, the electric field is solved for a system comprising only a thin continuous Au film, with the grid mesh points defined as if the nanoholes were present. The resulting solution is found to match the analytic solution for a plane wave impinging on a thin film. The advantage of performing the simulation this way is to guarantee that the incident field is self-consistent at every mesh point, with no numerical artifacts that might arise from an analytic solution being applied to an arbitrary discrete mesh. The resulting electric field is then used as the background field in a second scattering calculation, which thereby determines the spatial dependence of the electric field enhancement due to the nanohole architecture. The exterior boundary condition for this second simulation step is represented by perfectly absorbing layers that absorb all outgoing waves without reflections. The resulting field enhancements are extracted as 2D slices through relevant planes, typically the top most surface of the film, and analyzed/processed in Matlab.

10.3 Nanohole Monomers

10.3a Experiment

A sample AFM of an Au thin film section containing $d = 60$ nm nanoholes is shown in Fig. 10.2A, with a scan at higher spatial resolution of an individual nanohole displayed as inset in the upper left corner. The corresponding SPIM image (with circularly polarized light) is shown below in Fig. 10.2B, which confirms that the photoemission signal arises primarily from the nanoholes, with a 100-fold lower background signal emitted from the gold film itself. As mentioned above, signals from the nanoholes are found to scale quite closely as $I^4$ (inset Fig. 10.2B), consistent with the four 800 nm photons needed to overcome the work function for Au
The spatial FWHM of the photoemission signal, obtained from a two dimensional Gaussian fit to the data, is 445(8) nm. The one photon diffraction limit of \( D = 1.22 \lambda / 2 \text{NA} \approx 750 \) nm (\( \text{NA} = 0.65, \lambda = 800 \) nm) is 67% larger than observed experimentally, due to the multiphoton nature of the excitation event. Specifically, a Gaussian spot size for an N-photon process scaling with \( I^N \) should be approximately \( D_n = D / \sqrt{N} \approx 375 \) nm, which is much closer to and even slightly smaller (19%) than the observed experimental value.
As a result of the shadow mask lithography method and uniformity of the polystyrene spheres, the nanohole monomers exhibit a high degree of cylindrical symmetry. By way of confirmation, the photoemission signal strengths for the nanoholes have been explored as a function of incident laser polarization. A subset of these data for \( d = 60 \text{ nm} \) nanoholes is shown in Fig. 10.3 for both circular (B) as well as four different linear polarizations (C-F), which indicates no preferred dependence on polarization for photoemission strength. More quantitatively, we can integrate up these signals for the full set of data to obtain the total photoemission rate. The polar plot (in Fig 10.3G) represents the full polarization data set as a function of linear polarization, which within uncertainty confirms that the emission is independent of the incident laser polarization angle, as expected for a 2D azimuthally symmetric object.

Corresponding studies of the much larger (i.e., non-diffraction limited) \( d = 500 \text{ nm} \) nanoholes provide an even more interesting behavior as a function of laser polarization. First of all, the AFM images of now are sufficiently high resolution to reveal, as anticipated, a nearly

Figure 10.3: Sample polarization data from a small nanohole monomer (\( d \approx 60 \text{ nm} \)). A) 1 \( \mu \text{m} \) x 1 \( \mu \text{m} \) AFM of a 60 nm diameter nanohole. SPIM images for circular (B) and a series of linear (C-F) polarizations. G) Polar plot of photoelectron yield as a function of incident polarization angle, revealing a nearly isotropic dependence on laser excitation.
perfect circular shape with edges that appear quite smooth down to < 5 nm scale. A SPIM image taken with circularly polarized light is presented immediately below (Fig 10.4B) and reveals a single broad, cylindrically symmetric feature with a spatial FWHM of 900(30) nm. This is in reasonably good agreement with expectations, as the SPIM signal arises from the convolution of a cylindrically symmetric top hat function of width 500 nm with a diffraction limited spot size of FWHM ~ 400 nm. However, a qualitatively different spatial image is observed when this same nanohole feature is investigated with linearly polarized light. Specifically, sample images (shown in Figs. 10.4 B-D) reveal that the photoemission signals split into two lobes localized i) on opposing sides of the 500 nm nanohole and ii) with near diffraction limited FWHMs comparable to 60 nm nanoholes. Interestingly, the two lobes in the SPIM images are always oriented parallel to and therefore always rotate with the incident linear laser polarization, which will be explored further below with theoretical model simulations. Nevertheless, the integrated
photoemission signal (Fig. 10.4G) is still best described by a perfectly isotropic distribution, which is again similar to our previous observation in Fig 10.3 for the 60 nm nanohole samples.

10.3b Theory

In order to interpret these results, we have implemented a detailed numerical modelling of the experimental signals based on finite element simulations, which permit us to explicitly incorporate plasmonic, laser polarization and finite spatial resolution effects of the experiment. First of all, the expectation from simple superposition arguments is that the spatial distribution of the plasmon (and thus electric field enhancement) around a nanohole should be closely related to that of a nanodisk. Indeed, experiments have shown that the resonances of comparable sized nanodisk and nanohole structures do have similar resonance wavelengths. However, it is worth stressing that this is only rigorously true in the thin film limit for a dipolar plasmon mode. For example, Käll and coworkers have done several optical characterizations of different disk/hole systems and compared their results to a simple electrostatic theory for an oblate spheroid. In actuality, they find that the true inverse of a nanodisk would be a nanocavity embedded in a 3D solid, for which the plasmon resonance is strongly blue-shifted to higher frequencies. Furthermore, their work has determined that nanoholes and nanodisks have similar resonances simply because the nanohole is unable to support significant polarization in the z-direction due to its 2D geometry. This absence of polarizibility leads to a correspondingly strong red shift in the plasmon peak, which tends to make thin nanodisks and 3D nanoholes resonate with a more similar plasmon frequency.

Interestingly, the Käll studies also point out that nanoholes should have much broader resonances than nanodisks of the same size, which can be attributed to surface plasmon
polaritons (SPPs) that provide an additional relaxation pathway present only in nanoholes. SPPs have a decay length than can exceed 10 µm in some 3D systems; however in thin 2D films, the decay length is found to be much less than 1 µm due to scattering off the nearby glass surface.\textsuperscript{37} The presence of a SPP has been found to be particularly relevant for experiments at high nanohole spatial density, where the average distances between objects is less than 500 nm and therefore the holes are optically coupled.\textsuperscript{38} In the present samples, however, the average experimental distances between nanoholes is in considerably excess of 1 µm; thus SPP coupling between nanoholes can be neglected, though the spectral resonance of an isolated nanohole should still be slightly broadened.\textsuperscript{28}

In order to facilitate a more detailed comparison with experiment, we accurately model such plasmonic multiphoton photoemission properties with finite element simulations for electric fields in the vicinity of a nanohole. In particular, we are interested in the spatial dependence of the local electric field enhancement, $\eta_{\text{ENH}} = \frac{|E|}{|E_0|}$, i.e., the ratio of field in the presence of the nanohole to the reference field for a continuous film\textsuperscript{39-41}. These enhancement factors at 800 nm for small (d = 60 nm) and large (d = 500 nm) nanoholes are calculated in COMSOL and shown in Figs. 10.5 A and C, respectively, for an xy-slice through the top surface of the film (i.e., h = 25 nm) under horizontally polarized laser excitation conditions. Interestingly, the plasmonic enhancements are quite similar in each of the two cases, i.e., approximately $\eta_{\text{ENH}}$ is 5-fold larger at opposite edges of the circle where the local tangent is perpendicular to the incident polarization compared to edges for which the local tangent is parallel to the incident polarization (Table 10.1). This immediately explains the lack of any laser polarization sensitivity to the integrated photoemission signals for both nanohole sizes, since circular symmetry always provides nanohole tangent edges pointing in the right direction for such enhancements to
Fig 10.5: COMSOL predictions for polarization dependence of a small \((d \approx 60 \text{ nm} << \lambda)\) nanohole monomer (upper panels A,B) and a large \((d \approx 500 \text{ nm} \approx \lambda)\) nanohole monomer (lower panels C,D) for the selected polarizations shown in the middle. (A) For small nanohole monomers, the field enhancement factor \((\eta_{\text{ENH}})\) remains perfectly aligned parallel with the incident laser. Color scale is identical for each row, with max \(\eta_{\text{ENH}} = 25\) for A. However, when modeled by \(\eta_{\text{ENH}}^{\text{avg}}\) averaged over the incident electric field distribution, the SPIM predictions (B) correctly reveal no anisotropic dependence on laser polarization. For large nanohole monomers both \(\eta_{\text{ENH}} (C)\), with max \(\eta_{\text{ENH}} = 7\), and SPIM (D) signals reveal spatially resolved variations in the images, but still yield the same integrated total intensity at each polarization, as expected for any azimuthally symmetric nanostructure.
Table 10.1: COMSOL enhancement factors for small (d ≈ 60 nm << λ) and large (d ≈ 500 nm ≈ λ) nanohole monomers at specific locations upon laser polarization perpendicular to the nanohole tangent edge at point A.

<table>
<thead>
<tr>
<th>Size</th>
<th>Left/Right Edge (A)</th>
<th>Top/Bottom Edge (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>26</td>
<td>5</td>
</tr>
<tr>
<td>Large</td>
<td>7</td>
<td>2</td>
</tr>
</tbody>
</table>

promote photoemission. Secondly, it provides a simple explanation for why the alignment in the spatial images for the larger nanoholes rotates with the laser polarization. Finally, it clearly identifies the essential reason for the absence (d = 60 nm) or presence (d = 500 nm) of spatial variation in the corresponding SPIM images. Specifically, the opposing regions of peak enhancement (η_{ENH} ≈ 25) for the small nanoholes are too close to be resolved, whereas for the larger nanohole species, the photoemission signals are sufficiently far apart to begin to contribute independently.

In order to interpret the observed spatial dependence of the nanohole MPPE images more quantitatively, we propose a model based on the multi-photon nature of the emission that also includes the spatial dependence of the plasmon excitation. In the simplest picture, the observed photoemission yield will be proportional to the local enhancement field raised to the (2n)^{th} power (PE ∝ η_{ENH}^{2n}), where n is the order of the photoemission process, times the differential area over which this field enhancement is maintained.^{26,27} Therefore, 2D images can be simulated by a series of calculations at each point in the image. First, the enhancement factor (η_{ENH}) image is multiplied by a Gaussian centered at a given xy-coordinate which represents the incident laser electric field to yield the map of the local electric field under illumination. Each pixel in this
image map is raised to the 8\textsuperscript{th} power, due to the 4 photon nature of the photoemission process, and then the image is integrated to obtain the expected photoemission yield for the laser centered on that xy-coordinate. This procedure is repeated on a 2D grid across the feature to generate a map of the expected MPPE images. This process is equivalent to convolution of the electric field enhancement factor raised to the 8\textsuperscript{th} power with the Gaussian instrument response function for a diffraction limited 4-photon process (FHWM = 375 nm), which is computationally faster and thus used for the generation of all simulated MPPE spatial images.

The results of these calculations are summarized in Figure 10.5 for the two different sized nanoholes. In Fig. 10.5A, we present spatial heat maps of $\eta_{\text{enh}}(x,y)$ for small ($d = 60$ nm) nanoholes at a series of incident laser polarizations, which clearly reveals the synchronous rotation of the field enhanced region with polarization angle. By way of contrast, however, Fig. 10.5B illustrates the spatial convolution of $\eta_{\text{enh}}^8(x,y)$ over the instrument response function. Note that the spatial extent of the “hot spot” ridge regions ($\eta_{\text{enh}} \approx 20$) for a $d = 60$ nm nanohole are considerably smaller than the diffraction limit, and thus the image appears as a single diffraction limited, nearly isotropic spot. For the larger nanoholes, on the other hand, the distance between the opposing hot spot ridge regions in $\eta_{\text{enh}}(x,y)$ is $\approx 500$ nm (see Fig. 10.5C), which makes the predicted photoemission images appear as two nearly resolved peaks when excited with a linearly polarized focused laser beam at 800 nm. Once again, the directional alignment of the two “hot spots” in the enhancement field directly tracks the incident polarization, but which are now at sufficiently large distances to survive convolution of $\eta_{\text{enh}}^8(x,y)$ over the instrument response. Thus, the SPIM images themselves are also bi-lobal and rotate synchronously with laser polarization, as experimentally observed. Furthermore, the separation between peaks is quite uniformly 530(5) nm, which is of course consistent with the
500 nm nanohole size monitored by AFM. In summary, these results clearly indicate that photoemission for both small and large nanohole monomers occurs from the edge regions aligned parallel to the incident laser polarization, where the electric field enhancement factor is largest.

10.4 Nanohole Dimers

10.4a Experiment

As a rare but welcome accident, two spheres occasionally adhere in the spin coating process and fortuitously result in a “nanohole dimer” after deposition. While conditions are such that this is an intentionally low probability Poisson occurrence (λ < 0.01), registry of the sample permits convenient return to and study of specific nanodimers identified by dark field images or AFM. By way of example, an AFM image of such a nanohole dimer formed from two 60 nm nanoholes is shown in Fig. 10.6A, along with the corresponding SPIM images of the same dimer under a variety of circular (B) and linear (C-F) polarization conditions. Due to the lower point group symmetry of the dimer, a strong polarization dependence is now observed, in which the photoemission signal peaks for laser polarization perpendicular to the dimer axis. This dependence is more quantitatively captured in the right most panel (Fig. 10.6G), which reveals a sharply peaked angular distribution well described by \( \cos^8(\theta) \). This is of course entirely consistent with i) an \(|E_0| \cos(\theta)\) projection of the incident field along the preferred dimer axis, in conjunction with ii) sensitivity in photoemission to the \( 8^{th} \) power of the laser electric field enhancement factor \( \eta_{\text{enh}}(x,y) \). This angular behavior is also similar to the polarization dependence noted for gold nanorods, where the photoemission event is dominated by resonant plasmonic excitation along the long axis\(^{25} \).
Although the exact same plasmonic considerations are at play, the corresponding behavior for larger nanohole dimers (d = 500 nm) is fundamentally different, as summarized in Fig. 10.7 for a near horizontal dimer alignment. Indeed, guided by the previous nanohole monomer studies, the reasonable expectation might be that for circularly polarized excitation, the photoemission feature would cover the entire dimer structure and therefore be broadened horizontally by almost 2 x 500 nm = 1000 nm. Instead, we experimentally see a vertically elongated feature, perpendicular to the dimer axis that is considerably smaller than the entire nanohole structure, with a horizontal FWHM closer to 450 nm (see Fig. 10.7B). Secondly, similar to behavior of the large nanohole monomers, two peaks in the images are observed for linearly polarized excitation. Interestingly, however, these two peaks now maintain a fixed relative orientation perpendicular to the dimer axis, which does not rotate with the incident laser polarization, as illustrated in Fig. 10.7C-F. However, the most dramatic change is in the integrated SPIM intensity as a function of incident laser polarization, as summarized in a polar
Remarkably, now the alignment producing the largest electron photoemission yield for the larger nanohole dimers is parallel to the dimer axis, i.e., exactly opposite to what was witnessed for the smaller nanohole dimers. Furthermore, the corresponding SPIM images reveal a clear propensity for spatial photoemission i) from the central region and ii) along an axis perpendicular to the nanohole dimer axis. Such a major reversal in MPPE angular behavior for the larger (d = 500 nm) vs. smaller (d = 60 nm) nanohole dimers suggests a qualitative difference in the physical site for electron photoemission, which we explore further below with COMSOL simulations.

10.4b Theory

Details of the dimer theoretical analysis are the same as previously discussed with respect to the nanohole monomers. Simulation of the local electric fields reveals the origin of the
Figure 10.8: COMSOL simulations for a small ($d \approx 60 \text{ nm} \ll \lambda$) nanohole dimer (upper panels) and a large ($d \approx 500 \text{ nm} \approx \lambda$) nanohole dimer (lower panels) for the selected polarizations shown in the middle. (A) Spatial images of the enhancement field ($\eta_{\text{ENH}}$) as a function of incident polarization. Color scale is identical for each row, with max $\eta_{\text{ENH}} = 200$ in the vicinity of the interstitial cusps for perpendicular excitation. (B) SPIM signal predictions (based on $\eta_{\text{ENH}}^8$ convoluted over the incident laser electric field) reveal strong intensity variation with incident polarization but no anisotropy in the spatial image. (C) Spatial images of enhancement field dimers ($\eta_{\text{ENH}}$) for large nanohole dimers as a function of incident laser polarization. Color scale with max $\eta_{\text{ENH}} = 10$ in the vicinity of the wedges for parallel excitation. (D) SPIM predictions, which predict strong intensity variations with polarization opposite to those of the small nanohole dimers, as well as anisotropy in the spatial image perpendicular to the nanohole dimer axis.
profound differences observed between small and large dimers (Table 10.2). Fig. 10.8A displays
the calculated electric field enhancement for a small nanohole dimer, upon excitation with
various incident polarization directions relative to the dimer axis. Note that the color scales are
all substantially expanded from those in Fig. 10.5 (see caption). Enhancement factors for laser
excitation parallel to the dimer axis (left most panel in Fig. 10.8A) are \(\approx 40\), which are larger
than, although still comparable to, the maximum values observed in the corresponding nanohole monomers.

However, what is even more remarkable is the dramatic increase in electric field
enhancement as a function of laser polarization. For the case of perpendicular excitation, the
COMSOL calculations predict an order of magnitude greater enhancement factor of \(\eta_{\text{ENH}} \approx 400\).
For a 4-photon photoemission process and a 10-fold difference in electric field enhancement
factor, one therefore already predicts a \(10^8\)-fold modulation in SPIM signals between horizontal
and vertical polarization. This is nicely demonstrated in Fig. 10.8B, which presents a spatial
convolution of \(\eta_{\text{ENH}}(x,y)\) over the instrument response function, and thereby illustrates the

<table>
<thead>
<tr>
<th>Nanohole Dimer</th>
<th>Incident Polarization (Relative to Dimer Axis)</th>
<th>Left/Right Edge (A)</th>
<th>Top/Bottom Edge (B)</th>
<th>Wedge (C)</th>
<th>Cusp (D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>Parallel</td>
<td>15</td>
<td>4</td>
<td>4</td>
<td>&lt;1</td>
</tr>
<tr>
<td></td>
<td>Perpendicular</td>
<td>1.5</td>
<td>5</td>
<td>15</td>
<td>180</td>
</tr>
<tr>
<td>Large</td>
<td>Parallel</td>
<td>7</td>
<td>4</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Perpendicular</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 10.2: COMSOL enhancement factors for small (\(d \approx 60 \text{ nm} << \lambda\)) and large (\(d \approx 500 \text{ nm} \approx \lambda\)) nanohole dimers upon two orthogonal laser polarizations: parallel or perpendicular to the dimer axis. A and B are locations of local curvature similar to the monomer in Table 1. C (wedge) and D (cusp) are curvature unique to dimers and where the enhancements are found to be largest. Note that for small dimers the largest value is observed at the cusp under \(\text{perpendicular}\) excitation, while for large dimers the largest enhancement is located at the wedge under \(\text{parallel}\) excitation.
enormous contrast in signal for excitation *perpendicular vs. parallel* to the nanohole dimer axis. We note that this behavior is in excellent agreement with the polar SPIM data plot in Fig. 10.6G, which is consistent with a perpendicular/parallel contrast in excess of 100:1.

The enhancement fields for the $d = 500$ nm nanohole dimers (Fig. 10.8C) reveal many qualitative differences and similarities with respect to the $d = 60$ nm diffraction limited counterparts. Most importantly, the electric field enhancement factors are now maximized for excitation *parallel* to the dimer axis and in excellent agreement with what is observed experimentally. Secondly, when the polarization is parallel to the dimer axis, the enhancement is no longer localized at opposite edges of the dimer. Indeed, although there are clearly much more broadly distributed regions of enhancement predicted than for the $d = 60$ nm nanodimer species, the region of greatest electric field enhancement is still very much dominated near the dimer cusps. The regions along the sides of cusp (*i.e.* wedges) become the source of strongest enhancement and are comparable to that observed at the cusps in the orthogonal polarization. Additionally, the region over which the enhancement occurs is significantly larger in area, which results in a much greater contribution to photoemission yield for incident field parallel to the dimer axis. These two quantities, i) $\eta_{\text{enh}}$ and ii) active area, are incorporated by the convolution step in our model for photoemission images, as shown in the lower half of Fig. 10.8D. The predicted images agree well with the data presented in Fig. 10.7, which results in two peaks that do not rotate with incident polarization. Furthermore, photoemission signals with perpendicular excitation are predicted to be diminished with respect to parallel excitation, as indeed seen in the actual SPIM data images.
10.5 Discussion

The multiphoton photoionization of isolated nanoholes provides many interesting results that reveal details on the local electric field enhancements of various structures. The easiest understood system is the nanohole monomer, as summarized in Figs. 10.3-4. These simple structures reveal considerable differences in the MPPE spatial maps between small and large sizes, indicating significant spatial differences in the underlying enhancement fields. As expected, however, the total electron yield is experimentally found to be independent of incident polarization. Finite element simulations reveal identical polarization dependences for the enhancement fields for both small and large sizes. A clear spatial dependence upon changing polarization arises when the physical size of the nanohole monomer is included relative to the diffraction limited resolution. The same spatial dependence has also been observed in related experiments using SHG in thick films (> 100 nm Au) containing large (> 500 nm diameter) holes.\textsuperscript{30} Specifically, they observe quite similar spatial maps, with peaks in signal parallel to the incident polarization, though with less sharpness due to their technique being two photon and thus only proportional to $\eta_{\text{enh}}^4$ compared to our $\eta_{\text{enh}}^8$. As expected, the difference between small and large nanohole monomers is found to be quite minimal.

Nanohole dimers, on the other hand, provide a richer and more complex architecture with qualitative differences in the polarization dependences observed both experimentally and theoretically. First of all, a strong dependence of total electron yield on laser polarization is experimentally observed for both small and large nanohole dimers, as identified in Figs. 10.6 and 10.7. However, this dependence on laser polarization angle is clearly qualitatively different (specifically shifted by 90 degrees) for the small vs. large nanohole dimer architecture, as also evident in Figs. 10.6G and 10.7G. We can make a more quantitative comparison between our
theoretical modeling and experimental results by closer inspection of the polarization dependence of the total photoelectron yield relative to the dimer axis. To be consistent with experiment, the theoretical images are integrated at each angle to determine the total signal level from an individual nanohole dimer as a function of incident polarization, with the theoretical and experimental results summarized in Fig. 10.9A,C and B,D, respectively. From a least square fit to \( \cos^n(\theta) \), theoretical results for the small nanohole dimers (Fig. 10.9A) are found to be very closely proportional to \( \cos^8(\theta) \), with a parallel/perpendicular contrast ratio in excess of \( \sim 10^5 \) between the two orthogonal directions. This is in excellent agreement with the experimental data.

Figure 10.9: Theoretical (A,C) and experimental (B, D) polarization dependences for horizontally aligned nanohole dimers. Small nanohole dimers (60 nm, A) reveal a strongly \textit{perpendicular} anisotropy, in excellent agreement with experiment (B). For the larger nanohole dimers (500 nm), theory (C) correctly predicts a predominantly \textit{parallel} anisotropy in agreement with experiment (D), but underpredicts small non-zero contributions at \textit{perpendicular} geometries.
(Fig. 10.9B), which can also be nicely fit by a \( \cos^8(\theta) \) distribution, as shown in the upper right panel. This can be most simply interpreted as arising from two facts: i) that the photoionization process scales with the 8th power of the local electric field and ii) that the plasmonic excitation for a small nanohole dimer below the diffraction limit arises from a single dipole-like excitation, similar to that previously observed in gold nanorods\(^{26}\).

The results for the large nanohole dimers are qualitatively similar but differ in two important ways. In the case of large nanohole dimers, the least squares fits to the theoretical results predict a polarization dependence slightly better described by a \( \cos^7(\theta) \) instead of \( \cos^8(\theta) \) distribution. Simply stated, this is due to the longer range spatial extent of the predicted electric field enhancements, which brings the system further away from the strict dipole-like excitation limit and therefore slightly softens or blurs the angular dependence. This blurring is of course also true for excitation at the orthogonal polarization, which for any purely dipole-like dependence would be identically zero but in fact is now finite. Indeed, as shown in Fig. 10.8C, this is due to the presence of non-zero electric field enhancement factors for both polarizations. We can take this into account by summing a constant isotropic term into our \( \cos^7(\theta) \) model, which yields theoretical contrast between the two orthogonal directions only on the order of \( \sim 50:1 \). Though small, the presence of such an isotropic term is clearly real, as can be seen in the experimental data for the large nanohole dimer in Fig. 10.9D. Consistent with our treatment of the theoretical predictions, the red line represents a similar fit to a \( \cos^7(\theta) \) distribution superposed with an additional angle independent term. Note that the magnitude of the isotropic offset observed experimentally is considerably larger (approximately a factor of 10) than that predicted by the theory, but the \( \cos^7(\theta) \) angular dependence is described relatively well.
In contrast with monomer-based architectures, the corresponding nanoparticle dimers are often found to behave rather uniquely in many experimental venues, such as luminescence\textsuperscript{42}, fluorescence enhancement of molecules\textsuperscript{43}, or surface enhance Raman scattering\textsuperscript{9,14,44,45}. One often quoted reason for the unusually high photophysical activity of dimers is that the physical gap between dimers is where the largest enhancement fields are predicted to be observed\textsuperscript{46-48}. Moerner and coworkers exploited this local electric field enhancement in bowtie nanoantennas to detect single molecule fluorescence which showed an enhancement as large as a factor of 1340 times\textsuperscript{43}. The high local electric fields have also been used to generate high-harmonic (17\textsuperscript{th} harmonic, $\lambda=47$ nm) of the incident light in the extreme-ultraviolet using an array of bowtie nanoantennas\textsuperscript{49}. Other closely related systems are the triangular “bowtie apertures,” which have been studied thoroughly by Xu and coworkers with near-field methods and which reveal maximal electric field when the laser polarization is aligned across the gap\textsuperscript{50-53}. One common feature in all these previous studies is the nanoparticle size; these bowtie structures typically with less than 100 nm edge lengths are most comparable to our 60 nm nanohole dimers. One might therefore expect a similar electric field enhancement dynamics in the 60 nm nanohole dimers to those seen in bowtie systems, where in our architectures the effective bowtie is formed by the gap structure located at the cusps. From such a picture, the most intense local electric field enhancement factors would be achieved when the incident polarization is perpendicular to the dimer axis, and therefore aligned with the gap, which is in excellent agreement with both experiment photoemission yields and theoretical predictions.

Though clearly governed by the same plasmonic physics, the larger nanohole dimers behave quite differently, where now the strongest total electron yield occurs when the incident electric field is parallel rather than perpendicular to the dimer axis. It is still the case that the
bowtie type excitation of the cusp regions is present for excitation perpendicular to the dimer axis; however excitation parallel to the large nanohole dimer axis results in enhancement factors of at least comparable magnitude. Furthermore, as discussed previously, the total electron yield is not merely determined by the absolute magnitude of these enhancement factors, but also by the effective photoemission area over which this occurs. Indeed, this latter contribution proves to be the dominant reason why the large and small nanohole dimers show a different polarization dependence. This is beautifully confirmed from the COMSOL calculations shown in Fig. 10.8C, which reveal a very strong and highly localized “hot spot” in electric field enhancement precisely at the bowtie-like cusps for perpendicular excitation (right side panel), but which is simply overwhelmed by the much larger areas of comparable electric field enhancement as the wedges obtained for parallel excitation (left side panel). This is in good agreement with effect observed in second harmonic generation (SHG) studies from large (> 500 nm diameter) dimers in thick films by Onuta et al.30 In these studies, nearly equal signal intensities were noted for both parallel and perpendicular excitation for a two photon process such as SHG, with similar spatial maps to those in Fig. 10.8C. This further supports that nanohole dimer structures with dimensions near or above the diffraction limit can lead to local field enhancement patterns fundamentally quite different from those of smaller nanohole dimers with more purely dipole like excitation patterns.

As a final comment, it is also worth noting that neither small nor large nanohole dimers behaves as a simple linear combination of two nanohole monomers. By way of example, consider two touching nanoholes aligned horizontally, as shown in Table 10.2. For vertically polarized excitation, i.e., perpendicular to the dimer axis, the simple superposition of two monomers would lead to a pair of enhancement fields located at the upper and lower curved
regions and displaced by the nanohole diameter (i.e., region B with suitable symmetry reflections). By way of contrast, the COMSOL simulations predict the region of maximum electric field enhancements to be at the cusps (region D) for small dimers or an expanded area (regions D and C) for the larger dimers. In neither size limit is the maximum enhancement localized around region B. Alternatively, if we consider excitation parallel to the dimer axis, a simple superposition expectation would be for the left/right edges (region A and its mirror image) to be most intense. For the small nanohole dimer, this is indeed where the local electric fields are maximal – albeit at approximately half of the isolated nanohole value. On the other hand, the left/right electric field enhancement regions for the large nanohole dimers are now considerably weaker than the cusp regions and thus do not contribute significantly to the spatial photoemission images observed. Of course, this is not any violation of the superposition principle, which is exact for static fields, but simply a matter of retardation effects for optical fields with nanoarchitectures near or above the diffraction limit. Nevertheless, this clearly supports that overlapping dimer structures can be quite different from non-overlapping dimer structures. In fact, studies have confirmed that the transition in electric field behavior from nearly touching to electrically contacted nanoobjects can even be discontinuous and therefore lead to unusual plasmonic behavior.\textsuperscript{54,55} In any event, the present comparison between scanning photoelectron emission microscopy and COMSOL calculational results for nanohole monomers and dimers provides benchmark examples of the underlying electric field enhancement dynamics of such simple and yet novel plasmonic architectures.
10.6 Summary

Metal nanoholes and nanohole dimers formed by shadow mask lithography on Au films have been exploited as unique nanoobjects for investigating multiphoton photoemission (MPPE) from plasmonic materials, as well as simple yet tractable test systems for direct calculation of plasmonic field enhancements. Small nanoholes substantially below the diffraction limit ($d \ll \lambda$) are found to yield significant electric field enhancements both parallel ($\eta_{\text{enh}} \approx 20$) and perpendicular ($\eta_{\text{enh}} \approx 5$) to the laser polarization axis. These enhancements are responsible for producing strong scanning photoionization microscopy (SPIM) signals under conditions of ultrafast laser excitation, but which display an isotropic photoemission yield dependence on laser polarization due to a combination of i) sub diffraction limited size and ii) near perfect azimuthal symmetry. Corresponding studies of nanoholes with sizes near the diffraction limit ($d \approx \lambda$) also reveal large electric field enhancements near tangent edges of the cylindrical hole parallel with the laser polarization. Since the larger nanohole diameters are now comparable to the excitation wavelength, this yields strong photoemission lobes i) parallel to and ii) rotating with the incident electric field polarization. However, the integrated SPIM photoemission signal magnitudes for both small and large nanohole monomers remain completely isotropic with respect to polarization angle by virtue of azimuthal symmetry. Comparison with detailed COMSOL predictions and a simple model based on $\eta_{\text{enh}}$ raised to the $(2n)^{th}$ for a 4-photon photoemission process ($n=4$) and convoluted over the instrument response function proves to be in outstanding agreement with the experimental data.

Subsequent reduction of the azimuthal symmetry for nanohole dimers reveals a significantly richer spectrum of plasmonic and photoemission behavior, which we have explored or the two limiting cases of small ($d \ll \lambda$) and large ($d \approx \lambda$) holes. COMSOL simulations of the
electric fields around these dimer nanostructures reveal strongly spatially dependent enhancement fields that vary sensitively with incident polarization. Small nanohole dimers below the diffraction limit are found to behave qualitatively like “bowtie” nano-antennas of Moerner and coworkers, whereby the enhancement field is largest at the central cusps for laser polarization perpendicular to the dimer axis. This is in clear contrast to the larger nanohole dimers, which exhibit pronounced photoemission signals from regions around the cusp edges, but which are primarily excited for polarization fields parallel to the dimer axis. In all cases, the same model of field enhancement raised to the 8th power ($\eta_{\text{ENH}}^8$) and convolved over the instrument response function yields excellent agreement with experimental data and laser polarization dependences. As one critical factor in these image predictions, maximum photoemission yield is found to depend not only on the magnitude of the local field enhancement to the 8th power, but also on the relative areas for potential electron photoemission over which this enhancement occurs.

Directions for future studies include experimental and theoretical studies into the size regime between small (60 nm) and large (500 nm) dimers, where the polarization dependence of the maximum photoemission signals is found to transition from perpendicular to parallel with respect to the dimer axis. Additionally, it would be quite interesting to study the wavelength dependence of the SPIM signals, in order to correlate with i) near field MPPE with ii) the far field scattering spectra and thereby further investigate the synergism between near field electric enhancement, photomission signals and far field optical properties. Lastly, these nanohole lithography methods can be simply extended with off axis metallic film deposition to formation of nearly perfect elliptical holes, which should of course exhibit additional sensitivity to wavelength and polarization of the photoemission laser light. In summary, the ability to both i)
measure photoemission from nanoobjects with SPIM studies and ii) model the detailed
plasmonic response of these species from first principles electrodynamic calculations opens a
wealth of new opportunities for exploring microscopy of nanoobjects with spatial resolution that
extends far below the conventional diffraction limit.
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Appendix A: TAB Analysis

A.1 Main Panel and Functions
A.2 Blinking Analysis
A.3 Multichannel Analysis
<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>201</td>
<td>`if (newSCR1</td>
</tr>
<tr>
<td>202</td>
<td><code>    allocscr(x, &quot;Scratch allocation failure&quot;, &quot;Insufficient Memory&quot;);</code></td>
</tr>
<tr>
<td>203</td>
<td><code>    return -1;</code></td>
</tr>
<tr>
<td>204</td>
<td><code>}</code></td>
</tr>
<tr>
<td>205</td>
<td><code>}</code></td>
</tr>
<tr>
<td>206</td>
<td><code>else {</code></td>
</tr>
<tr>
<td>207</td>
<td><code>    scr = scrbuf[0];</code></td>
</tr>
<tr>
<td>208</td>
<td><code>    scr-&gt;flags = SCR2;</code></td>
</tr>
<tr>
<td>209</td>
<td><code>    scr-&gt;flags = SCR2;</code></td>
</tr>
<tr>
<td>210</td>
<td><code>)</code></td>
</tr>
<tr>
<td>211</td>
<td><code>}</code></td>
</tr>
<tr>
<td>212</td>
<td><code>else {</code></td>
</tr>
<tr>
<td>213</td>
<td><code>    scr = scrbuf[0];</code></td>
</tr>
<tr>
<td>214</td>
<td><code>    scr-&gt;flags = SCR2;</code></td>
</tr>
<tr>
<td>215</td>
<td><code>)</code></td>
</tr>
<tr>
<td>216</td>
<td><code>}</code></td>
</tr>
<tr>
<td>217</td>
<td><code>}</code></td>
</tr>
<tr>
<td>218</td>
<td><code>switch (event) {</code></td>
</tr>
<tr>
<td>219</td>
<td><code>  case DRM_EVENT_CONNECT: {</code></td>
</tr>
<tr>
<td>220</td>
<td><code>    disconnect = DRM_Use_Hardware_Hook();</code></td>
</tr>
<tr>
<td>221</td>
<td><code>    if (disconnect) {</code></td>
</tr>
<tr>
<td>222</td>
<td><code>      DRM_Use_Hardware_Hook договор;</code></td>
</tr>
<tr>
<td>223</td>
<td><code>    } else {</code></td>
</tr>
<tr>
<td>224</td>
<td><code>      DRM_Use_Hardware_Hook договор;</code></td>
</tr>
<tr>
<td>225</td>
<td><code>    }</code></td>
</tr>
<tr>
<td>226</td>
<td><code>  case DRM_EVENT_DISCONNECT: {</code></td>
</tr>
<tr>
<td>227</td>
<td><code>    disconnect = DRM_Use_Hardware_Hook();</code></td>
</tr>
<tr>
<td>228</td>
<td><code>    if (disconnect) {</code></td>
</tr>
<tr>
<td>229</td>
<td><code>      DRM_Use_Hardware_Hook договор;</code></td>
</tr>
<tr>
<td>230</td>
<td><code>    } else {</code></td>
</tr>
<tr>
<td>231</td>
<td><code>      DRM_Use_Hardware_Hook договор;</code></td>
</tr>
<tr>
<td>232</td>
<td><code>    }</code></td>
</tr>
<tr>
<td>233</td>
<td><code>  case DRM_EVENT_GET_SCRBUF: {</code></td>
</tr>
<tr>
<td>234</td>
<td><code>    return scrbuf[0];</code></td>
</tr>
<tr>
<td>235</td>
<td><code>  case DRM_EVENT_PUT_SCRBUF: {</code></td>
</tr>
<tr>
<td>236</td>
<td><code>    scrbuf[0] = scr;</code></td>
</tr>
<tr>
<td>237</td>
<td><code>    return 0;</code></td>
</tr>
<tr>
<td>238</td>
<td><code>  }</code></td>
</tr>
<tr>
<td>239</td>
<td><code>  }</code></td>
</tr>
<tr>
<td>240</td>
<td><code>  switch (event) {</code></td>
</tr>
<tr>
<td>241</td>
<td><code>    case DRM_EVENT_CONNECT: {</code></td>
</tr>
<tr>
<td>242</td>
<td><code>      disconnect = DRM_Use_Hardware_Hook();</code></td>
</tr>
<tr>
<td>243</td>
<td><code>      if (disconnect) {</code></td>
</tr>
<tr>
<td>244</td>
<td><code>        DRM_Use_Hardware_Hook договор;</code></td>
</tr>
<tr>
<td>245</td>
<td><code>      } else {</code></td>
</tr>
<tr>
<td>246</td>
<td><code>        DRM_Use_Hardware_Hook договор;</code></td>
</tr>
<tr>
<td>247</td>
<td><code>      }</code></td>
</tr>
<tr>
<td>248</td>
<td><code>    }</code></td>
</tr>
<tr>
<td>249</td>
<td><code>  }</code></td>
</tr>
<tr>
<td>250</td>
<td><code>  return 0;</code></td>
</tr>
<tr>
<td>251</td>
<td><code>}</code></td>
</tr>
<tr>
<td>252</td>
<td><code>}</code></td>
</tr>
<tr>
<td>253</td>
<td><code>}</code></td>
</tr>
<tr>
<td>254</td>
<td><code>}</code></td>
</tr>
<tr>
<td>255</td>
<td><code>switch (event) {</code></td>
</tr>
<tr>
<td>256</td>
<td><code>  case DRM_EVENT_CONNECT: {</code></td>
</tr>
<tr>
<td>257</td>
<td><code>    disconnect = DRM_Use_Hardware_Hook();</code></td>
</tr>
<tr>
<td>258</td>
<td><code>    if (disconnect) {</code></td>
</tr>
<tr>
<td>259</td>
<td><code>      DRM_Use_Hardware_Hook договор;</code></td>
</tr>
<tr>
<td>260</td>
<td><code>    } else {</code></td>
</tr>
<tr>
<td>261</td>
<td><code>      DRM_Use_Hardware_Hook договор;</code></td>
</tr>
<tr>
<td>262</td>
<td><code>    }</code></td>
</tr>
<tr>
<td>263</td>
<td><code>  }</code></td>
</tr>
<tr>
<td>264</td>
<td><code>  return 0;</code></td>
</tr>
<tr>
<td>265</td>
<td><code>}</code></td>
</tr>
<tr>
<td>266</td>
<td><code>}</code></td>
</tr>
<tr>
<td>267</td>
<td><code>}</code></td>
</tr>
<tr>
<td>268</td>
<td><code>}</code></td>
</tr>
<tr>
<td>269</td>
<td><code>}</code></td>
</tr>
<tr>
<td>270</td>
<td><code>}</code></td>
</tr>
<tr>
<td>271</td>
<td><code>}</code></td>
</tr>
<tr>
<td>272</td>
<td><code>}</code></td>
</tr>
<tr>
<td>273</td>
<td><code>}</code></td>
</tr>
<tr>
<td>274</td>
<td><code>}</code></td>
</tr>
<tr>
<td>275</td>
<td><code>}</code></td>
</tr>
<tr>
<td>276</td>
<td><code>}</code></td>
</tr>
<tr>
<td>277</td>
<td><code>}</code></td>
</tr>
<tr>
<td>278</td>
<td><code>}</code></td>
</tr>
<tr>
<td>279</td>
<td><code>}</code></td>
</tr>
<tr>
<td>280</td>
<td><code>}</code></td>
</tr>
<tr>
<td>281</td>
<td><code>}</code></td>
</tr>
<tr>
<td>282</td>
<td><code>}</code></td>
</tr>
<tr>
<td>283</td>
<td><code>}</code></td>
</tr>
<tr>
<td>284</td>
<td><code>}</code></td>
</tr>
<tr>
<td>285</td>
<td><code>}</code></td>
</tr>
<tr>
<td>286</td>
<td><code>}</code></td>
</tr>
<tr>
<td>287</td>
<td><code>}</code></td>
</tr>
<tr>
<td>288</td>
<td><code>}</code></td>
</tr>
<tr>
<td>289</td>
<td><code>}</code></td>
</tr>
<tr>
<td>290</td>
<td><code>}</code></td>
</tr>
<tr>
<td>291</td>
<td><code>}</code></td>
</tr>
<tr>
<td>292</td>
<td><code>}</code></td>
</tr>
<tr>
<td>293</td>
<td><code>}</code></td>
</tr>
<tr>
<td>294</td>
<td><code>}</code></td>
</tr>
<tr>
<td>295</td>
<td><code>}</code></td>
</tr>
<tr>
<td>296</td>
<td><code>}</code></td>
</tr>
<tr>
<td>297</td>
<td><code>}</code></td>
</tr>
<tr>
<td>298</td>
<td><code>}</code></td>
</tr>
<tr>
<td>299</td>
<td><code>}</code></td>
</tr>
<tr>
<td>300</td>
<td><code>}</code></td>
</tr>
<tr>
<td>301</td>
<td><code>}</code></td>
</tr>
<tr>
<td>302</td>
<td><code>}</code></td>
</tr>
<tr>
<td>303</td>
<td><code>}</code></td>
</tr>
<tr>
<td>304</td>
<td><code>}</code></td>
</tr>
<tr>
<td>305</td>
<td><code>}</code></td>
</tr>
<tr>
<td>306</td>
<td><code>}</code></td>
</tr>
<tr>
<td>307</td>
<td><code>}</code></td>
</tr>
<tr>
<td>308</td>
<td><code>}</code></td>
</tr>
<tr>
<td>309</td>
<td><code>}</code></td>
</tr>
<tr>
<td>310</td>
<td><code>}</code></td>
</tr>
<tr>
<td>311</td>
<td><code>break;</code></td>
</tr>
<tr>
<td>312</td>
<td><code>}</code></td>
</tr>
<tr>
<td>313</td>
<td><code>return 0;</code></td>
</tr>
<tr>
<td>314</td>
<td><code>}</code></td>
</tr>
<tr>
<td>315</td>
<td><code>}</code></td>
</tr>
<tr>
<td>316</td>
<td><code>}</code></td>
</tr>
<tr>
<td>317</td>
<td><code>}</code></td>
</tr>
<tr>
<td>318</td>
<td><code>if (civc) {</code></td>
</tr>
<tr>
<td>319</td>
<td><code>  civc = civc[0];</code></td>
</tr>
<tr>
<td>320</td>
<td><code>  if (event == DRM_EVENT_CONNECT) {</code></td>
</tr>
<tr>
<td>321</td>
<td><code>    drm = DRM_Use_Hardware_Hook договор;</code></td>
</tr>
<tr>
<td>322</td>
<td><code>    if (drm) {</code></td>
</tr>
<tr>
<td>323</td>
<td><code>      DRM_Use_Hardware_Hook договор;</code></td>
</tr>
<tr>
<td>324</td>
<td><code>    } else {</code></td>
</tr>
<tr>
<td>325</td>
<td><code>      DRM_Use_Hardware_Hook договор;</code></td>
</tr>
<tr>
<td>326</td>
<td><code>    }</code></td>
</tr>
<tr>
<td>327</td>
<td><code>  } else {</code></td>
</tr>
<tr>
<td>328</td>
<td><code>    DRM_Use_Hardware_Hook договор;</code></td>
</tr>
<tr>
<td>329</td>
<td><code>  }</code></td>
</tr>
<tr>
<td>330</td>
<td><code>}</code></td>
</tr>
<tr>
<td>331</td>
<td><code>brets;</code></td>
</tr>
<tr>
<td>332</td>
<td><code>break;</code></td>
</tr>
<tr>
<td>333</td>
<td><code>}</code></td>
</tr>
<tr>
<td>334</td>
<td><code>return 0;</code></td>
</tr>
<tr>
<td>335</td>
<td><code>}</code></td>
</tr>
<tr>
<td>336</td>
<td><code>}</code></td>
</tr>
<tr>
<td>337</td>
<td><code>}</code></td>
</tr>
<tr>
<td>338</td>
<td><code>}</code></td>
</tr>
<tr>
<td>339</td>
<td><code>}</code></td>
</tr>
<tr>
<td>340</td>
<td><code>}</code></td>
</tr>
<tr>
<td>341</td>
<td><code>return 0;</code></td>
</tr>
<tr>
<td>342</td>
<td><code>}</code></td>
</tr>
<tr>
<td>343</td>
<td><code>}</code></td>
</tr>
<tr>
<td>344</td>
<td><code>}</code></td>
</tr>
<tr>
<td>345</td>
<td><code>}</code></td>
</tr>
<tr>
<td>346</td>
<td><code>switch (event) {</code></td>
</tr>
<tr>
<td>347</td>
<td><code>  case DRM_EVENT_CONNECT: {</code></td>
</tr>
<tr>
<td>348</td>
<td><code>    disconnect = DRM_Use_Hardware_Hook();</code></td>
</tr>
<tr>
<td>349</td>
<td><code>    if (disconnect) {</code></td>
</tr>
<tr>
<td>350</td>
<td><code>      DRM_Use_Hardware_Hook договор;</code></td>
</tr>
<tr>
<td>351</td>
<td><code>    } else {</code></td>
</tr>
<tr>
<td>352</td>
<td><code>      DRM_Use_Hardware_Hook договор;</code></td>
</tr>
<tr>
<td>353</td>
<td><code>    }</code></td>
</tr>
<tr>
<td>354</td>
<td><code>  }</code></td>
</tr>
<tr>
<td>355</td>
<td><code>  return 0;</code></td>
</tr>
<tr>
<td>356</td>
<td><code>}</code></td>
</tr>
<tr>
<td>357</td>
<td><code>}</code></td>
</tr>
<tr>
<td>358</td>
<td><code>}</code></td>
</tr>
<tr>
<td>359</td>
<td><code>}</code></td>
</tr>
<tr>
<td>360</td>
<td><code>}</code></td>
</tr>
<tr>
<td>361</td>
<td><code>}</code></td>
</tr>
<tr>
<td>362</td>
<td><code>}</code></td>
</tr>
<tr>
<td>363</td>
<td><code>}</code></td>
</tr>
<tr>
<td>364</td>
<td><code>}</code></td>
</tr>
<tr>
<td>365</td>
<td><code>}</code></td>
</tr>
<tr>
<td>366</td>
<td><code>}</code></td>
</tr>
<tr>
<td>367</td>
<td><code>}</code></td>
</tr>
<tr>
<td>368</td>
<td><code>}</code></td>
</tr>
<tr>
<td>369</td>
<td><code>}</code></td>
</tr>
<tr>
<td>370</td>
<td><code>}</code></td>
</tr>
<tr>
<td>371</td>
<td><code>}</code></td>
</tr>
<tr>
<td>372</td>
<td><code>}</code></td>
</tr>
<tr>
<td>373</td>
<td><code>}</code></td>
</tr>
<tr>
<td>374</td>
<td><code>}</code></td>
</tr>
<tr>
<td>375</td>
<td><code>}</code></td>
</tr>
<tr>
<td>376</td>
<td><code>}</code></td>
</tr>
<tr>
<td>377</td>
<td><code>}</code></td>
</tr>
<tr>
<td>378</td>
<td><code>}</code></td>
</tr>
<tr>
<td>379</td>
<td><code>}</code></td>
</tr>
<tr>
<td>380</td>
<td><code>}</code></td>
</tr>
<tr>
<td>381</td>
<td><code>}</code></td>
</tr>
<tr>
<td>382</td>
<td><code>}</code></td>
</tr>
<tr>
<td>383</td>
<td><code>}</code></td>
</tr>
<tr>
<td>384</td>
<td><code>}</code></td>
</tr>
<tr>
<td>385</td>
<td><code>}</code></td>
</tr>
<tr>
<td>386</td>
<td><code>}</code></td>
</tr>
<tr>
<td>387</td>
<td><code>}</code></td>
</tr>
<tr>
<td>388</td>
<td><code>}</code></td>
</tr>
<tr>
<td>389</td>
<td><code>}</code></td>
</tr>
<tr>
<td>390</td>
<td><code>}</code></td>
</tr>
<tr>
<td>391</td>
<td><code>}</code></td>
</tr>
<tr>
<td>392</td>
<td><code>}</code></td>
</tr>
<tr>
<td>393</td>
<td><code>}</code></td>
</tr>
<tr>
<td>394</td>
<td><code>}</code></td>
</tr>
<tr>
<td>395</td>
<td><code>}</code></td>
</tr>
<tr>
<td>396</td>
<td><code>}</code></td>
</tr>
<tr>
<td>397</td>
<td><code>}</code></td>
</tr>
<tr>
<td>398</td>
<td><code>}</code></td>
</tr>
<tr>
<td>399</td>
<td><code>}</code></td>
</tr>
<tr>
<td>400</td>
<td><code>}</code></td>
</tr>
<tr>
<td>401</td>
<td><code>}</code></td>
</tr>
<tr>
<td>402</td>
<td><code>}</code></td>
</tr>
<tr>
<td>403</td>
<td><code>}</code></td>
</tr>
<tr>
<td>404</td>
<td><code>}</code></td>
</tr>
<tr>
<td>405</td>
<td><code>}</code></td>
</tr>
<tr>
<td>406</td>
<td><code>}</code></td>
</tr>
<tr>
<td>407</td>
<td><code>}</code></td>
</tr>
<tr>
<td>408</td>
<td><code>}</code></td>
</tr>
<tr>
<td>409</td>
<td><code>}</code></td>
</tr>
<tr>
<td>410</td>
<td><code>}</code></td>
</tr>
<tr>
<td>411</td>
<td><code>}</code></td>
</tr>
<tr>
<td>412</td>
<td><code>}</code></td>
</tr>
<tr>
<td>413</td>
<td><code>}</code></td>
</tr>
<tr>
<td>414</td>
<td><code>}</code></td>
</tr>
<tr>
<td>415</td>
<td><code>}</code></td>
</tr>
<tr>
<td>416</td>
<td><code>}</code></td>
</tr>
<tr>
<td>417</td>
<td><code>}</code></td>
</tr>
<tr>
<td>418</td>
<td><code>}</code></td>
</tr>
<tr>
<td>419</td>
<td><code>}</code></td>
</tr>
<tr>
<td>420</td>
<td><code>}</code></td>
</tr>
<tr>
<td>421</td>
<td><code>}</code></td>
</tr>
<tr>
<td>422</td>
<td><code>}</code></td>
</tr>
<tr>
<td>423</td>
<td><code>}</code></td>
</tr>
<tr>
<td>424</td>
<td><code>}</code></td>
</tr>
<tr>
<td>425</td>
<td><code>}</code></td>
</tr>
<tr>
<td>426</td>
<td><code>}</code></td>
</tr>
<tr>
<td>427</td>
<td><code>}</code></td>
</tr>
<tr>
<td>428</td>
<td><code>}</code></td>
</tr>
<tr>
<td>429</td>
<td><code>}</code></td>
</tr>
<tr>
<td>430</td>
<td><code>}</code></td>
</tr>
<tr>
<td>431</td>
<td><code>}</code></td>
</tr>
</tbody>
</table>
A.4 F-Number Analysis
A.5 Maximum Likelihood Estimation
A.6 Correlation and Power Spectral Density
null
A.7 Intensity Change Point Analysis
### Tabular Results of ICP

<table>
<thead>
<tr>
<th>LHB</th>
<th>ICP</th>
<th>RHB</th>
<th>Time (s)</th>
<th>Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>34746</td>
<td>34746</td>
<td>34746</td>
<td>10.0016</td>
<td>473.058</td>
</tr>
<tr>
<td>35766</td>
<td>35726</td>
<td>35731</td>
<td>12.0732</td>
<td>156.072</td>
</tr>
<tr>
<td>35726</td>
<td>35734</td>
<td>35763</td>
<td>12.1243</td>
<td>503.827</td>
</tr>
<tr>
<td>36597</td>
<td>36733</td>
<td>36753</td>
<td>14.1671</td>
<td>426.591</td>
</tr>
<tr>
<td>36373</td>
<td>36974</td>
<td>36977</td>
<td>14.6720</td>
<td>21900.475</td>
</tr>
<tr>
<td>37098</td>
<td>37018</td>
<td>37011</td>
<td>14.6739</td>
<td>15361.224</td>
</tr>
<tr>
<td>37015</td>
<td>37019</td>
<td>37020</td>
<td>14.6738</td>
<td>26528.903</td>
</tr>
<tr>
<td>37031</td>
<td>37038</td>
<td>37050</td>
<td>14.6746</td>
<td>7789.095</td>
</tr>
<tr>
<td>37085</td>
<td>37051</td>
<td>37055</td>
<td>14.6761</td>
<td>35780.521</td>
</tr>
<tr>
<td>37076</td>
<td>37080</td>
<td>37085</td>
<td>14.6769</td>
<td>6719.735</td>
</tr>
<tr>
<td>37062</td>
<td>37093</td>
<td>37099</td>
<td>14.6738</td>
<td>24987.487</td>
</tr>
<tr>
<td>34741</td>
<td>37415</td>
<td>37424</td>
<td>14.6917</td>
<td>87014.726</td>
</tr>
<tr>
<td>34745</td>
<td>37428</td>
<td>37425</td>
<td>14.6916</td>
<td>1958.672</td>
</tr>
<tr>
<td>37451</td>
<td>37452</td>
<td>37435</td>
<td>14.6839</td>
<td>26249.022</td>
</tr>
<tr>
<td>37785</td>
<td>37776</td>
<td>37777</td>
<td>14.7070</td>
<td>6706.906</td>
</tr>
<tr>
<td>37783</td>
<td>37782</td>
<td>37783</td>
<td>14.7079</td>
<td>274.683</td>
</tr>
<tr>
<td>37788</td>
<td>37787</td>
<td>37789</td>
<td>14.7261</td>
<td>8945.409</td>
</tr>
<tr>
<td>37822</td>
<td>37824</td>
<td>37833</td>
<td>14.7302</td>
<td>13436.245</td>
</tr>
<tr>
<td>37870</td>
<td>37871</td>
<td>37881</td>
<td>14.7337</td>
<td>24328.704</td>
</tr>
<tr>
<td>38108</td>
<td>38121</td>
<td>38176</td>
<td>14.7437</td>
<td>33592.512</td>
</tr>
<tr>
<td>38205</td>
<td>38216</td>
<td>38212</td>
<td>14.7464</td>
<td>30932.560</td>
</tr>
<tr>
<td>38212</td>
<td>38215</td>
<td>38218</td>
<td>14.7464</td>
<td>25248.730</td>
</tr>
<tr>
<td>38380</td>
<td>38333</td>
<td>38386</td>
<td>14.7531</td>
<td>1174.390</td>
</tr>
<tr>
<td>38388</td>
<td>38390</td>
<td>38392</td>
<td>14.7590</td>
<td>19135.961</td>
</tr>
<tr>
<td>38435</td>
<td>38441</td>
<td>38443</td>
<td>14.7617</td>
<td>1064.440</td>
</tr>
<tr>
<td>38444</td>
<td>38444</td>
<td>38444</td>
<td>14.7633</td>
<td>7485.030</td>
</tr>
</tbody>
</table>

---

**Output Intensities**

**Perform Clustering**

**Time for AHC (s):** 212.00

**EMC Level**

**Time for EMC (s):** 0.00

**Time for BIC (s):** 0.00

**Most Likely # of Groups:** 3

**Output Clustered MCS**

**Output Clustered CP**

**Output BIC & Intensities**

---

348
```c
```
```c
260 doubleopal_stack(doubleopal_stk_t *st,
```
```c
250 int 0 // 0 = 0
```
```c
240
```
```c
230 / * Perform the pR analysis */
```
```c
220 doubleopal_stack(doubleopal_stk_t *st,
```
```c
210 int 0 // 0 = 0
```
```c
200
```
```c
190
```
```c
180
```
```c
170 /* Begin the analysis portion of the code */
```
```c
160 doubleopal_stack(doubleopal_stk_t *st,
```
```c
150 int 0 // 0 = 0
```
```c
140
```
```c
130
```
```c
120 /* Begin the analysis portion of the code */
```
```c
110 doubleopal_stack(doubleopal_stk_t *st,
```
```c
100 int 0 // 0 = 0
```
```c
90
```
```c
80
```
```c
70 /* Begin the analysis portion of the code */
```
```c
60 doubleopal_stack(doubleopal_stk_t *st,
```
```c
50 int 0 // 0 = 0
```
```c
40
```
```c
30 /* Begin the analysis portion of the code */
```
```c
20 doubleopal_stack(doubleopal_stk_t *st,
```
```c
10 int 0 // 0 = 0
```
```c
0
```
```c
```
```c
0
```
```c
```
```c
```
```c
```
```c
```
```c
```
```c
```
```c
```
```c
```
```c
```
```c
```
/* Calculate the log of the likelihood ratio for every photon using Maclean's Approach */
for i = 0 to N photon bins
  for j = 0 to M channels
    log_ratio = log(a[i][j])
    log_ratio += log(b[i][j])
    log_ratio -= log(a[i][j] + b[i][j])
  end for
end for

/* Print the results */
for i = 0 to N photon bins
  printf("Photon Bin %d: %f\n", i, log_ratio)
end for

/* Close the file */
fclose(file)

/* Check for low that evaluates to 0 */
if log_ratio < -100
  printf("Log ratio too low, skipping\n")
end if

/* Close the file */
fclose(file)
A.8 Shutter Analysis
A.9 Avrami Fit
Appendix B: Simulation Code

B.1 User Interface
// Main Program

// some code...

// end of the program
Simulation Details

[Code Snippet]

B.3 Simulation Details

[Code Snippet]

378
.`B.4 Extra Functions`

382
```c
if (strcmp(str1, str2) == 0) {
    // str1 and str2 are identical
} else {
    // str1 and str2 are different
}
```