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Generating and verifying entangled-itinerant microwave fields

Thesis directed by Prof. Prof. Konrad W. Lehnert

This thesis presents the experimental achievements of (1) generating entangled-microwave

fields propagating on two physically separate transmission lines and (2) verifying the entangled

states with efficient measurements. Shared entanglement between two parties is an essential re-

source for quantum information processing and quantum communication protocols. Experimen-

tally, entangled pairs of electromagnetic fields can be realized by distributing a squeezed vacuum

over two separated modes. As a result, entanglement is revealed by the strong cross-correlations

between specific quadratures of the two modes. Although it is possible to verify the presence of

entanglement with low-efficiency quadrature measurements, higher detection efficiencies are desired

for performing protocols that exploit entanglement with high fidelity.

In the microwave regime, Josephson parametric amplifiers (JPAs) fulfill the two major tasks

mentioned above: JPAs prepare the required squeezed states to generate entanglement and enable

us to perform efficient quadrature measurements. Therefore, for the purposes of entanglement

generation and verification, ultralow-noise–frequency-tunable JPAs have been developed. Addi-

tionally, to increase the efficiency of entanglement generation, we integrate JPAs with two on-chip

microwave passive components, a directional coupler and a quadrature hybrid, to form an entangler

circuit. The two-mode entangled states are created at the two output modes of the entangler and

are measured with a two-channel measurement apparatus where each of the two channels incor-

porates a JPA as a single-quadrature preamplifier. By employing this measurement scheme, the

two measured quadratures of the two output modes can be chosen independently of each other,

enabling a full characterization of the two-mode state. To definitively demonstrate the two-mode

entanglement, I prove that the measured quadrature variances satisfy the inseparability criterion.
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Chapter 1

Introduction

Quantum entanglement is one of the most peculiar phenomena of quantum mechanics. When

two physical systems share entanglement, a measurement on one system appears to determine the

state of the other system. Entanglement originates from the principle of quantum superposition.

In quantum theory, a system is allowed to be in a linear superposition of all theoretically possible

states. As a result, entanglement exists when the quantum state of a composite system cannot

be independently described by the individual states of the subsystems. When the system is in an

entangled state, the correlations between the subsystems are stronger than any that could possibly

be generated by classical means.

In 1935, the notion of the entanglement appeared in the famous paper published by Einstein,

Podolsky, and Rosen (EPR) [1] to identify the incompleteness of the quantum theory. They showed

that the strong correlations possessed by the EPR entangled states violate the local realist view of

causality, thus arguing that quantum mechanics was an incomplete theory. For the next 30 years,

this argument seemed to be a purely philosophical debate, as one could recover the local realist view

of causality by the unappealing introduction of hidden variables. In 1964, however, Bell derived

an inequality that all local realistic models, including hidden variables theories, have to obey [2].

Since then, there have been many experimental studies of entangled systems yielding results that

are inconsistent with local realism but consistent with orthodox quantum mechanics.

Recently, entanglement has been recognized as an important resource for quantum informa-

tion processing [3, 4, 5]. When two parties share entanglement, many powerful quantum com-
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munication protocols are available to them. For example, they may communicate with security

guaranteed by physical laws [6, 7, 8], they may encode data more densely than classical bounds

[9, 10, 11], and they may create entanglement between two parties that never interact with each

other [12, 13, 14, 15]. Moreover, one party can transfer a quantum state to another by trans-

mitting only classical information, a protocol known as quantum teleportation [16, 17, 18]. The

teleportation protocol can even be extended to realize error-correction schemes [19, 20, 21]. Shared

entanglement also has a potential application in building a general quantum information processor

that is structured as a distributed machine comprising many well-isolated copies of a high-fidelity

quantum register [22, 23].

EPR-type entanglement can be implemented by utilizing the wave properties of electromag-

netic fields [24]. In the EPR paper, the correlations lie in the continuous basis of the position and

momentum of particles. The quadrature amplitudes of electromagnetic fields, which are the sine

and cosine components of oscillating waves, are analogous to those continuous variables of particles.

One can harness the wave-like continuous nature of electromagnetic fields for quantum information

processing. To implement this so-called continuous-variable approach of quantum information pro-

cessing, the squeezed state of an electromagnetic mode, a state which has less uncertainty than the

vacuum fluctuation in one of its quadratures, is the key ingredient. Another important technique

is the ability to perform efficient measurements on the quadratures of quantum states.

The field of continuous-variable quantum information processing using propagating light fields

has made remarkable achievements. In optics, the squeezed state of light can be generated in an

on-demand fashion by parametric down-conversion [25, 26, 27, 28]. Furthermore, the required mea-

surements can be performed using efficient photodetectors [29]. Thanks to these useful experimental

techniques, squeezed state generation [30, 31], quantum state tomography [32, 33, 34], entangle-

ment generation [35, 36, 37], quantum teleportation [38, 39], and error correction [40, 41, 42] have

all been demonstrated with optical fields.

At microwave frequencies, the field is less advanced because of the more recent develop-

ment of efficient measurement schemes. The parametric amplification process was first investigated
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in electrical circuits by Yurke for efficient microwave amplification and therefore measurements

[43, 44, 45, 46]. Here the necessary nonlinearity for having the parametric gain is provided by super-

conducting Josephson junctions [47]. Because of the successful development of quantum information

processing with superconducting circuits [48, 49], the interest in developing quantum-limited mi-

crowave measurements has been growing rapidly in the past few years. Efficient measurements with

Josephson junctions based parametric amplifiers have recently been implemented in many experi-

mental groups [50, 51, 52, 53, 54, 55, 56] and shown to improve the signal-to-noise ratio for readout

of microwave-frequency superconducting quantum bits (qubits) [57, 58, 59, 60, 61, 62]. Ultralow-

noise microwave measurements are desirable for a variety of applications such as for nanomechanical

resonators [63, 64, 65], magnetometry [66, 67], quantum feedback [68, 69, 70, 71], the search for

dark matter (axions) [72], and detection schemes in astrophysics [73]. Furthermore, parametric

devices can also be used to process quantum noise for generating squeezed states [46, 53, 74] that

are the primary resources for generating entanglement [4].

Entanglement between physically distinct itinerant microwave modes has been an important

subject of recent experimental studies [75, 76, 77, 78]. In microwave-superconducting qubit cir-

cuits, the quantum registers that have the longest coherence time are built from centimeter-sized

microwave cavities containing a few qubits [79]. Itinerant microwave modes are the media by which

one can establish and exploit entanglement among such registers. Moreover, on the way to pur-

suing propagating-microwave entanglement, we also master the manipulation and measurement of

itinerant microwave fields.

In this work, I generate a two-mode entangled state by combining a quadrature-squeezed

state and vacuum on a microwave hybrid. The input squeezed state is prepared by squeezing

quantum noise with a Josephson parametric amplifier (JPA). The output state that emerges at the

two output ports of the hybrid is a two-mode entangled state. This entanglement can be distributed

to two distant parties who perform quantum-communication protocols using shared entanglement.

I verify the presence of entanglement by performing single-quadrature measurements simulta-

neously on the two separate modes. While it is possible to verify the presence of entanglement with
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low efficiency measurements [80, 81, 82, 83, 84], to perform quantum protocols such as teleportation

or error correction requires a high detection efficiency [38, 85]. I improve my measurement quantum

efficiencies by employing two JPAs as ultralow-noise preamplifiers for the two amplifier chains of

the two measurement channels. Moreover, by comparing this efficient measurement apparatus to

the measurement scheme used in [75], the measurement bases (which are the quadrature phases of

the two modes in our measurement scheme) can be independently chosen. This independent control

ability allows us to fully characterize the two-mode state. With the aid of JPAs, we definitively

demonstrate entanglement with suitable entanglement criteria [86, 87, 88] without correcting for

measurement inefficiencies.

Thesis overview

In this thesis, I present two major experimental achievements on developing microwave quan-

tum information processing. The first experiment is a quantum tomography of microwave-squeezed

states [89]. In the tomography experiment, by using the JPAs, we demonstrate both the squeezed

state generation and the quantum state measurements. I then combine the necessary microwave

passive components [90] with noise-improved JPAs to perform the microwave two-mode entangle-

ment experiment [91].

The thesis is organized as follows: In chapter 2, I review the basic quantum-optics the-

ory with an emphasis on the continuous-variable formalism. I start with the introduction of the

quantized-electromagnetic fields and then describe the theory for manipulating the quantum states

of electromagnetic fields. I also discuss the theory of a two-mode entanglement for a continu-

ous variable system and the associated entanglement criteria. In chapter 3, I provide a quantum

description of the JPAs. I first review the basic Josephson junction theory. I then discuss the

quantum formalism of the electrical circuit. Following that, I explain the operations of the JPAs in

the formalism of the input-output theory. In chapter 4, I present my work on designing and testing

of two microwave passive components, a 20 dB directional coupler and a quadrature hybrid. These

two passive components are integrated with the JPAs to form a chip for generating the two-mode
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entangled state. In chapter 5, I present our noise-improved designs of JPAs to be incorporated

in the two-mode entanglement experiment. In chapter 6, I present squeezed state tomography.

In this experiment, the squeezed state generated by a JPA is measured by a microwave amplifier

chain that employs a JPA as the preamplifier. I then apply the maximum-likelihood method to

reconstruct a quantum phase-space representation of the state, called the Wigner function of the

squeezed state. In chapter 7, I present our work of creating entanglement between two physically

separate transmission lines. The generated entangled state is measured with a two-channel efficient

microwave quadrature measurement apparatus, which allows me to directly observe the fulfillment

of the entanglement criterion without correcting for the measurement inefficiencies. Finally, I con-

clude this thesis in chapter 8 by suggesting future directions for developing microwave quantum

information processing.



Chapter 2

Continuous-variable quantum optics

When quantizing classical electromagnetism, the electromagnetic field is described as a col-

lection of quantum harmonic oscillators indexed by their oscillation frequencies. The oscillation

energy in each mode is quantized, and the excitations per mode are discrete entities called photons.

One natural description of the field is to represent its state with the number of excitations in each

oscillating mode. This representation is useful for the experiments where photon-number resolving

detectors are available. However, in the case of measuring large photon numbers or microwave pho-

tons, it is a technical challenge to implement such photon-counting devices. A more appropriate

representation for these situations uses the field variables, such as quadrature amplitudes of the

electromagnetic fields, as quantum observables. These field observables have continuous, rather

than discrete, eigenvalues. Although they are not discrete, their quantum properties are exhibited

by their fluctuations, which are limited by the Heisenberg uncertainty principle.

In this chapter, I introduce the quantum optics theory focused on the description with contin-

uous variables. In the first part, I present the definitions of the quadrature operators and introduce

various basic quantum states of electromagnetic fields. Following that I introduce the so-called

Wigner function representation of the quantum states, which is an experimentally useful represen-

tation. In the second part, I describe the basic devices that enable us to prepare quantum states,

to perform linear operations, and to make measurements. Finally, I explain the scheme I use to

generate two-mode entangled states, which have quantum correlations between field observables,

and discuss the criteria used to verify such entangled states.
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2.1 Introduction to continuous-variable quantum optics

Continuous-variable quantum optics describes the states of electromagnetic fields in terms

of continuous quadrature observables [4]. These quadrature observables of electromagnetic fields

are mathematically equivalent to the position and momentum observables of a mechanical oscilla-

tor. Because the primary schemes for measuring microwave fields use linear amplifiers to measure

quadrature amplitudes [49], the continuous variable description is particularly useful for conducting

experiments with microwave fields. In this section, I introduce the quantum description of electro-

magnetic fields with an emphasis on the formalism with continuous quadrature variables. I first

briefly review the definitions of quadrature operators. Second I discuss various important quantum

states that have distinct noise distributions of the quadrature variables. Finally, I explain how to

use a mathematical function to represent these quantum states.

2.1.1 Quadrature operators

Consider a noninteracting quantized-electromagnetic field; its Hamiltonian can be written in

the form [92]

Ĥ =

N∑
k=1

Ĥk =

N∑
k=1

~ωk(â†kâk +
1

2
), (2.1)

which describes a system of N quantum harmonic oscillator modes with mode index k. Here, âk

and â†k are the annihilation and the creation operators of one photon in mode k, and they obey the

bosonic commutation relations:

[âk, â
†
k′ ] = δkk′ , [âk, âk′ ] = [â†k, â

†
k′ ] = 0. (2.2)

The Hermitian product â†kâk is the number operator n̂k, and its eigenstates are labeled |nk〉, where

n̂k |nk〉 = nk |nk〉 (2.3)

constitute a basis of the Hilbert space Hk, and where nk denotes the number of photons in the

mode k. Apparently, the number state |nk〉 is also the energy eigenstate with an energy eigenvalue

Enk = ~ωk(nk+1/2). For each mode k, there exists a lowest-energy state |0k〉 such that âk |0k〉 = 0.
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The state |0k〉 is called the vacuum state, and it has the lowest-energy eigenvalue ~ωk/2. Any

number state |nk〉 can then be generated by the repeated action of the creation operator â†k on

the vacuum. Although the number state has a well-defined photon energy, it is not a state of a

well-defined electric field. Consequently, the phase of the field for the number state is randomly

distributed, as illustrated in Fig. 2.1(a).

From the experimental point of view, in the frequency range where photodetectors are avail-

able, the number-state basis can be a proper formalism to describe an electromagnetic field. How-

ever, at microwave frequencies, such photo-counting devices are difficult to implement [93]. Instead

of measuring photon numbers, quadrature amplitudes are easier to measure with the aid of a

linear amplifier. Therefore, we use the two quadrature amplitudes x and y as the experimental

observables. They are eigenvalues of the quadrature operators X̂ and Ŷ defined as 1

X̂ =
1√
2

(â+ â†), (2.4)

Ŷ =
1√
2i

(â− â†). (2.5)

Essentially, the two Hermitian operators X̂ and Ŷ are the dimensionless position and momentum

of a mechanical oscillator. The physical concept of the quadrature amplitudes can be illuminated

by looking at a single-mode-noninteracting electric-field operator at a specific position in space in

the Heisenberg picture (for a single polarization):

Ê(t) = E0(âe−iωt + â†eiωt), (2.6)

=
√

2E0(X̂ cos (ωt) + Ŷ sin (ωt)), (2.7)

where E0 is a prefactor having the dimension of a electric field. It is apparent that the operators

X̂ and Ŷ represent the in-phase and out-of-phase quadrature amplitudes of the single-mode field

with respect to a classical reference wave cos (ωt), respectively. The choice of the reference wave is

arbitrary. Generally, the electric field operator can be written as

Ê(t) =
√

2E0(X̂θ cos (ωt− θ) + Ŷθ sin (ωt− θ)), (2.8)

1 From now on, I will drop the index k for the discussion of a single-mode field.
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where the operators X̂θ and Ŷθ are

X̂θ =
1√
2

(âe−iθ + â†eiθ), (2.9)

Ŷθ =
1√
2i

(âe−iθ − â†eiθ), (2.10)

with quadrature phase θ ∈ [0, π]. These general quadrature operators are rotations of the operators

X̂ and Ŷ X̂θ

Ŷθ

 =

 cos θ sin θ

− sin θ cos θ


X̂
Ŷ

 , (2.11)

in quadrature phase space. Therefore, I refer to X̂θ and Ŷθ as the rotated quadrature operators.

As I have mentioned before, the two quadrature observables x and y have continuous spectra,

and their quantum behaviors are due to the fact that they are a pair of canonically conjugate

variables. The operators X̂ and Ŷ (as well as X̂θ and Ŷθ) obey the canonical commutation relation

[X̂, Ŷ ] = i. (2.12)

As a result, quantum mechanics places a limit on the accuracy of a simultaneous measurement of

the two quadrature amplitudes according to the corresponding Heisenberg uncertainty principle

〈(∆X̂)2〉 〈(∆Ŷ )2〉 ≥ 1

4
, (2.13)

where 〈(∆Ô)2〉 is the variance of a operator Ô defined as: 〈(∆Ô)2〉 = 〈(Ô − 〈Ô〉)2〉 = 〈Ô2〉 − 〈Ô〉2,

with 〈Ô〉 representing the expectation value of the operator Ô.

With Eqs. (2.4)–(2.5), the expectation values of quadrature amplitudes and quadrature vari-

ances of a vacuum state can be calculated to be

〈X̂〉vac = 〈Ŷ 〉vac = 0, (2.14)

〈(∆X̂)2〉vac = 〈(∆Ŷ )2〉vac = 1
2 . (2.15)

As expected, the vacuum state has zero average values and uniform fluctuations over all quadrature

phases. Thus, I can pictorially represent a vacuum state as a filled circle centered at the origin in

an X−Y plane called phase space [Fig. 2.1(b)]. Furthermore, the vacuum fluctuation balances the

uncertainty product [Eq. (2.13)], and the vacuum state has the minimum uncertainty.
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(a) (b)

(c) (d)

Figure 2.1: Phase-space portraits of various quantum states. Quantum states of electromagnetic
fields can be graphically represented on the (X,Y ) phase planes with the color area representing
uncertainty. (a) A number state |n〉 is represented as a circle of radius n, where the uncertainty in
n is zero but the uncertainty in phase is 2π. (b) A vacuum state |0〉 is represented as a color-filled
circle centered at origin. The uncertainty is equal in any quadrature direction. (c) A coherent state
|α〉 is represented with a displaced vacuum circle. (d) A displaced-squeezed vacuum state |α, ζ〉 is
represented with a displaced ellipse where the major and minor axes represent the amplified and
squeezed quadratures, respectively.
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2.1.2 Quantum states of electromagnetic fields

After introducing the number state and the quadrature operators, I present two more sets

of important quantum states of electromagnetic fields: the coherent state and the squeezed state.

I also introduce the density operator for describing an ensemble of states and discuss the thermal

state as an example of using the density operator.

Coherent state

A classical-like state of a harmonic oscillator is the eigenstate of the annihilation operator,

which is called the coherent state |α〉 [94] in which

â |α〉 = α |α〉 , (2.16)

where α is an arbitrary complex number. The expectation values of quadrature amplitudes and

quadrature variances of the coherent state can be calculated as

〈X̂〉α =
√

2Re(α), 〈Ŷ 〉α =
√

2Im(α), (2.17)

〈(∆X̂)2〉α = 〈(∆Ŷ )2〉α = 1
2 . (2.18)

It is shown that the coherent state has an average amplitude
√

2 |α| and the same fluctuation as

the vacuum. Thus, a coherent state can be viewed as a vacuum state displaced by a magnitude

√
2 |α| in the phase space [Fig. 2.1(c)]. Theoretically, the coherent state is generated by the unitary

displacement operator D̂(α) = eαâ
†−α∗â acting on vacuum

|α〉 = D̂(α) |0〉 . (2.19)

The reason D̂(α) is a displacement operator can be seen from its effect on the annihilation and

creation operators

D̂†(α)âD̂(α) = â+ α, (2.20)

D̂†(α)â†D̂(α) = â† + α∗, (2.21)

indicating that the displacement operator displaces â by the complex number α. The coherent states

have many interesting properties that have been extensively discussed in the literature [95, 96]. An
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important feature is that coherent states are the closest quantum approximation to the classical

notion of a spectrally pure sinusoidal wave. Moreover, coherent states can be naturally generated

from experiments, because the steady state of a driven-damped harmonic oscillator, when the

oscillator loses energy to a zero-temperature bath, surprisingly is a pure coherent state.

Squeezed state

Another important set of nonclassical states are squeezed states, which are states that have

less uncertainty than vacuum fluctuation in one quadrature, at the expense of exhibiting enhanced

noise in the other quadrature. Similar to the coherent states, a squeezed vacuum state can be

generated by applying the unitary squeezing operator Ŝ(ζ) = e
1
2

(ζ∗â2−ζâ†2) on a vacuum state

|ζ〉 = Ŝ(ζ) |0〉 , (2.22)

where ζ = rei2θs . The squeezing parameter r determines the amount of the variance reduction in

the squeezed quadrature whose direction is defined by the angle θs [Fig. 2.1(d)]. The squeezing

operator Ŝ yields the transformation on the annihilation and creation operators

Ŝ†(ζ)âŜ(ζ) = â cosh r − â†ei2θs sinh r, (2.23)

Ŝ†(ζ)â†Ŝ(ζ) = â† cosh r − âe−i2θs sinh r. (2.24)

To see the squeezing effect from the squeezing operator Ŝ, the variances of the rotated quadrature

operators of a squeezed vacuum state are calculated with θ = θs

〈(∆X̂θs)
2〉ζ =

1

2
e−2r, (2.25)

〈(∆Ŷθs)2〉ζ =
1

2
e2r. (2.26)

Thus these results illustrate that the squeezing operator attenuates the quadrature variance of X̂θs

and amplifies the variance of Ŷθs . A more general squeezed state can be generated by first squeezing

the vacuum and then displacing it, i.e.,

|α, ζ〉 = D̂(α)Ŝ(ζ) |0〉 , (2.27)
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a process shown in Fig. 2.1(d). Squeezed states have many applications in optical communication

[97, 98], optical measurement [99], and quantum information processing[4]. Most importantly, the

squeezed states are important resources for continuous-variable entanglement, which is discussed

in Sec. 2.3.

Thermal state

The states I have discussed so far (number state, coherent state, and squeezed state) are all

pure states that can be described by state vectors |Ψ〉. To describe a statistical ensemble of pure

states, I introduce density operator defined as

ρ̂ =
∑
i

pi |Ψi〉 〈Ψi| , (2.28)

where pi is the probability of the system being in its ith state |Ψi〉 of the ensemble. For this

statistical mixture, the ensemble average of an operator Ô can be calculated by the trace of the

product of the density operator ρ̂ and the operator Ô

〈Ô〉 = Tr{ρ̂Ô}. (2.29)

As an application of using the density operator, I consider a single-mode field in thermal

equilibrium at temperature T . The density operator to describe this thermal field is

ρ̂Th =
∑
n

pn |n〉 〈n| , (2.30)

where pn is the probability that the mode is thermally excited in the nth excited state. From

statistical mechanics, we have

pn =
e−En/kBT∑
n e−En/kBT

=
e−n~ω/kBT

e~ω/kBT − 1
, (2.31)

where En = ~ω(n+ 1/2) is the energy of the nth excited state.

2.1.3 Phase space representation: Wigner function

In classical physics, a state of a one-dimensional system can be represented as one point

(q, p) in its phase space (the q − p plane). For an ensemble of states, the statistics of the system
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can be described by a phase-space probability distribution W (q, p) that quantifies the probability

of finding a specific state (q, p) with a simultaneous measurement of q and p. By knowing the

distribution W (q, p), all statistical properties can be calculated. In other words, the phase-space

distribution describes the state of the ensemble in classical physics. It is more difficult to apply

the same concept to quantum physics, because the Heisenberg uncertainty principle prevents us

from making simultaneous measurements of q and p precisely. Consequently, a quantum phase-

space distribution could become negative or ill-behaved; hence such distributions are called quasi-

probability distributions. Nevertheless, the purpose of the quantum mechanical formalism is to

make statistical predictions of the observations. The quantum phase-space distribution W (q, p) is

still useful to us for calculating observable quantities in a classical-like fashion.

Basically, there are infinite ways of defining a quantum phase-space distribution, simply

because there is no method to uniquely define a proper distribution. I discuss one particular phase-

space distribution—the Wigner function—because it has a direct relationship to my quadrature

measurements. The Wigner function is the first quasi-probability distribution introduced into

quantum mechanics by Wigner in 1932 [100]. It is a phase-space representation of a density operator

ρ̂ defined as2

W (x, y) =
1

2π

∫ ∞
−∞

eiyz 〈x− z

2
| ρ̂ |x+

z

2
〉 dz. (2.32)

An extensive literature about the Wigner function and its properties exists [101]. Here, I review

only the basic properties. First, the Wigner function is real for a Hermitian density operator ρ̂

W ∗(x, y) = W (x, y), (2.33)

and is normalized as ∫ ∞
−∞

∫ ∞
−∞

W (x, y) dxdy = 1. (2.34)

These two features show that the Wigner function resembles a probability distribution. More

importantly, the Wigner function links the density operator ρ̂ (which represents the quantum state)

2 For now on I will use the quadrature observables x and y to represent the dimensionless position and momentum
q and p.
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Figure 2.2: Wigner functions of various Gaussian states. Wigner functions of (a) a vacuum state,
(b) a coherent state with α =

√
2(1 + i), (c) a thermal state with ~ω

kBT
= 1, and (d) a squeezed

vacuum state with r = 0.5.
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to the observations by the marginal distribution of W (x, y):∫ ∞
−∞

W (x, y) dy = 〈x| ρ̂ |x〉 = pr(x), (2.35)∫ ∞
−∞

W (x, y) dx = 〈y| ρ̂ |y〉 = pr(y). (2.36)

Both formulas show that the probability distribution of the x (y) quadrature pr(x) [pr(y)] can

be calculated by the integration of the Wigner function along the orthogonal y (x) quadrature.

Generally, the probability distribution of a rotated quadrature xθ is

pr(xθ) ≡ 〈x| Û(θ)ρ̂Û †(θ) |x〉 =

∫ ∞
−∞

W (x cos θ − y sin θ, x sin θ + y cos θ) dy, (2.37)

where Û(θ) = e−iθâ
†â is the phase-shifting operator that transforms the annihilation operator as

Û †(θ)âÛ(θ) = âe−iθ. Note that although the marginal distributions of the Wigner function yield

the correct quadrature probability distributions, the Wigner function itself is not a true probability

distribution, because it can take on negative values for some quantum states.

As mentioned before, a quasi-probability distribution can be used to make quantum mechan-

ical predictions. By using the Wigner function, the quantum expectation values of operators can

be calculated by the so-called Weyl correspondence [102], i.e.,

Tr { ρ̂S(X̂mŶ n) } =

∫ ∞
−∞

∫ ∞
−∞

W (x, y)xmyn dxdy, (2.38)

where S(X̂mŶ n) symmetrizes all possible products of the mX̂ and nŶ . For example, S(x̂2ŷ)

becomes 1/3(x̂2ŷ + x̂ŷx̂+ x̂ŷ2).

Here are some examples of the single-mode Wigner functions for the quantum states that are

important to my experiment. The simplest example is the Wigner function for a vacuum state:

W (x, y)vac =
1

π
e−(x2+y2). (2.39)

As expected, it is a two-dimensional Gaussian distribution centered at the origin with isotropic

quadrature variances 〈(∆X̂θ)
2〉 = 1/2 [Fig. 2.2(a)]. By displacing the Wigner function of a vacuum

state with a coherent amplitude
√

2 |α|, I obtain the Wigner function of a coherent state |α〉
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[Fig. 2.2(b)]:

W (x, y)α =
1

π
e−[(x−x0)2+(p−y0)]2 , (2.40)

where x0 =
√

2Re(α), and y0 =
√

2Im(α). By scaling the quadrature variances of the vacuum

Wigner function, I obtain the Wigner function of an ideal squeezed vacuum state [Fig. 2.2(d)]:

W (x, y)s =
1

π
e−(e2rx2+e−2ry2). (2.41)

Apparently, we have 〈(∆X̂)2〉 = (1/2)e−2r and 〈(∆Ŷ )2〉 = (1/2)e2r indicating the effect of quadra-

ture squeezing.

For a single-mode thermal state in equilibrium at temperature T , the state is represented by

its density operator Eq. 2.30 and its Wigner function can be calculated by Eq. (2.32). I then derive

W (x, y)Th =
1

π coth ~ω
2kBT

e
− 1

coth ~ω
2kBT

(x2+y2)

, (2.42)

where kB is the Boltzmann constant. It is also a Gaussian function but with larger uniform variances

〈(∆X̂θ)
2〉 = (1/2) coth ~ω

2kBT
than vacuum fluctuation [Fig. 2.2(c)].

The set of states with Gaussian quasi-probability distributions, such as vacuum, coherent,

squeezed, and thermal states are Gaussian states. They are of particular importance in quantum

information processing with a continuous variable system, because efficient implementations for

generating, manipulating, and measuring them are available. Moreover, Gaussian states with feasi-

ble operations on them are sufficient to demonstrate some basic quantum communication protocols

such as quantum teleportation and quantum error correction [4]. The full power of quantum infor-

mation processing, however, requires non-Gaussian states. These states can be prepared either with

sufficiently nonlinear measurements (such as photon counting) or equations of motion. However, in

discussing Gaussian versus non-Gaussian states one should maintain a distinction between a state

that has non-Gaussian statistical properties but that is a statistical mixture of Gaussian states,

and a genuine non-Gaussian state, which cannot be described as a statistical mixture of Gaussian

states. By non-Gaussian state, I mean the latter; these states have Wigner functions that take on

negative values in particular regions of phase-space.
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A Gaussian state is completely characterized by its statistical first and second moments of

the quadrature operators. Generally, for a n-mode system, I can define the quadrature mean vector

µ and the quadrature covariance matrix Σ as

µ ≡ (〈X̂1〉 , 〈Ŷ1〉 , . . . , 〈X̂n〉 , 〈Ŷn〉), (2.43)

Σij ≡
1

2
〈ẐiẐj + ẐjẐi〉 − 〈Ẑi〉 〈Ẑj〉 , Zi ∈ {X̂1, Ŷ1, . . . , X̂n, Ŷn}. (2.44)

The mean vector µ can be arbitrarily adjusted by phase-space displacement operations [Eq. (2.20)]

in each mode of the system to re-center its phase-space distribution at the origin. Under the

displacement operation, any informationally relevant property, such as entropy or entanglement,

is preserved. Therefore, from now on, I will assume µ = (0, . . . , 0) without any loss of generality.

Then the Wigner function of an n-mode Gaussian state can be written in a compact form:

W (v) =
e−vΣ−1vT

πn
√

det Σ
, (2.45)

where v = (x1, y1, . . . , xn, yn).

2.2 Quantum optical tools

In experimental quantum optics, various components are available for manipulating, trans-

forming, and measuring quantum states of light fields. These components provide us with a useful

toolbox for implementing continuous-variable quantum information processing. Basically, they can

be categorized into linear passive components and active devices. The passive elements, such as

beam splitters and phase shifters, allow us to perform interference operations or phase-space dis-

placements. These operations involve a linear superposition between the annihilation operators âj

of the multiple input modes. The active devices usually utilize a nonlinear effect, such as paramet-

ric amplification, to generate squeezed light, which is an important ingredient in the generation

of continuous-variable entanglement. To describe this squeezing operation, a linear superposition

between â’s and â†’s is needed. Generally, the operations of combining, displacing, and squeezing
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are all described by the linear unitary Bogoliubov transformation [103]

b̂i =
∑
j

Aij âj +Bij â
†
j + γi, (2.46)

with the matrices A and B satisfying ABT = (ABT )T and AA† = BB† + I to preserve the

bosonic commutation relations of b̂i. This input-output relation describes any combination of linear

optical components and nonlinear squeezing devices. Moreover, the Bogoliubov transformations

map Gaussian states onto Gaussian states. Hence, they are also referred to as Gaussian operations.

In this section, I now discuss two devices that perform the necessary Gaussian operations for

a two-mode entanglement experiment: a beam splitter and a single-mode squeezer.

2.2.1 Quantum mechanical beam splitters

The first device is an optical beam splitter. A lossless quantum beam splitter is modeled as a

four-port device with two input modes and two output modes (Fig. 2.3). In the Heisenberg picture,

a beam-splitter transforms its input annihilation operators asb̂1
b̂2

 =

t1 r2

r1 t2


â1

â2

 , (2.47)

where ti and ri are the complex amplitude transmittance and reflectance of input port i. To preserve

the bosonic commutation relations for the output modes

[b̂i, b̂j ] = [b̂†i , b̂
†
j ] = 0, [b̂i, b̂

†
j ] = δij (i, j = 1, 2). (2.48)

The beam splitter transformation matrix is unitary and results in the following relations

|t1| = |t2| , |r1| = |r2| , |t1|2 + |r1|2 = 1, t1r
∗
2 + r1t

∗
2 = 0, and t∗1r1 + r∗2t2 = 0. (2.49)

By using the definitions of quadrature operators [Eqs. (2.4)–(2.5)], the beam splitter operation can
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Figure 2.3: Schematic of a quantum beam splitter. The input modes â1 and â2 are scattered into
output modes b̂1 and b̂2 with two sets of amplitude transmittances and reflectances (t1, r1) and
(t2, r2).
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be expressed as the transformation for the input to the output quadrature operators

X̂b1

Ŷb1

X̂b2

Ŷb2


=



Re(t1) −Im(t1) Re(r2) −Im(r2)

Im(t1) Re(t1) Im(r2) Re(r2)

Re(r1) −Im(r1) Re(t2) −Im(t2)

Im(r1) Re(r1) Im(t2) Re(t2)





X̂a1

Ŷa1

X̂a2

Ŷa2


. (2.50)

For example, a 50:50 beam splitter with π/2 phase shifts in the reflected waves has t1 = t2 =

1/
√

2, r1 = r2 = i/
√

2. The input annihilation operators are transformed as

b̂1 =
1√
2

(â1 + iâ2), b̂2 =
1√
2

(iâ1 + â2), (2.51)

and the input and output quadratures are related by

X̂b1 =
1√
2

(X̂a1 − Ŷa2), (2.52)

Ŷb1 =
1√
2

(Ŷa1 + X̂a2), (2.53)

X̂b2 =
1√
2

(−Ŷa1 + X̂a2), (2.54)

Ŷb2 =
1√
2

(X̂a1 + Ŷa2). (2.55)

An important application of beam splitters is to perform balanced homodyne detection for

measuring quadrature amplitudes with photon-counting devices. By directly shining a light field on

a photodetector, we can only measure the intensity Ia = c 〈â†1â1〉 of the field mode â1. To measure

the quadrature amplitudes of mode â1, we can combine the signal field â1 with a strong coherent

field â2 (local oscillator)3 on a 50:50 beam splitter, as illustrated in Fig. 2.4. Two photodetectors

are then placed at the two outputs, and the difference of the two output intensities ∆I is measured.

By using Eq. (2.51), we can calculate

∆I = Ib1 − Ib2 = c 〈b̂†1b̂1 − b̂
†
2b̂2〉 = ci 〈â†1â2 − â1â

†
2〉 , (2.56)

where c is a constant. Moreover, because mode â2 is in a coherent state |αLO〉 with αLO =

|αLO| eiθLO , we have

∆I = |αLO| 〈â1e−iθ + â†1eiθ〉 =
√

2 |αLO| 〈X̂a1,θ〉 , (2.57)

3 The signal and the local oscillator are assumed to have same frequencies, which makes this scheme a “homodyne”
detection.
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Figure 2.4: Schematic of the balanced homodyne detection. The signal mode â1 is combined with
the local oscillator mode â2 on a 50:50 beam splitter. Two photodetectors measure the intensities
Ib1 and Ib2 of the two output modes b̂1 and b̂2, respectively. The difference of the two intensities
Ib1 − Ib2 is proportional to the quadrature amplitude of the signal mode â1 with the quadrature
phase θ, where θ is chosen by the phase of the local oscillator.



23

where θ = θLO +π/2. Thus, by changing θLO, any quadrature amplitude of the signal mode â1 can

be measured.

I further illustrate the usefulness of a beam splitter by discussing the output states of a

beam splitter with two different types of inputs. For the first example, I consider a coherent

state is incident on input port 2, while only vacuum is sent to input port 1. The initial state is

|0〉a1
|α〉a2

= D̂a2(α) |0〉a1
|0〉a2

. I use Eq. (2.51) to represent the displacement operator D̂a2(α) in

terms of the output mode operators and obtain the output state

|0〉a1
|α〉a2

= D̂a2(α) |0〉a1
|0〉a2

BS−−→ D̂b1(
iα√

2
)D̂b2(

α√
2

) |0〉b1 |0〉b2 = | iα√
2
〉
b1

| α√
2
〉
b2

. (2.58)

As expected, the result shows that the classical-like coherent input is evenly divided between the

two outputs with a proper phase shift in the reflected wave. Moreover, the output state is simply

a product state of the two output modes. This operation provides us a way to displace the input

state at port 1 by sending in a coherent state at port 2. However, one disadvantage of using a

balanced beam splitter is that half of the vacuum fluctuation is coupled from mode 2 to mode 1 as

well. This coupled noise will degrade the information stored in the input state at port 1. To avoid

having excess coupled noise, a better strategy is to use an asymmetric beam splitter with t � r

for performing the displacement operation. When using an asymmetric beam splitter, the output

mode b̂1 can be approximated as

b̂1 = t1â1 + r2(â2 + α) = t1(â1 +
r2

t1
α+

r2

t1
â2) ≈ t1(â1 +

r2

t1
α), (2.59)

where the coupled noise r2
t1
â2 is neglected because of the small ratio between r2 and t1. As a result,

by measuring only output mode 1, I obtain a nearly pure state that is the input state 1 displaced

by r2/t1α. I do not need to retain the output mode 2.

I consider next the example of injecting a single photon state into input port 2 and vacuum

into input port 1. For this case, the initial state is |0〉a1
|1〉a2

= â†2 |0〉a1
|0〉a2

, and the final state is

obtained by using in â†2 = (ib̂†1 + b̂†2)/
√

2

|0〉a1
|1〉a2

= â†2 |0〉a1
|0〉a2

BS−−→ 1√
2

(ib̂†1 + b̂†2) |0〉b1 |0〉b2 =
1√
2

(i |1〉b1 |0〉b2 + |0〉b1 |1〉b2). (2.60)
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Evidently, the incident photon is either transmitted or reflected. An interesting property of the

output state is that it is a discrete-variable maximally entangled state. For a composite system,

an entangled state is a quantum state that cannot be factored out into a product of states of the

individual subsystem. As a result, the measurement on one subsystem determines the state of the

others. In this example, the output state exhibits perfect correlations in the outcomes of measuring

photon numbers of the two modes, i.e., given the photon number at output mode 1, the photon

number at output mode 2 is certain.4 By comparing this example to the previous one, which

generates a product state with a coherent input, I illustrate the fact that it is necessary to have a

nonclassical input state (more quantum than a coherent state) to generate a two-mode entangled

state out of a beam splitter [104].

To fully characterize the density operator ρ̂12 of the entangled state [Eq. (2.60)], we need to

measure both of the output modes. To illustrate this idea, I explicitly express the density operator

ρ̂12 as

ρ̂12 =
1

2
( |1〉b1 〈1|b1 ⊗ |0〉b2 〈0|b2 + |0〉b1 〈0|b1 ⊗ |1〉b2 〈1|b2 +

i |1〉b1 〈0|b1 ⊗ |0〉b2 〈1|b2 − i |0〉b1 〈1|b1 ⊗ |1〉b2 〈0|b2). (2.61)

If I measure only output mode 1, the result is described by the reduced density operator ρ̂1 obtained

by tracing over the unmeasured mode 2:

ρ̂1 = Tr2{ρ̂12} =
1

2
(|0〉b1 〈0|b1 + |1〉b1 〈1|b1), (2.62)

which is merely a statistical mixture, and the information of the off-diagonal coherence terms

|0〉b1 〈1|b1 and |1〉b1 〈0|b1 is lost.

In summary, we can perform homodyne detection and phase-space displacement by using

a beam splitter. Furthermore, a discrete-variable–two-mode entangled state can be generated at

the outputs of a beam splitter with a single photon input. In the next section, I will explain that

4 Obviously, product states such as |0〉 |1〉 or |1〉 |0〉 also exhibit correlations. However, these correlations are purely
classical in the sense that the product states are only correlated with respect to the predetermined basis {|0〉,|1〉}. In
contrast, an entangled state, such as 1√

2
(|0〉 |0〉+ |1〉 |1〉) = 1√

2
(|−〉 |−〉+ |+〉 |+〉), is correlated in both bases {|0〉,|1〉}

and {|−〉,|+〉}, where |±〉 = 1√
2
(|0〉 ± |1〉) is the conjugate basis.
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a continuous-variable–two-mode entangled state can also be generated by feeding squeezed states

into a beam splitter.

2.2.2 Single-mode squeezers

The second device is a single-mode squeezer. It is the device that performs the squeezing

operation [Eq. (2.23)] on the input mode. Specifically, the state that enters the squeezer is trans-

formed where a specific quadrature is squeezed by some factor, and the orthogonal quadrature is

amplified by the same factor. This process is a deterministic and reversible transformation; thus

the total uncertainty is preserved. In optics, this transformation can be implemented via a de-

generate optical parametric amplifier using a nonlinear optical χ(3) process [105], or at microwave

frequencies using the nonlinearity of a Josephson junction, as discussed in Ch. 3.

The generic input-output relation of an ideal single-mode squeezer is b̂

b̂†

 =

 G M

M∗ G∗


 â

â†

 . (2.63)

To maintain the bosonic commutation relations for the output mode b̂, it is required that

|G|2 − |M|2 = 1. (2.64)

Thus, we can assume G = cosh r, M = −ei2θs sinh r 5 By using the quadrature operators Eqs. (2.4)–

(2.5), the squeezer transformation can be expressed in terms of quadrature operators asX̂b

Ŷb

 =

cosh r − cos 2θs sinh r − sin 2θs sinh r

− sin 2θs sinh r cosh r + cos 2θs sinh r


X̂a

Ŷa

 . (2.65)

For θs = 0, the output quadratures are

X̂b = e−rX̂a, (2.66)

Ŷb = erŶa. (2.67)

5 These expressions are the squeezing operations described in Eq. (2.23).
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As expected, the quadrature Xb is squeezed by a factor er, while the orthogonal quadrature Yb is

amplified with the same factor. Generally, the squeezer transforms the rotated quadrature operators

X̂b,θ and Ŷb,θ as

X̂b,θ = X̂a,θ cosh r − X̂a,−θ cos 2θs sinh r − Ŷa,−θ sin 2θs sinh r, (2.68)

Ŷb,θ = Ŷa,θ cosh r + Ŷa,−θ cos 2θs sinh r − X̂a,−θ sin 2θs sinh r. (2.69)

To summarize this section, I have discussed two important components for entanglement

generation: a beam splitter and a single-mode squeezer. In next section, I will explain how I use

these tools to generate a two-mode entangled state.

2.3 Continuous-variable entanglement

The concept of entanglement first appeared in literature in the famous paper by Einstein,

Podolsky, and Rosen (EPR), published in 1935, which described entanglement in a continuous-

variable setting [1]. The entangled state treated in the EPR paper describes a composite system

having perfectly correlated positions (q1−q2 = q0) and perfectly anti-correlated momenta (p1+p2 =

0) between the two subsystems. The EPR entangled state is a simultaneous eigenstate of the relative

position and the total momentum of the two subsystems. As a result, the two subsystems are in

a maximally entangled state.6 However, in principle, the EPR entangled state is unnormalizable,

thus unphysical.

In 1988, Reid and Drummond proposed that the EPR paradox can be demonstrated via

the quadrature amplitudes of a single-mode electromagnetic field [24], because the quadrature

amplitudes are mathematically equivalent to the canonically conjugate position and momentum.

Essentially, the EPR entangled state is a limiting case of a two-mode squeezed vacuum with the

squeezing parameter r → ∞. With finite squeezing, the two-mode squeezed vacuum is a properly

normalized version of the EPR state, but with some finite extent of correlation between positions

6 Similar to the discrete-variable entangled state [Eq. (2.60)], which exhibits correlations in two mutually conjugate
bases {|0〉,|1〉} and {|−〉,|+〉}, the continuous-variable entangled states are correlated in both the positions and the
conjugate momenta.
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and momenta. In this section, I explain how to generate such EPR-like entangled states with the

two quantum optical devices I discussed in the previous section.

2.3.1 Two-mode squeezed vacuum

A two-mode squeezed state has quantum correlations between its two modes. Mathematically,

it is generated by applying a two-mode squeezed operator Ŝ2(ζ) on a vacuum. The two-mode

operator Ŝ2(ζ) is defined as, in analogy with the single-mode squeezed operator Eq. (2.23),

Ŝ2(ζ) = e(ζ∗â1â2−ζâ†1â
†
2), (2.70)

where ζ = rei2θs , and â1 and â2 are the annihilation operators of the two modes. Physically, this

operation can be implemented via a nondegenerate optical parametric amplifier using a nonlinear

optical χ(2) process [105]. Alternatively, the same type of two-mode state can be generated by

combining two single-mode squeezed states on a 50:50 beam splitter. Consider that we feed a

vacuum state squeezed in the y quadrature

X̂a1 = erX̂vac1 , Ŷa1 = e−rŶvac1 , (2.71)

and another vacuum state squeezed in the x quadrature

X̂a2 = e−rX̂vac2 , Ŷa2 = erŶvac2 , (2.72)

to the two inputs of a phase-free 50:50 beam splitter (t1 = t2 = r1 = −r2 = 1/
√

2), respectively.

The two output modes are described by the quadrature operators of the two output modes b1 and

b2 as

X̂b1 =
1√
2

(erX̂vac1 + e−rX̂vac2), (2.73)

Ŷb1 =
1√
2

(e−rŶvac1 + erŶvac2), (2.74)

X̂b2 =
1√
2

(erX̂vac1 − e−rX̂vac2), (2.75)

Ŷb2 =
1√
2

(e−rŶvac1 − erŶvac2), (2.76)
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obtained by using the beam splitter transformation [Eq. (2.50)]. The output quadrature operators

show that although the individual quadrature of each output mode becomes noisy because of the

er term, X̂b1 − X̂b2 and Ŷb1 + Ŷb2 become quieter than a vacuum state:

X̂b1 − X̂b2 =
√

2e−rX̂vac2 , (2.77)

Ŷb1 + Ŷb2 =
√

2e−rŶvac1 . (2.78)

Furthermore, as r → ∞, the quadrature variances of X̂b1 − X̂b2 and Ŷb1 + Ŷb2 vanish, and the

two-mode state becomes the maximally entangled EPR state.

Figure 2.5: Schematic of two-mode entanglement from a 50:50 beam splitter. A two-mode entangled
state emerges at the outputs of a 50:50 beam splitter with two quadrature squeezed states as inputs.

The statistical properties of the two-mode squeezed vacuum can be described by its Wigner

function

W (x1, y1, x2, y2) =
1

π2
e−

1
2

e−2r[(x1+x2)2+(y1−y2)2]− 1
2

e2r[(x1−x2)2+(y1+y2)2], (2.79)

where r is the squeezing parameter, and (x1, y1) and (x2, y2) are the quadrature variables of mode 1

and mode 2, respectively. For example, we can calculate the marginal distributions for the two x

quadratures and the two y quadratures by integrating over the two orthogonal quadratures∫ ∫
W (x1, y1, x2, y2) dy1dy2 =

1

π
e−

1
2

e−2r(x1+x2)2− 1
2

e2r(x1−x2)2
, (2.80)∫ ∫

W (x1, y1, x2, y2) dx1dx2 =
1

π
e−

1
2

e−2r(y1−y2)2− 1
2

e2r(y1+y2)2
. (2.81)
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Again, these results show that, although the width of the distribution for each mode of its individual

x and y quadratures increases as the squeezing grows, the x1−x2 and y1 + y2 are well defined with

large squeezing (r → ∞). Furthermore, it also illustrates the fact that, similar to the discrete-

variable entanglement, to fully characterize the two-mode state, we need to measure both modes

in a joint measurement. Specifically, if I measure only mode 2, the associated two-dimensional

Wigner function would be found by integrating the four-dimensional Wigner function over the two

quadratures of mode 1. The result is a mixed state with a thermal distribution∫ ∫
W (x1, y1, x2, y2) dx1dy1 =

1

π(1 + 2n̄)
e−

x2
2+y2

2
1+2n̄ , (2.82)

with mean photon number n̄ = sinh r2.

2.3.2 Entanglement witness and measure

In previous discussions, I have shown a continuous-variable–two-mode entangled state can be

generated from a 50:50 beam splitter with squeezed states as inputs. To rigorously demonstrate

this EPR-type entanglement, a definition of entanglement feasible for continuous-variable systems

is needed. Here, I present the criteria for bipartite entanglement, which is entanglement shared by

only two parties.

For any pure two-party state, entanglement is defined by the nonfactorizability of the total

state vector, as shown in the example of Eq. 2.60. For mixed states, which are states usually gen-

erated from practical experiments, the nonfactorizable concept is generalized to the inseparability

of the total density operator. A general quantum state of a two-party system is separable if, and

only if, its density operator can be expressed in the following form [106]:

ρ̂12 =
∑
i

piρ̂i,1 ⊗ ρ̂i,2, (2.83)

where ρ̂i,1 and ρ̂i,2 are density operators of mode 1 and mode 2, respectively, and the weights satisfy

pi ≥ 0,
∑

i pi = 1. Thus, entanglement can be verified by testing the separability of a state.

A separability criterion for two-party continuous-variable states has been derived by Duan
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[86]. In this criterion, a pair of EPR-like operators are defined as

µ̂ = |a| X̂1 −
1

a
X̂2, (2.84)

ν̂ = |a| Ŷ1 +
1

a
Ŷ2, (2.85)

where a is an arbitrary nonzero real number. Based on the Heisenberg uncertainty principle, Duan

derived that, for any separable state ρ̂, the sum of the variances of the two EPR-like operators,

which is called the total variance, has a lower bound

〈(∆µ̂)2〉ρ + 〈(∆ν̂)2〉ρ ≥ a
2 +

1

a2
. (2.86)

In other words, the violation of the inequality is a sufficient condition for a state to be insepa-

rable. Furthermore, for all Gaussian states, it provides a necessary and sufficient condition for

inseparability. Therefore, an entanglement witness can be defined as

Ew = 〈(∆µ̂)2〉ρ + 〈(∆ν̂)2〉ρ − (a2 +
1

a2
) < 0. (2.87)

This entanglement witness links the definition of entanglement to measurable quadrature variances

of continuous two-mode states. Intuitively, we can understand the entanglement witness Ew by

noticing that, when a = 1, the µ̂ and ν̂ operators are the correlated pair of two-mode squeezed

states [Eq. (2.77 and 2.78)], and the quantity on the right hand side of the inequality corresponds

to the total variance for the two modes in vacuum states. Essentially, the entanglement witness

states that the total variance of an entangled state is smaller than that of a vacuum state. In other

words, when given the outcomes of measuring the quadratures (X1, Y1) in mode 1, we can predict

the outcomes of measuring the quadrature s(X2, Y2) in mode 2, with uncertainties below vacuum

fluctuations.

The entanglement witness Ew is a useful criterion for us to verify the existence of entan-

glement. To further quantify the bipartite mixed states entanglement, I use a quantity named

negativity N [107]. The concept of this measure of entanglement originates from Peres’ partial

transpose criterion for the separability of a density operator [108, 87]. This criterion said that a
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legitimate density operator should have non-negative eigenvalues because of its hermiticity. For a

separable state represented by a density operator as in Eq. (2.83), the transposition of the density

operator in either mode yields another legitimate non-negative density operator. Specifically, if ρ̂i,1

is transposed in Eq. (2.83), it yields

ρ̂′12 =
∑
i

piρ̂
T
i,1 ⊗ ρ̂i,2. (2.88)

The condition that ρ̂′12 has non-negative eigenvalues is a necessary condition that ρ̂12 is separable.

Therefore, the existence of a negative eigenvalue for ρ̂′12 is a sufficient condition for the inseparability

of ρ̂12. The negativity N measures the degree to which ρ̂′12 fails to be positive and is defined as

N =
∣∣∣∑negative eigenvalues of ρ̂T1

∣∣∣ =

∣∣∣∣ρ̂T1
∣∣∣∣

1
− 1

2
, (2.89)

where
∣∣∣∣ρ̂T1

∣∣∣∣
1

is the trace norm of the partial transpose of ρ̂ with respect to mode 1. If N >

0, the state ρ̂ is entangled, and N → ∞ for a maximally entangled state. The negativity N

has the advantage that it can be evaluated completely straightforwardly using standard linear

algebra packages. Furthermore, the negativity provides a bound on the capacity of a quantum

communication protocol called quantum teleportation that exploits entanglement [107]. Both of

the criteria, Ew and N , can be evaluated from the covariance matrix, which can be calculated from

simultaneous quadrature measurements.



Chapter 3

Theory of Josephson parametric amplifiers

A Josephson parametric amplifier (JPA) is capable of performing a squeezing operation on

its input states. Experimentally, a JPA serves us two purposes. It not only creates the required

squeezed states for entanglement generation, but also enables us to perform efficient quadrature

measurements on the amplified quadratures of its output states. Because quantum mechanics places

no lower bound on the added noise of a phase-sensitive amplifier, a single-quadrature measurement

with detection efficiency better than 50% is possible by using a JPA as the first amplifier in an

amplifier chain.

In this chapter, I present the theory of JPAs. I start with reviewing the basic theory of

Josephson junctions that provide the necessary nonlinearity for the parametric process in electrical

circuits. Following that I present the quantum models of the electrical oscillation circuits. Then,

by using the input-output formalism, I derive the expressions for the field within the nonlinear

resonator of the JPA, the reflected coefficient of the nonlinear resonator, the parametric gains, and

the noise squeezing.

3.1 Basic Josephson junctions theory

Josephson junctions are the critical elements for microwave superconducting circuits. In our

experiments, we embed our Josephson junctions within LC circuits to make nonlinear resonant

circuits. Josephson junctions are used as dissipationless nonlinear inductors that provide the nec-

essary nonlinearity for the parametric amplification process. Here, I review the basic theory of the
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Josephson junctions that are relevant for designing a JPA.

3.1.1 Simple junction theory

A Josephson junction consists of two superconducting electrodes separated by a thin insulat-

ing layer [Fig. 3.1(a)]. Below the critical temperature, electrons in each superconductor can bind

together forming a bosonic condensate of Cooper pairs that can be described by a macroscopic

wave function Ψ(r) =
√
neiθ, where n is the density of the Cooper pairs. In 1962, Brian Josephson

predicted that this macroscopic wave function could tunnel through the insulating barrier from one

superconductor to the other in this junction structure [109]. In other words, a tunneling current

of Cooper pairs can flow through the junction. The tunneling Cooper pairs require no voltage to

flow and are driven by the phase difference θ1 − θ2 of the two macroscopic wave functions in each

electrode.

We operate our JPAs in the regime where the current flowing through the junctions is smaller

than the maximum current that the junction can support in its superconducting state. This max-

imum current is called the critical current Ic. In this regime, the tunneling current I that flows

through the junction is governed by the Josephson current-phase relation

I = Ic sin δ, (3.1)

where the phase δ is the gauge-invariant phase difference given by

δ = θ1 − θ2 −
2π

Φ0

∫ 2

1
A · dl, (3.2)

where Φ0 = h/2e is the flux quantum, and A is the vector potential of the magnetic field that the

junction is subject to. The line integral path is taken from one superconducting electrode to the

other [Fig. 3.1(a)]. At zero magnetic field, the critical current Ic of a single junction is given by the

Ambegaokar-Baratoff formula [110]

Ic =
π∆(T )

2eRn
tanh (

∆(T )

2kBT
), (3.3)
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where Rn is the normal state resistance of the junction, and ∆(T ) is the superconducting gap of

the material at temperature T .

The dynamics of the Josephson junction are governed by the Josephson voltage-phase relation

dδ

dt
=

2π

Φ0
V, (3.4)

where V is the voltage across the junction. The effective inductance of the Josephson junction can

then be calculated by taking the time derivative of Eq. (3.1). Relating the voltage and the current

with Eq. (3.4), we obtain

V =
LJ0

cos δ

dI

dt
, (3.5)

where LJ0 = Φ0/(2πIc). Thus, a Josephson junction can be viewed as a lumped inductor with a

Josephson small signal inductance LJ , where

LJ =
LJ0

cos δ
. (3.6)

We can also calculate the energy associated with a Josephson junction. Consider that the

junction is driven by a current source increasing from zero to some value. During the time that the

current is changing, a voltage is generated across the junction according to Eq. (3.4). Therefore,

the energy expended by the current source during this process is

EJ =

∫ t

0
I(τ)V (τ) dτ =

∫ t

0
(Ic sin δ)(

Φ0

2π

dδ

dτ
) dτ = −EJ0 cos δ + constant, (3.7)

where EJ0 = Φ0Ic/(2π).

3.1.2 DC SQUID

By combining two Josephson junctions in parallel, we form a superconducting quantum inter-

ference device (SQUID) [Fig. 3.2(a)]. In superconducting circuits, a SQUID behaves as a dissipa-

tionless nonlinear inductor, which provides the required nonlinearity in our parametric amplification

circuits.
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(a) (b)

Figure 3.1: Josephson Junction. (a) A Josephson junction consists of two superconductors separated
by a thin layer of insulator through which Cooper pairs can tunnel. (b) The Josephson junction is
treated as a lumped circuit element and represented by a cross symbol. Its behavior is governed
by the two Josephson equations shown here.

We can analyze the properties of a SQUID with the Josephson relations discussed above.

The total current that flows through the SQUID is the sum of the current flowing through each

junction, as described by Eq. (3.1):

I = I1 + I2 = Ic1 sin δ1 + Ic2 sin δ2. (3.8)

Because the phase θ of the macroscopic wave function is allowed to change by 2πn when integrated

in the SQUID loop, the difference in the gauge invariant phases is related to the total flux Φ

threading the SQUID loop by

δ2 − δ1 = 2πn+
2πΦ

Φ0
. (3.9)

We assume the two junctions are identical (Ic1 = Ic2 = Ic). By using Eq. (3.9), the total current I

becomes

I = 2Ic cos (
πΦ

Φ0
) sin (δ1 +

πΦ

Φ0
) = Is sin δs. (3.10)

We first consider the case where the inductance of the SQUID loop is negligible, Φ ≈ Φext. Then

the SQUID can be viewed as a device having the critical current Is, where

Is = 2Ic

∣∣∣∣cos (
πΦext

Φ0
)

∣∣∣∣ . (3.11)

Similar to a single junction, the effective inductance of the SQUID can be calculated by taking the
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time derivative of the current I and using Eq. (3.4). The current-voltage relation of the SQUID is

V =
LS0

cos δs

dI

dt
, (3.12)

where LS0 = Φ0/(2πIs). Therefore, the SQUID inductance is given by

LS =
Φ0

4πIc

∣∣∣cos (πΦext
Φ0

)
∣∣∣ cos δs

. (3.13)

Apparently, the SQUID inductance depends on the external magnetic flux applied to the SQUID

loop. We will use this property of the SQUID to build tunable nonlinear resonant circuits by

embedding SQUIDs in electrical oscillation circuits.

(a) (b)

Figure 3.2: DC SQUID. (a) Two Josephson junctions connected in parallel by superconducting
wires forms a DC SQUID. The current flowing through each junction is characterized by its gauge-
invariant phase difference. (b) The DC SQUID is represented by a circular loop interrupted with
two crosses. The loop area is A, and the geometrical inductance of the loop is Lg. With an
externally applied magnetic field B perpendicular to the SQUID loop, the total flux threading the
SQUID loop is the sum of the external flux Φext = BA and the self-induced flux LgIcir.

Generally, when taking into account the loop inductance Lg of the SQUID, the total flux Φ

that threads the SQUID loop is the sum of the externally applied flux and the self-induced flux

[Fig. 3.2(b)], i.e.,

Φ = Φext + LgIcir, (3.14)

where Icir = (I2− I1)/2 is the current circulating through the SQUID loop. By using Eq. (3.9), the

total flux can be written as

Φ = Φext − LgIc sin (
πΦ

Φ0
) cos (δ1 +

πΦ

Φ0
). (3.15)
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The critical current of the SQUID with a given Φext is obtained by maximizing Eq. (3.10) with

respect to δ1, subject to the constraint of Eq. (3.15). The flux dependence of the critical current

Is is solved numerically and shown in Fig. 3.3. As a consequence of the finite loop inductance,

the modulation depth of the critical current is reduced [Fig. 3.3(a)]. Moreover, for a small loop

inductance, the minimum value of the critical current can be approximated by Imin
s /Ic ≈ πLgIc/Φ0,

as shown in Fig. 3.3(b).

(a) (b)

0

1

2

-1 0 0.5-0.5 1 0 5 10
0

1

2

Figure 3.3: DC SQUID critical current. (a) Flux dependence of the critical currents of DC SQUIDs
for (π/Φ0)IcLg = 0 (blue), 0.5 (cyan), 1 (green), 1.5 (magenta), and 2 (red). The modulation depth
is reduced as the loop inductance is increased. (b) The minimum (magenta) and the maximum
(cyan) of the flux-modulated critical current versus the loop inductance. For small loop inductance,
the critical current is approximated by a linear function Imin

s /Ic = (π/Φ0)IcLg (dashed green).

Finite loop inductance also results in the possibility of flux trapping in the SQUID loop. By

using Eq. (3.15), we can examine the total flux threading a SQUID loop for a given external flux

when no current flows through it (cos (δ1 + πΦ
Φ0

) = 1). As the loop inductance increases, the total

flux becomes a multivalued function of the external flux. In other words, for a specific external

flux, the SQUID can be in various states having extra trapped flux quanta in the SQUID loop

(Fig. 3.4). Such trapped flux is extremely undesirable for building an amplifier that is tuned with

flux. Thus, while fabricating SQUIDs with higher critical currents, we also need to minimize the

loop inductance to avoid trapped flux.



38

0 5-5

0

5

-5

Figure 3.4: DC SQUID flux trapping. Total flux Φ of the DC SQUID is plotted against the
externally applied flux Φext for (π/Φ0)IcLg = 0 (blue), 2 (cyan), 4 (green), 6 (magenta), and 8
(red). The total flux becomes a multivalued function of the external flux, and thus allows flux-
trapping states.
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3.2 Quantization of electrical harmonic oscillators

The theory of parametric amplifiers involves the analysis of coupled oscillation electrical cir-

cuits. Normally, electrical circuits can be analyzed with classical circuit theory such as Kirchhoff’s

voltage and current laws. However, when the circuits are at low temperatures and have low dissi-

pations, the quantum mechanical behaviors of the electrical circuits start to play important roles.

Specifically, to be able to observe the quantum properties of electrical circuits, the circuits need to

be cooled down to temperatures such that kBT � ~ω0, where ω0 is the resonance frequency of the

circuits. Additionally, the separation of energy levels must be larger than their linewidth γ, which

leads to the condition that Q = ω0/γ � 1. When analyzing the electrical circuits in this regime,

the quantum properties of the circuits are important to the dynamics of the systems.

In this section, I describe the procedures to quantize the electrical circuits. First, I quantize

a linear LC oscillation circuit. Then, I discuss a nonlinear Josephson oscillator, which is formed by

embedding a Josephson junction in the LC circuit. This nonlinear oscillator is quantized with the

same procedure. Finally, I obtain an effective Hamiltonian of the nonlinear oscillation circuits.

3.2.1 LC circuit

The LC circuit shown in Fig. 3.5(a) can be quantized by the usual canonical quantization

procedure [111, 112, 113]. The circuit consists of one inductor L and one capacitor C connected

together. The energy stored in the capacitor and the inductor are

EC =
1

2
CV 2, (3.16)

EL =
1

2
LI2, (3.17)

where I is the current flowing through the inductor, and V is the voltage across the capacitor. In

analogy to a mechanical harmonic oscillator, the inductive energy plays the role of the potential

energy, while the capacitive energy plays the role of the kinetic energy. I introduce a variable Φn
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called the branch flux as a generalized coordinate of the circuit system:

Φn =

∫ t

−∞
Vn(τ) dτ, (3.18)

where n is the branch index that indicates the path through a specific element between two nodes

in the circuits. Because the capacitor and the inductor are in parallel, their branch fluxes are the

same (ΦC = ΦL = Φ). Thus, the Lagrangian of the LC circuit can be written as

L =
1

2
CΦ̇2 − 1

2

Φ2

L
. (3.19)

The conjugate momentum of Φ can then be derived

∂L
∂Φ̇

= CVC = Q. (3.20)

To obtain the classical Hamiltonian H of the LC circuit, I perform the Legendre transformation

H = Φ̇Q− L and obtain

H =
1

2

Φ2

L
+

1

2

Q2

C
. (3.21)

Finally, I can quantize the LC circuit by promoting the conjugate variables Φ and Q to be Hermitian

operators Φ̂ and Q̂, which satisfy the canonical commutation relation

[Φ̂, Q̂] = i~. (3.22)

Then we obtain the quantum Hamiltonian of the LC circuit

Ĥ =
1

2

Φ̂2

L
+

1

2

Q̂2

C
, (3.23)

which has the same form as for a quantum harmonic oscillator. In analogy to the mechanical

oscillator, we can define the annihilation and the creation operators Â and Â† as

Â =

√
1

2~Z
(Φ̂ + iZQ̂), (3.24)

Â† =

√
1

2~Z
(Φ̂− iZQ̂), (3.25)

where Z =
√
L/C. By using Eq. (3.22), Â and Â† satisfy the bosonic commutation relation

[Â, Â†] = 1. (3.26)
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Reversing Eq. (3.24), we can express Φ̂ and Q̂ in terms of Â and Â†

Φ̂ =

√
~Z
2

(Â+ Â†), (3.27)

Q̂ = i

√
~

2Z
(Â† − Â), (3.28)

By replacing Φ̂ and Q̂ with Â and Â†, the standard form of Hamiltonian for a quantum harmonic

oscillator is derived

Ĥ = ~ω(Â†Â+
1

2
), (3.29)

where ω = 1/
√
LC.

(a) (b)

}

Figure 3.5: LC oscillation circuit. (a) A linear electrical oscillator consists of a capacitor and a
inductor. The system coordinates are Φ = LI and Q = CV . (b) A nonlinear electrical oscillator is
formed by replacing the linear inductor with an array of N SQUIDs.

3.2.2 Josephson junction oscillator

After quantizing the linear LC circuit, I present the quantization of a nonlinear oscillation

circuit. The nonlinear microwave circuit is formed by replacing the linear inductor in the LC circuit

with a serial array of N SQUIDs, as illustrated in Fig. 3.5(b). Each SQUID in the array can be

described as a single Josephson junction with a tunable effective Josephson energy of EJ0. The

SQUIDs are assumed to be identical. Thus the branch flux through each SQUID is Φ/N , where Φ is

the total branch flux across the SQUID array. By using Eq. (3.7), the Lagrangian of the nonlinear

circuit is

L =
1

2
CΦ̇2 +NEJ0 cos (

2πΦ

Φ0N
). (3.30)
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Again, by performing the Legendre transformation H = Φ̇Q−L, I obtain the classical Hamiltonian

of the nonlinear Josephson oscillator

H =
1

2

Q2

C
−NEJ0 cos (

2πΦ

Φ0N
). (3.31)

By assuming that the current flowing through the SQUID array is small compared to the critical

current of each SQUID, I then expand the cosine potential and keep up to the first nonquadratic

term

H ≈ 1

2

Q2

C
+

1

2

Φ2

NLJ0
− 1

24

1

N3LJ0
(
2π

Φ0
)2Φ4, (3.32)

where I have used EJ0 = (Φ0
2π )2/LJ0 and dropped the zero-point energy that does not affect the

dynamics of the system. This Hamiltonian shows that the circuit has a linear part consisting

of a capacitance C and an inductance LJ = NLJ0 as well as a nonlinear part arising from the

quartic potential of Φ. To quantize the nonlinear circuit, the classical variables Φ and Q are again

replaced with their corespondent operators Φ̂ and Q̂. By using Eq. 3.27, we obtain the Hamiltonian

describing the nonlinear Josephson junction oscillator

Ĥ = ~ωÂ†Â+
~
2
KÂ†Â†ÂÂ, (3.33)

where

ω =
1√

NLJ0C
+K, K = −π

2~
2Φ2

0

Z2

N3LJ0
. (3.34)

In the above expression, I drop the zero-point energy and make the rotating wave approximation

that corresponds to neglecting all terms with an unequal number of Â and Â† operators. The

quantity K is referred to as the Kerr constant. This constant quantifies the degree of nonlinearity

in the circuit as the change in the resonance frequency per photon. We can analyze the parametric

amplification characterized by the nonlinear Hamiltonian Eq. 3.33, where the constants ω and K

can be related to the circuit parameters via Eq. 3.34.

3.3 Parametric amplifier theory

After obtaining the quantum Hamiltonian of a nonlinear oscillation circuit, I introduce a

generic model of a parametric amplifier. In this section, I derive the expressions that allow us
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to understand and design JPAs. The derivation is based on the input-output theory, and the

procedures are mainly from references [114].

As shown in Fig. 3.6, a parametric amplifier can be modeled by a nonlinear resonator coupled

to two bath modes through its two open ports, where port 1 is the input-output port of the res-

onator, and port 2 is the additional port to model the loss of itself. Therefore, the total Hamiltonian

of this system is a sum of three terms

Ĥ = Ĥres + Ĥbath + Ĥcoup, (3.35)

where each term represents the Hamiltonian for each component of the system. The resonator

Hamiltonian Ĥres is the nonlinear oscillator Hamiltonian Eq. (3.33) and is restated here

Ĥres = ~ω0Â
†Â+

~
2
KÂ†Â†ÂÂ, (3.36)

where ω0/(2π) is the undriven resonance frequency. Both of the two baths have continuous spectra

with Hamiltonian

Ĥbath =
∑
n=1,2

∫
dω

2π
~ωâ†n(ω)ân(ω), (3.37)

where â1(ω) models the modes that couple to the resonator through its input-output port, and

â2(ω) represents the modes that absorb energy from the resonator. These bath-mode operators

obey the bosonic commutation relations

[âi(ω), â†j(ω
′)] = 2πδi,jδ(ω − ω′), [âi(ω), âj(ω

′)] = [â†i (ω), â†j(ω
′)] = 0. (3.38)

The resonator is assumed to be coupled to the bath modes by the linear coupling relation and the

coupling Hamiltonian, Ĥcoup, is

Ĥint = ~
∑
n=1,2

∫
dω

2π
[κnÂ

†ân(ω) + κ∗nâ
†
n(ω)Â], (3.39)

where the coupling coefficient κn quantifies the degree of coupling between the resonator mode Â

and the bath modes ân. The coefficient κn is assumed to be constant over the frequency range

relevant to the system by the Markov approximation.
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nonlinear resonator

test port

dissipation port

Figure 3.6: Input-Output theory model of a parametric amplifier. (a) A parametric amplifier is
modeled by a nonlinear resonator coupled to a test port with coupling rate γ1. The loss of the
resonator is modeled by the coupling to another open port with coupling rate γ2.

Using the standard input-output formalism [115], we derive the equation of motion for the

resonator mode Â of the system

dÂ

dt
= −iω0Â− i(γ1 + γ2)Â− iKÂ†ÂÂ+

√
2γ1â

in
1 +

√
2γ2â

in
2 , (3.40)

where the coupling constant κn is expressed in terms of the real constant γn with κn = i
√
γn/π. To

obtain this equation, the bath mode ân is separated into the incoming mode âin
n and the outgoing

mode âout
n . Because of the Markov approximation, the incoming and outgoing mode operators obey

the commutation relations

[âαi (t), âα†j (t′)] = δi,jδ(t− t′), [âαi (t), âαj (t′)] = [âα†i (t), âα†j (t′)] = 0, (3.41)

for α → in, out. Additionally, the boundary conditions that relate the incoming, outgoing, and

resonator modes are obtained as well from the input-output theory, i.e.,

âout
1 = âin

1 −
√

2γ1Â(t), (3.42)

âout
2 = âin

2 −
√

2γ2Â(t). (3.43)

When operating the system as an amplifier, an intense sinusoidal field called the pump is

delivered to the resonator, and the signals detuned from the pump within the bandwidth of the

resonator will be amplified. Thus the strategy to deal with this nonlinear problem is first solving the

response of the resonator to the classical pump field in the absence of signals and then linearizing
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about the classical steady-state response to find the equation of motion for the small quantum signal

fields. In the following discussion, I describe the classical response of the parametric amplifier to

a strong sinusoidal pump with a qualitative description of the saturation power of the amplifier.

Then I perform the linearization procedure that leads to a scattering relation between the input

and output signal fields. Finally, I discuss the performance of the parametric amplifier, including

parametric gain, amplifier bandwidth, and noise squeezing.

3.3.1 Classical response

When operating a parametric amplifier, a strong coherent field is used to pump the amplifier.

To obtain the classical response of the parametric amplifier to the intense pump field in the absence

of any signal and noise, the inputs are set to be

ain
1 = bin1 e−i(ωpt+φp), (3.44)

ain
2 = 0. (3.45)

where bin1 is a real constant that quantifies the strength of the pump, ωp is the pump frequency,

and φp is the pump phase. The field within the resonator is assumed to have the same frequency

ωp,

A = Be−i(ωpt+φB), (3.46)

where B is a real constant, and φB is the phase of the resonator field. Substituting Eqs. (3.44)–

(3.46) into the equation of motion Eq. (3.40) yields

[i∆ω + γ]B + iKB3 =
√

2γ1b
in
1 ei(φB−φp), (3.47)

where ∆ω = ωp − ω0 is the pump detuning frequency, and γ = γ1 + γ2 is the total coupling rate.

Multiplying Eq. (3.47) by its complex conjugate yields the following equation

N3 − 2∆ω

K
N2 +

∆ω2 + γ2

K2
N − 2γ1

K2
(bin1 )2 = 0, (3.48)

where N = A∗A = B2 represents the energy of the field within the resonator in unit of quanta.

The cavity photon number N versus the pump detuning frequency ∆ωp is plotted in Fig. 3.7 for
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various pump amplitudes. For a small pump drive, Eq. 3.48 has only one real solution that results

in the usual Lorentzian resonance curve of a linear harmonic oscillator. As the pump amplitude

increases, the response of the resonator starts to depend on the amplitude of the internal field. As a

result, the resonance curves bend to the lower frequency. At points where the slopes are steep, the

system is sensitive to small changes in the pump. Consequently, high parametric gains are achieved

at these operation points. I will illustrate this idea more in a later discussion of the reflected pump

field.
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Figure 3.7: Internal field of the driven nonlinear resonator. (a) The number of photons within
the driven Josephson nonlinear resonator versus the pump frequency for bin1 = 0.4bin1c (blue), 0.6bin1c
(cyan), 0.8bin1c (magenta), and bin1c (red). (b) For bin1 = 1.5bin1c (green), the resonance curve is multi-
valued at certain pump frequencies. The two black dots indicate points with infinite slopes. The
solutions between them are unstable. For all cases, γ1 = 0.005ω0, γ2 = 0, K = −10−5ω0, and the
same parameters will be used for all following figures.

When the pump amplitude is larger than the critical pump amplitude bin1c, Eq. 3.48 will

have three solutions. In this situation, the resonator is driven to a bistable region where two

stable states exist [Fig. 3.7(b)]. To keep the amplifier in a stable configuration, we operate the

parametric amplifier below the critical point to avoid any bifurcation. The critical parameters

can be found by applying the condition
∂ωp
∂N = 0, which yields the two points with infinite slopes

shown in Fig. 3.7(b). In addition, the two points merge into one when
∂2ωp
∂N2 = 0. By satisfying the

two conditions (
∂ωp
∂N = 0,

∂2ωp
∂N2 = 0), I derive the critical pump amplitude bin1c, the critical pump
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frequency ωpc, and the critical resonator field Nc:

(bin1c)
2 =

4

3
√

3

γ3

γ1 |K|
, (3.49)

ωpc = ω0 +
√

3γ
K

|K|
, (3.50)

Nc =
2
√

3γ

3 |K|
. (3.51)

To derive the reflected pump field, I assume that it has the same frequency ωp and is written

in the form

aout
1 = bout

1 e−i(ωpt+φp), (3.52)

where bout
1 may be a complex number. By using Eq. (3.47) and the boundary condition Eq. (3.42),

the reflected coefficient Γ ≡ bout
1 /bin1 is derived

Γ = 1 +
2γ1

i(∆ω −KN)− γ
. (3.53)

If the resonator is lossless, |Γ| = 1, and all the information is encoded in the reflected phase. The

reflected phase versus pump detuning for various pump strengths is plotted in Fig. 3.8, demonstrat-

ing similar resonance pulling effect. The resonance curve becomes sharper as the pump approaches

its critical value.

The mechanism leading to the phase-dependent amplification of the parametric amplifier can

be intuitively understood from its classical response to a coherent input field. The input field can

be decomposed into the vector sum of a large pump and a small signal. The output signal field can

then be calculated as the difference between the reflection of the input field and that of the pump

field only. Because the nonlinear resonator is driven to a state such that the phase of the reflected

field is sensitive to a small change in the input field, the output signal depends on the phase of the

input signal, as illustrated in Fig. 3.9.

In addition, I have a qualitative analysis of the saturation power for signals having frequencies

near the pump frequency. To illustrate the analysis, a series of inputs are plotted as circles around

the pump field in Fig. 3.10. The corresponding outputs are also plotted around the reflected

pump. For a signal having a small amplitude relative to the pump, the output traces out an
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Figure 3.8: Phase of the reflection coefficient for the nonlinear resonator. The reflected phases
are plotted versus the normalized pump frequency for bin1 = 0.4bin1c (blue), 0.6bin1c (cyan), 0.8bin1c
(magenta), and bin1c (red). The resonance frequency shifts towards lower frequencies, and the phase
response becomes sharper as the pump amplitude approaches its critical value.

(a) (b)

Figure 3.9: Illustration of the phase-sensitive parametric gain. (a) Amplification. The input (dashed
magenta) consisting of a strong pump (dashed blue) and a weak signal (dashed red) is plotted in
the quadrature plane of the input. The amplified output signal (solid red) is the difference between
the reflected input (solid magenta) and the reflected pump (solid blue). (b) Deamplification. The
input field has the same pump field and signal amplitude as in (a), but the phase of the input signal
is chosen such that the output signal is deamplified.
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ellipse, demonstrating that the signal is either amplified or squeezed depending on the signal phase.

When operating in the linear regime, the size of the output ellipse increases proportionally to the

input signal amplitude. For a large signal amplitude, the output ellipse becomes a banana shape,

indicating that the degree of both amplification and squeezing is decreasing.

To quantify this saturation effect, I first find the projections of the output contours onto an

axis, where the angle of the axis relative to the Re(bin1 ) axis is varied from 0 to π, as illustrated

in Fig. 3.11. Then the degree of amplification and squeezing is defined as the largest-and-smallest

projection lengths divided by the diameter of the input circle, respectively. Finally, I plot the

amplification and squeezing versus the output signal power with various pump strengths (Fig. 3.12).

From these figures, I conclude that, as a rule of thumb, the output signal power should be about

20 dB lower than the pump power to operate the parametric amplifier in its linear regime.

Input signals

Output signals

Pump

Reflected
pump

Figure 3.10: Classical responses of the parametric amplifiers. A series of input signals represented by
the blue circles around the pump tone (black dashed line) with increasing radius. The corresponding
outputs are represented with red contours around the reflected pump.
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Figure 3.11: Qualitative definitions of amplification and squeezing. The input signals are rep-
resented by the blue circle with radius bin1,s. The corresponding output is the red contour. The
dashed-magenta contour is the projection of the output onto the axis that has angles relative to
the Re(a1) axis varying from 0 to π. The amplification and the squeezing are then defined as
20 log (maxPL/2bin1,s) and −20 log (minPL/2bin1,s), respectively, where maxPL and maxPL are the
lengths of the longest (green) and the shortest (yellow) axes of the projection contour, respectively.
In this figure, the input and output contours are displaced back to origin for comparison.
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Figure 3.12: JPA saturation analysis. (a) (b) (c) Amplification versus the output signal power
represented with (maxPL/2)2 normalized by the pump power (bin1,p)

2 for bin1,p = 0.85bin1c, 0.9bin1c,

0.95bin1c, respectively. (d) (e) (f) Squeezing versus the output signal power normalized by the pump
power for bin1,p = 0.5bin1c, 0.6bin1c, 0.7bin1c, respectively. The 1 dB compression levels are indicated by
the red-dashed lines. These figures are qualitative analyses of the saturation points that assume no
depletion of the pump power. Insets: The input and output signal contours at the 1 dB compression
points.
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3.3.2 Linearized response

I have solved the nonlinear equation of motion with a classical input field. To obtain the

dynamics of the parametric amplifier to small signals, I linearize the system around the classical

response point. The linearization procedure is performed by assuming the input signals and noises

are small compared to the pump field. The inputs are set to be

ain
1 = bin1 e−i(ωpt+φp) + cin

1 (t)e−iωpt, (3.54)

ain
2 = cin

2 (t)e−iωpt. (3.55)

The internal field and the output fields are

A = Be−i(ωpt+φB) + a(t)e−iωpt, (3.56)

aout
1 = bout

1 e−i(ωpt+φp) + cout
1 (t)e−iωpt, (3.57)

aout
2 = bout

2 e−iωpt + cout
2 (t)e−iωpt. (3.58)

In the above expressions, B, bout
1 , and bout

2 are the solutions for the response to the pump bin1

and have been exactly solved. The quantities cin
1 (t), cin

2 (t), a(t), cout
1 (t), and cout

2 (t) represent the

small input modes in the pump-rotating frame and generally are not constant. Substituting these

expressions into the equation of motion Eq. (3.40) and the boundary conditions Eq. (3.42) and

keeping only the linear terms in c’s and a, we obtain the linearized equations of the parametric

amplifier. I express these linear equations in a compact form by creating a state space model

dx

dt
= Ax+Bu, (3.59)

y = Cx+Du, (3.60)

where the state vector x, the control vector u, and the measurement vector y are defined as

x =

 a

a†

 , u =



cin
1

cin†
1

cin
2

cin†
2


, y =



cout
1

cout†
1

cout
2

cout†
2


. (3.61)
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This linear system of the parametric amplifier can be expressed in terms of the dynamic matrix A,

A =

W V

V ∗ W ∗

 =

i(∆ω − 2KN)− γ −iKNe−2iφB

iKNe2iφB −i(∆ω − 2KN)− γ

 , (3.62)

the control matrix B,

B =

√2γ1 0
√

2γ2 0

0
√

2γ1 0
√

2γ2

 , (3.63)

the sensor matrix C,

C =



−
√

2γ1 0

0 −
√

2γ1

−
√

2γ2 0

0 −
√

2γ2


, (3.64)

and the direct term D,

D =



1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1


. (3.65)

The response of the linear system can be solved by finding the transfer function of the state

space model. For a later discussion of an ideal parametric amplifier, I present the solutions for a

lossless resonator. In this case, the transfer function is a 2× 2 matrix which relates the inputs and

outputs as  cout
1 (ω)

cout†
1 (−ω)

 =

 gs(ω) gi(ω)

g∗i (−ω) g∗s(−ω)


 cin

1 (ω)

cin†
1 (−ω)

 , (3.66)

where

gs(ω) = 1− 2γ1(−iω −W ∗)
(−iω − λ+)(−iω − λ−)

, (3.67)

gi(ω) =
−2γ1V

(−iω − λ+)(−iω − λ−)
, (3.68)

with

λ± = Re(W )±
√

Re(W )2 − |W |2 + |V |2, (3.69)



54

or

λ± = −γ ±
√
K2N2 − (∆ω − 2KN)2. (3.70)

The transfer function Eq. (3.66) relates the inputs and outputs in the frequency domain, where

cα1 (ω) is the fourier component of cα1 (t) defined by

cα1 (t) =

∫ ∞
−∞

dω

2π
cα1 (ω)e−iωt, (3.71)

for α→ in, out. With the input-output relation Eq. (3.66), we are able to discuss the performance

of the parametric amplifier, which includes its parametric gain, bandwidth and the noise squeezing.

3.3.3 Performance of a parametric amplifier

Parametric gain

The input-output relation Eq. (3.66) states that both inputs cin
1 (ω) and cin†

1 (−ω), which

represent signals with frequencies ω and −ω detuned from the pump frequency ωp, respectively,

contribute to the output signal at frequency ω detuned from ωp. In other words, a signal at

frequency ωp + ω sent to the parametric amplifier results in not only a direct output signal at

frequency ωp + ω, but also an image output at frequency ωp − ω. Now I define the direct power

gain of the amplifier as

GD(ω) = |gs(ω)|2 , (3.72)

and the intermodulation gain as

GI(ω) = |gi(ω)|2 . (3.73)

The parametric gains depend on both the pump power and the pump detuning, as illustrated in

Fig. 3.13, with a signal frequency ω = 0. The pump detuning for maximum gains with a specific

pump power shifts approximately linearly with increasing pump power.

Because of the intermodulation gain, the parametric amplifier is noiseless for a signal that

is a linear combination of Fourier frequencies symmetric around the pump. In other words, to be

amplified noiselessly, a signal needs to be all contained in a single quadrature. On the other hand,
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if an input signal is a single frequency tone at frequency ω, the amplifier has to add noise, where

the added noise originates from the input noise at frequency −ω.

Bandwidth

To discuss the bandwidth of the parametric amplifier, we first note that the direct gain and

the intermodulation gain are symmetric around the pump frequency. Thus,

GD(ω) = GD(−ω), (3.74)

GI(ω) = GI(−ω), (3.75)

which is illustrated in Fig. 3.14. Furthermore, from the expressions Eqs. (3.67)–(3.68), we see the

bandwidth of the parametric gains is set by λ+. Quantitatively, for the high-gain limit

GD(ω) ≈ GI(ω) = G(ω) =
4γ2

1 |V |
2

(ω2 + λ2
+)(ω2 + λ2

−)
≈ G(0)

1 + ( ω
Bω/2

)2
, (3.76)

where Bω = 2λ+ is the full width at half maximum (FWHM) of the amplification frequency

response. Furthermore, by using the critical parameters in Eq. (3.49), we show that the gain-

bandwidth product is constant: √
G(0)Bω =

4√
3
γ, (3.77)

which is a common property of many amplifiers.

Noise squeezing

Because of the creation of an image output, the parametric amplifier establishes correlations

between the ωp + ω and ωp − ω components of the output field. These correlations in the outputs

lead to the reduction of the input quadrature fluctuations with properly chosen quadrature phases.

This noise squeezing effect can be proved by the fact that the input-output relation Eq. (3.66)

satisfies the single-mode squeezing transformation Eq. (2.64):

|gs(ω)|2 − |gi(ω)|2 = 1, (3.78)

gs(ω)gi(−ω) = gs(−ω)gi(ω). (3.79)
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Figure 3.13: Direct gain and intermodulation gain. (a) The direct gain Gs and (b) the intermodula-
tion gain Gi versus the pump detuning frequency ∆ω and the normalized pump amplitude bin1 /b

in
1c.

For a specific pump amplitude, the pump detuning for maximum gain is approximately indicated
by the white dashed lines. Line cuts of (c) Gs and (d) Gi with bin1 = 0.5bin1c (blue), 0.6bin1c (cyan),
0.7bin1c (green), 0.8bin1c (yellow), 0.9bin1c (magenta), and bin1c (red).
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Figure 3.14: Bandwidth of direct gain and intermodulation gain. (a) The direct gain Gs and (b)
the intermodulation gain Gi versus the signal detuning ω−ωp for bin1 = 0.5bin1c (blue), 0.6bin1c (cyan),
0.7bin1c (green), 0.8bin1c (yellow), 0.9bin1c (magenta), and bin1c (red) with the pump detunings chosen as
the maximum-gain detuning.



58

To analyze the noise squeezing, I treat the input ĉin
1 (t) and output ĉout

1 (t) as quantum operators

that satisfy the bosonic commutation relations

[ĉα1 (t), ĉα1 (t′)] = [ĉα†1 (t), ĉα†1 (t′)] = 0, [ĉα1 (t), ĉα†1 (t′)] = δ(t− t′), (3.80)

for α→ in, out. The corresponding Fourier component operators defined by Eq. (3.71) satisfy the

commutation relations

[ĉα1 (ω), ĉα1 (ω′)] = [ĉα†1 (ω), ĉα†1 (ω′)] = 0, [ĉα1 (ω), ĉα†1 (ω′)] = 2πδ(ω − ω′), (3.81)

for α→ in, out. The inputs are considered to be either thermal or quantum noise, and the expec-

tation values of the input operators are characterized by

〈ĉin
1 (ω)〉 = 0, (3.82)

〈ĉin
1 (ω)ĉin

1 (ω′)〉 = 〈ĉin†
1 (ω)ĉin†

1 (ω′)〉 = 0, (3.83)

〈ĉin†
1 (ω)ĉin

1 (ω′)〉 =
1

e
~ω
kBT − 1

2πδ(ω − ω′), (3.84)

where T is the temperature of the input mode ĉin
1 .

To analyze the noise fluctuation of the input and output fields, the rotated quadrature opera-

tor Eq. (2.9) is generalized for multimode fields. In the pump rotating frame, the rotated quadrature

operator is defined as [45]

X̂θ(t) =
1√
2

(ĉ(t)e−iθ + ĉ†(t)eiθ), (3.85)

where θ is the quadrature phase. Transforming X̂θ(t) into the frequency domain, we have

X̂θ(ω) =
1√
2

(ĉ(ω)e−iθ + ĉ†(−ω)eiθ). (3.86)

I can then express the expectation value 〈X̂θ(t)
2〉 in terms of its spectral density SXθ,Xθ(ω) as

〈X̂θ(t)
2〉 =

∫ ∞
0

dω

2π
SXθ,Xθ(ω), (3.87)

where SXθ,Xθ(ω) can be calculated by the anticommutator

SXθ,Xθ(ω)2πδ(ω − ω′) =
1

2
〈{X̂θ(ω), X̂†θ(ω

′)}〉 . (3.88)
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With input conditions Eqs. (3.82)–(3.84), the input field has zero mean value

〈X̂in,θ(t)〉 = 0, (3.89)

and the input noise spectral density becomes

SXin,θ,Xin,θ
(ω) =

1

2
coth (

~ω
2kBT

). (3.90)

For the output field, by using Eq. (3.66), the mean value is apparently zero

〈X̂out,θ(t)〉 = 0, (3.91)

and the output spectral density is

SXout,θ,Xout,θ
(ω) = SXin,θ,Xin,θ

(ω)
1

2

|gs(ω)|2 + |gs(−ω)|2 + |gi(ω)|2 + |gi(−ω)|2

+2Re
[
e−2iθ (gs(ω)gi(−ω) + gs(−ω)gi(ω))

]
 (3.92)

= SXin,θ,Xin,θ
(ω)Gθ(ω), (3.93)

where Gθ(ω) is obtained by using Eq. (3.78)

Gθ(ω) = 2Gs(ω)− 1 + 2
√
Gs(ω)

√
Gs(ω)− 1 cos (2φ− 2θ) , (3.94)

with gs(ω)gi(−ω) =
√
Gs(ω)

√
Gs(ω)− 1e2iφ. The quadrature phase θamp at which the maximum

of Gθ(ω) occurs defines the amplified quadrature Xamp with quadrature gain Gamp, i.e.,

Gamp(ω) = 2Gs(ω)− 1 + 2
√
Gs(ω)

√
Gs(ω)− 1. (3.95)

The minimum of Gθ(ω) defines the squeezed quadrature Xsqu with quadrature phase θsqu = θamp +

π/2 and quadrature squeezing Gsqu, i.e.,

Gsqu(ω) = 2Gs(ω)− 1− 2
√
Gs(ω)

√
Gs(ω)− 1. (3.96)

The amplification and squeezing satisfy

Gamp(ω)Gsqu(ω) = 1, (3.97)
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which demonstrates that the parametric amplification process conserves the quadrature uncertainty

[Fig. 3.15(a)].

The degree of squeezing for signal frequency ω = 0 versus the pump power is shown in

Fig. 3.15(a), and the bandwidth of the squeezing near the critical point is illustrated in Fig. 3.15(b).

Both figures show that the quadrature noise can be arbitrarily squeezed for low-frequency signal

ω ≈ 0. However, practically, issues such as the pump power depletion, pump stabilities, and the

loss of the amplifier resonator, limit the maximum degree of squeezing. Moreover, the amplifier

saturation effects also prevent us from achieving arbitrarily high squeezing.
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Figure 3.15: Noise Squeezing. (a) The noise spectral density of the output squeezed quadrature
SXsqu,Xsqu for signal ω = 0 versus pump amplitude bin1 . The pump detunings are chosen as the
maximum gain detunings for each pump amplitude. Inset: the noise spectral densities of the
squeezed quadrature (blue) and the amplified quadrature (red) versus the direct power gain. The
products of the two noise spectral densities (dashed black) are constant, illustrating that the noise
is conserved. (b) The noise spectral density of the output squeezed quadrature with critical gain
versus signal frequencies.



Chapter 4

Design and testing of passive components

To fully exploit the power of microwave circuits, it is important to be able to combine and

split itinerant microwave fields. These tasks are accomplished using passive microwave components,

particularly directional couplers and hybrids, which act as beam splitters for microwave photons.

These components are microwave implementations of the linear optics elements discussed in Sec. 2.2.

They provide the ability to manipulate quantum states of itinerant microwave fields. For example,

a directional coupler can be used as a tool to shift a quantum state in its phase space, and a

two-mode squeezed vacuum state can be generated at the outputs of a hybrid with two single-mode

squeezed states as inputs. Although passive microwave components are routinely combined into

monolithic microwave integrated circuits [116, 117], they are only now beginning to appear in recent

microwave integrated quantum information processing circuits [82]. In order to be integrated with

our JPAs and used in quantum information applications, we design, fabricate, and test quadrature

hybrids and 20 dB directional couplers.

In the first part of this chapter, I introduce the designs of these two passive components,

starting with the basic operation principles. Next, I present the descriptions of the design principles

and the detailed design features that improve the performances. I also describe how we optimize

the designs by simulating their performances. In the second part of this chapter, I discuss how

we measure the fabricated components and calibrate the measurements to extract the intrinsic

performances of the devices. Finally, I present the calibrated measured performances of the two

passive components.
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4.1 Design and simulation of passive components

In this section, I introduce the designs of two passive microwave components, a quadrature

hybrid and a 20 dB directional coupler. These passive components are designed to be suitable

for integration with JPAs developed in our group and are built to meet the requirements for the

application of generating two-mode entanglement. As such, we design them using a coplanar

waveguide (CPW) architecture [118, 119] from superconducting niobium metals. They also must

have low loss and high isolation, but only need to be working in a 10% band around a specific

frequency between 6 and 7 GHz. In the following, I describe the design we use to achieve the

required performances, the simulations to optimize the designs, and the layer structures of the

devices.

4.1.1 Design of a quadrature hybrid

Essentially, a quadrature hybrid is a microwave equivalent of a 50:50 beam splitter. It can be

used as a tool to combine the two input itinerant microwave states and create correlation between

the two output states. With nonclassical input states, such as squeezed states, the two outputs

will be in a two-mode entangled state. Its operation is illustrated by Fig. 4.1(a), which is also

the symbol we use for a quadrature hybrid. Power injected to port 1 (the input port) is evenly

transmitted to port 2 (the through port) and port 3 (the coupled port) with a 90◦ phase difference

between the two output ports (It is this phase difference that makes a hybrid a quadrature hybrid.).

Ideally, no power is transmitted to port 4 (the isolation port). Thus an ideal quadrature hybrid is

a 4-port network with a S-matrix [120]:

[S] = −1√
2



0 j 1 0

j 0 0 1

1 0 0 j

0 1 j 0


.
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A specific element of an S-matrix is defined as

Sij =
V −i
V +
j

∣∣∣∣∣
V +
k =0 for k 6=j

, (4.1)

where V +
j is the amplitude of the voltage wave incident on port j, and V −i is the amplitude of the

voltage wave coming out of port i.

The quadrature hybrid is implemented with a structure known as a branch-line coupler

[120, 118]. It consists of two through lines with characteristic impedance Z0√
2

connected by two

branch lines with characteristic impedance Z0, where Z0 = 50 Ω is the characteristic impedance of

the transmission lines used in our microwave system. Thus, the initial dimensions of the hybrids

are chosen such that the impedances of the through lines and the branch lines are 35 Ω and 50 Ω,

respectively. This configuration achieves 3 dB coupling and can be matched a 50 Ω transmission

line [Fig. 4.1(c)]. Moreover, both the branch and through lines are a quarter wavelength long at

7 GHz, making the center frequency of the hybrid approximately 7 GHz.

Although CPW transmission lines are commonly used in making superconducting qubits or

JPAs, they are not ideal geometries for passive components. In particular, when using CPW lines

to create a branch line coupler, one creates a floating metal square, which should be grounded. In

order to ground the center square, we short the two ground planes, using bridges made in a second

metal layer, at 4 T-junctions of the designed hybrid. These bridges also suppress the slotline modes

of CPW lines [Fig. 4.1(e)].

4.1.2 Design of a 20 dB directional coupler

A directional coupler is an asymmetric beam splitter. We use it to add a coherent amplitude

to a quantum state. This process displaces the state in its phase space. In our experiments, we

often use a directional coupler to remove the displacement of the displaced squeezed state gener-

ated by a JPA. It is also the device through which we introduce the intense pump to a JPA. With

reference to Fig. 4.1(b), the operation of a directional coupler is as follows: a small amount of input

power injected through port 1 (the input port) is coupled to port 3 (the coupled port) with a power
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coupling factor β2, while the remainder of the input power is delivered to port 2 (the through port)

with a power transmitting factor α2 = 1− β2. No power is delivered to port 4 (the isolation port)

for an ideal directional coupler. The S-matrix of this 4-port device is [120]:

[S] =



0 α jβ 0

α 0 0 jβ

jβ 0 0 α

0 jβ α 0


.

The directional coupler is realized by coupling a pair of CPW transmission lines and is referred

as a coupled-line directional coupler [120, 118]. The physical layout of a coupled-line directional

coupler using CPW architecture is shown in Fig. 4.1(d). Generally, this CPW structure supports

two normal modes: the even and the odd mode. The design equations for the required even-mode

impedance Z0e and odd-mode impedance Z0o are:

Z0e = Z0

√
1 + β

1− β
, (4.2)

Z0o = Z0

√
1− β
1 + β

. (4.3)

According to these equations, to design a 20 dB directional coupler (β2 = 0.01) matched to a

Z0 = 50 Ω, the initial dimensions of the coupled-line CPW are chosen such that Z0e = 55 Ω and

Z0o = 45 Ω. The chosen dimensions also result in a difference between the even-mode and odd-

mode phase velocities of less than 1%, which is a requirement to achieve good directivity. Similar

to the hybrid, the coupler is a quarter wavelength long at 7 GHz.

To improve the performance of the designed directional coupler using CPW, we add two

more design features. Bridges designed to short the two ground planes of the CPWs are placed at

CPW 90◦ bends to suppress the parasitic slot line mode. Furthermore, the narrowed CPW center

conductors are used to compensate the parasitic capacitance added by the bridges and the 90◦ bend

reactance [Fig. 4.1(f)] [121].
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Figure 4.1: Passive components. (a) The symbol we use to represent a quadrature hybrid with port
definitions. (b) The symbol we use to represent a 20 dB directional coupler with port definitions.
(c) Physical layout of the quadrature hybrid. The blue areas represent superconducting metal,
and the white areas indicate the regions where the metal is removed exposing insulating substrate.
These diagrams are not to scale; the indicated dimensions are S1 = 14 µm, W1 = 8 µm, S2 = 23 µm,
W2 = 3.5 µm, and L = 4150 µm. (d) Physical layout of the directional coupler with the following
indicated dimensions: D = 200 µm, S = 65 µm, W = 15 µm, G = 40 µm, and L = 4150 µm.
(e) Photograph of the quadrature hybrid. The inset shows bridges and ground plane meshes to
suppress the motion of the trapped magnetic flux. In the inset, the lighter material is niobium, and
the darker material is the insulating substrate. (f) Photograph of the 20 dB directional coupler.
The inset shows similar bridges and ground plane meshes, as well as the narrowed center conductor
at the corners. In (e) and (f) the red lines indicate the reference planes for the two devices of the
calibration procedure.
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4.1.3 Simulation and fabrication

We optimize the designs of the hybrid and coupler by simulating their performances using

AWRs Microwave Office software. We then make fine adjustments to the layout dimensions to

compensate for the effects of the T-junctions in the quadrature hybrid and the 90◦ bends in the

directional coupler. The optimization procedure is repeated until the simulations indicate that the

desired performance has been achieved. For the directional coupler, we can simulate and optimize

its entire structure. In contrast, the quadrature hybrid is too complex to simulate the entire

structure at once because of the small features of the bridges compared to the whole structure. To

overcome this problem, the hybrid is divided into eight parts: 4 T-junction elements, 2 through-line

elements, and 2 branch-line elements. After simulating each element separately, these elements are

combined and simulated as a microwave network.

The simulated performances for the final designs of the two passive components are shown

in Fig. 4.3(a,b). To characterize the performance of the two passive components, we define: re-

turn loss = −20 log |S11|, through transmission = −20 log |S21|, coupling = −20 log |S31|, isolation

= −20 log |S41|, and directivity = 20 log |S31|
|S41| . For the hybrid, the designed through transmission

and coupling are both 3± 0.3 dB in a 700 MHz band around 7 GHz. The return loss and isolation

both are better than 20 dB in the same band. For the directional coupler, the designed coupling is

20± 1 dB with both return loss and isolation better than 40 dB from 6 to 8 GHz.

Because the passive components are intended to be integrated with our JPAs, our test devices

are fabricated with the same niobium process [122] as is used to fabricate JPAs. The circuit pattern

layer is a 200 nm thick niobium film deposited onto a high-resistivity silicon wafer (resistivity

> 17 kΩ·cm) with 20 nm of SiO2 thermally grown on its surface. A 350 nm thick SiO2 layer

is then deposited and etched to form the insulation layer between the circuit layer and a wiring

layer of 300 nm thick niobium. Bridges are patterned into the wiring layer, where niobium vias

through the insulation layer connect the circuit layer and wiring layer. For reliable contact between

the microwave probes and test devices, a gold layer is deposited on the niobium circuit layer in
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the region that forms the probe pads. In addition to the test devices, we also fabricate the TRL

calibration standards and a high Q half-wavelength CPW resonator on the same test chip. The high

Q resonator is designed for diagnosing the losses of the materials. Including all of these elements,

the size of the test chip is 1.5 cm × 1.9 cm, which still fits the probing range of the probe station

we use.

4.2 Testing and calibration of passive components

A general problem for measuring microwave networks is how to extract intrinsic performances

of the devices from the effect of the instruments and cables used to test the devices. The procedure

for de-embedding the behavior of the measured device from its testing apparatus is called calibra-

tion. In this section, I describe the apparatus we use to test the fabricated devices and how we

perform the calibration procedure. Finally, I report the calibrated performance of the two passive

components.

4.2.1 TRL Calibration

We use a procedure called Thru-Reflect-Line (TRL) calibration [123, 120] to characterize the

effects of the measurement apparatus. The common Short-Open-Load-Through (SOLT) calibration

method for coaxial transmission lines is difficult to apply in CPW structures because it requires

three lumped elements that usually are difficult to fabricate with accurate impedances. Instead,

the TRL technique can be used to calibrate devices fabricated in CPW architecture with three

simple connections: the Thru, the Reflect, and the Line. The TRL method does not rely on the

accuracy of known loads, but uses these three connections to extract the intrinsic performances of

the devices under test.

In order to implement the TRL calibration, we co-fabricate sets of TRL calibration standards

with the passive components on the same chip. The calibration standards comprise three elements

(Fig. 4.4): a section of transmission line providing the Thru element, a short circuit providing the

Reflect element, and a longer section of transmission line, which is a quarter wavelength longer
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(a)

(b)

(c)

(d)

Figure 4.2: Simulation layouts of the passive components. The simulation of the quadrature hybrid
is divided into three building blocks: (a) a T-junction, (b) a 35 Ω transmission line, and (c) a 50 Ω
transmission line. (d) Simulation layout of a 20 dB direction coupler.
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Figure 4.3: Simulated and measured performance of passive components. The magnitude of the
simulated S-parameters of (a) the quadrature hybrid and (b) the 20 dB directional coupler showing
the fraction of the input power that exits the following: through port (blue solid line), coupled port
(red dashed line), isolated port (magenta dash-dot line), and input port (green dotted line). The
magnitude of the measured S-parameters of (c) the quadrature hybrid and (d) the 20 dB directional
coupler through transmission (blue cross), coupling (red circle), isolation (magenta diamond), and
reflection (green square). The measurements shown here are calibrated by measuring the on-chip
TRL calibration standards.
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than the Thru, providing the Line element. After measuring the uncalibrated performance of a

passive component and the TRL elements, and then applying the calibration algorithm, we can

extract the microwave performance of the structure that lies between two so-called reference planes,

as shown in Fig. 4.1(e,f). In TRL calibration, the reference plane is defined by the symmetry plane

of the Thru. In order to improve the quality of calibration, alignment marks are patterned into the

probe-pads so that probes can be positioned on the pads reproducibly. Because our custom TRL

standards are fabricated with the same probe-pads and tapered CPWs as the passive components,

the effects of probe-to-CPW transition can be removed, allowing us to extract the true microwave

performance of the passive components between the two reference planes.

(a)

(b)

(c)

600 μm

Figure 4.4: The custom TRL calibration standards for the quadrature hybrid. (a) Thru standard.
(b) Reflect standard: two identical CPW short circuits. (c) Line standard. The lighter material is
niobium, and the darker material is the insulating substrate. The yellow regions at the two ends
are gold patterned into probe pads with alignment marks. A similar set of TRL standards but with
different CPW dimensions was fabricated for the coupler (not shown).

4.2.2 Measurement apparatus and scheme

I measure the microwave performances of the passive components with a cryogenic microwave

probe station system (Desert Cryogenics TT-Prober System), which can reach 4 K temperature

allowing the study of niobium passive components in their superconducting state [Fig. 4.5(a,b)]. In

order to calibrate the passive components with high accuracy, a cryogenic microwave probe station
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is essential. The station has four straight arms connected to four microwave cryogenic probes.

These microwave probes [Picoprobe P-10-5325-4 (straight probe) and Picoprobe P-10-5325-B (90◦-

probe)] are GSG (Ground-Signal-Ground) probes, which naturally launch CPW modes [Fig. 4.5(c)].

Because the four probe arms are 90◦ apart from one another, two 90◦ probes and two straight

probes are used to match the distribution of ports on the device (two ports on one side and two

ports on the opposite side). Microwave probes contacting the probe pads provide a high-quality,

reproducible connection between the network analyser cables and the test devices. The quality

and reproducibility of this contact is critical because the calibration procedure assumes that the

contact made to the TRL standards is identical to the contact made to the passive components.

Unfortunately, using 90◦ probes decreases the calibration accuracy because of the poor planarity

adjustment of probe tips that have a 90◦ bend.

Measurements are made by connecting a two-port vector network analyzer (Agilent N5230A

PNA-L) to two of the four ports of a component via a pair of calibrated microwave probes. The

remaining two ports are contacted by probes that are terminated in 50 Ω resistors. The network

analyser is then used to measure the S-parameters of the two connected ports. This procedure is

repeated for all possible pairs of probes. In this manner, the full 4× 4 S-matrix is determined. An

important limitation of this measurement scheme arises because pairs of probes on the same side of

a device can not be calibrated as the TRL standards themselves have probe pads on opposite sides.

To calibrate probes on the same side, we calibrate one of the probes by using the calibration of the

same type of probe on the opposite side. In addition, this procedure assumes that the unmeasured

ports are in fact terminated in exactly 50 Ω.

4.2.3 Calibrated performance

By applying the TRL calibration algorithm, we are able to calculate the S-parameters of

the measurement apparatus and use them to calculate the calibrated performances of the passive

components. The calibrated measurements of the quadrature hybrid are shown in Fig. 4.3(c),

indicating the isolation > 20 dB in a 700 MHz band and the return loss > 20 dB in a 550 MHz
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(a) (b)

(c)

Figure 4.5: (a) Photograph of cryogenic microwave probe station system used to measured the test
chip. (b) View from the top window on the vacuum chamber of the probe station. The test chip is
indium soldered to the cold plate of the station. (c) A GSG probe is landing on the probe pads of
one test device.
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band around 6.5 GHz. The through transmission and coupling are 3.1 dB and 3.3 dB at 6.5 GHz,

respectively. Strikingly, the observed hybrid center frequency is 500 MHz below the design value.

This center frequency shift is likely caused by a poorly modeled reactance at the T-junctions in

the CPW structures. This poorly modeled reactance may arise from dividing the entire hybrid

structure into smaller parts for simulation.

The calibrated measurements of the directional coupler are shown in Fig. 4.3(d). The coupling

is around 19 dB in a 2 GHz band around 6 GHz. The isolation is 40 dB (which means the directivity

is 21 dB), and the return loss is 30 dB in the same band except around 7.3 GHz. There is a weak

resonant feature around 7.3 GHz, whose origin is unknown. We believe that this is a real resonance

in the physical geometry of the coupler, not a flaw in the calibration.

The period of the oscillations in the return loss (400 MHz) is too small to be caused by

reflections on the chip. Rather they almost certainly result from a small standing wave component

in the measurement cables that is not perfectly calibrated away. The observed return loss of

30 dB for both the hybrid and the coupler is consistent with the specified 30 dB return loss of

the microwave probes used to terminate the two unmeasured ports. Measurements from both

components show insertion loss [defined as: −20 log(|S21| + |S31|)] 0.3 dB. We believe that the

0.2 dB insertion loss that we do observe is not a consequence of power absorbed in the dielectric

or conductors because the intrinsic loss of the cofabricated resonator yields a Q > 10, 000. Losses

might arise from coupling of the CPW modes to other modes, (including to free space modes),

especially at the elbow structures.

The intrinsic performances of these components are within the design goals for the application

of entanglement generation. Both devices are appropriate for being integrated with JPAs whose

center frequency can by widely tuned. Furthermore, they may be well suited for use in other

experiments that study the quantum optics of microwave circuits.



Chapter 5

Designs of tunable Kerr circuits

A tunable Kerr circuit (TKC) is the critical element of a Josephson parametric amplifier

(JPA). It is a nonlinear resonant circuit where the nonlinearity is provided by an embedded array of

superconducting quantum interference devices (SQUIDs). The SQUID array behaves as a nonlinear

inductor where the inductance is proportional to the intensity rather than the amplitude of the

current flowing through it. In analogy with an optical Kerr medium, this nonlinear effect is referred

as a Kerr nonlinearity. Furthermore, because the effective inductance of a SQUID is a function

of the magnetic flux threading it (Eq. 3.13), we can tune the resonant frequency of the circuit by

applying a magnetic field to the SQUID loops, which greatly improves the usefulness of the JPA.

In the experiment of two-mode entanglement, two versions of TKCs are used to form JPAs.

The transmission line resonator is integrated with passive components into a entangler chip to gen-

erate the entangled states. The lumped-element LC resonator is used in building the measurement

apparatus to verify the entangled states. The LC resonator is much smaller in size as compared to

the transmission line resonator.

Here, I describe the designs of both TKCs. I begin with a review of transmission line theory

and a discussion of microwave resonators. Following that I present the designs of the nonlinear

resonators built by incorporating SQUID arrays into the resonators. Finally, I discuss the designs

of on-chip DC bias lines through which we can inject bias currents to tune the resonance frequencies

of the nonlinear resonators.
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5.1 Microwave environment

In the microwave regime, the electromagnetic fields are carried by transmission lines rather

than ordinary conducting cables for low-frequency currents. Because the cable length is a significant

fraction of the wavelength of the transmitted signal, the wave nature of the electromagnetic signals

become important and the transmission line theory is necessary.

A transmission line is a specially designed structure, which usually consists of two conductors,

to guide the electromagnetic waves. Moreover, by having two discontinuities separated by a length

on a transmission line, we can construct an electrical resonant circuit analogous to a Fabry-Pérot

cavity built with two mirrors in optics.

In this section, I review the basic theory of transmission lines and introduce the figures for

characterizing a transmission line. I then discuss the useful expressions for the design of transmission

line resonators.

5.1.1 Transmission line theory

At microwave frequencies, the physical size of the electronic components is comparable to

the electrical wavelength. DC circuit theory is no longer valid for analyzing a microwave network.

Both the magnitude and the phase of the voltage and current waves can vary over the length of a

transmission line. Generally, the voltage and current waves traveling on a transmission line can be

expressed as

V (x) = V +
o e−γx + V −o eγx, (5.1)

I(x) = I+
o e−γx + I−o eγx, (5.2)

where V +
o (I+

o ) and V −o (I−o ) are the amplitudes of the voltage (current) waves propagating in the

+x and −x directions, respectively, and γ is the complex propagation constant [Fig. 5.1(a)]. A

transmission line is modeled as a distributed-parameter network [120], as shown in [Fig. 5.1(b)].

The analysis of this transmission line model for time-harmonic signals gives us the wave equations
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thatsupport the voltage [Eq. (5.1)] and the current waves [Eq. (5.2)], i.e.,

∂2V (x)

∂x2
− γ2V (x) = 0, (5.3)

∂2I(x)

∂x2
− γ2I(x) = 0. (5.4)

The complex propagation constant γ can then be expressed in terms of the circuit parameters as

γ = α+ jβ =
√

(R+ jωL)(G+ jωC), (5.5)

where R,L,G,C are the series resistance, the series inductance, the shunt conductance, and the

shunt capacitance per unit length of the transmission line. The voltage and the current are related

by the characteristic impedance Z0 of the transmission line as

Z0 =
V +
o

I+
o

=
−V −o
I−o

, (5.6)

where the impedance Z0 is calculated by

Z0 =

√
R+ jωL

G+ jωC
. (5.7)

We can also calculate the wavelength λ and the phase velocity vp of the waves traveling on the

transmission line

λ = 2π
β , (5.8)

vp = ω
β . (5.9)

Usually, a transmission is used to transmit electric waves to a load. Considering that we

terminate a transmission line with an arbitrary load impedance ZL at x = 0, as shown in Fig. 5.1(c),

the amplitudes of the transmitted V +
o and reflected V −o waves can then be related via the voltage

reflection coefficient Γ at the load end:

Γ =
V −o
V +
o

=
ZL − Z0

ZL + Z0
. (5.10)

The input impedance of this terminated transmission line is calculated as

Zin(l) = Z0
1 + Γe−2γl

1− Γe−2γl
, (5.11)
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or expressed in terms of the load impedance

Zin(l) = Z0
ZL + Z0 tanh γl

Z0 + ZL tanh γl
. (5.12)

If the transmission line is lossless, the input impedance can be rewritten as

Zin(l) = Z0
ZL + jZ0 tanβl

Z0 + jZL tanβl
. (5.13)

With these expressions , I can explain how we build microwave resonant circuits with terminated

transmission lines.

5.1.2 Microwave resonant circuits

A electromagnetic resonator is a device can store energy when it is on resonance. The stored

energy oscillates between the electric and the magnetic energy with the resonance frequency. To

make a JPA, I design the resonant circuits to enhance the nonlinear parametric process. I start my

discussion of our microwave resonator with its lumped-element model, as shown in Fig. 5.2(a). It

is a parallel RLC resonant circuit. The total impedance of the parallel RLC circuit is

Zin = (
1

jωL0
+ jωC0)−1, (5.14)

and the resonant frequency ω0 is

ω0 =
1√
L0C0

. (5.15)

When ω ≈ ω0, the impedance is approximated as

Zin ≈
1

j2C0(ω − ω0)
. (5.16)

This near-resonance impedance expression is useful for mapping a distributed-element resonator to

a lumped-element one.

We couple the resonant circuit to a voltage generator via the coupling capacitor, Cc, shown

in Fig. 5.2(a). To analyze the whole circuit model, I consider the input impedance of the coupled

parallel RLC circuit

Zin = Rg +
1

jωCc
+ (

1

R0
+

1

jωL0
+ jωC0)−1. (5.17)
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+
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Figure 5.1: Transmission line model. (a) Definitions of voltage and current on a transmission line,
which is characterized by its characteristic impedance Z0 and complex propagation constant γ. (b)
The distributed model of a unit-length transmission line consisting of the series resistance R, the
series inductance L, the shunt conductance G, and the shunt capacitance C per unit length. (c)
The transmission line of length l is terminated with a load impedance ZL, which determines the
voltage reflection coefficient Γ.
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The resonance occurs when Im(Zin) = 0, which results in the resonance frequency of the coupled

resonator ωres, i.e.,

ωres ≈
1√

L0(C0 + Cc)
, (5.18)

for a low internal loss resonator (R0 →∞). The resonance frequency ωres shows that the coupling

capacitor has the effect of lowering the resonance frequency.

When discussing a resonator, we usually define a quality factor Q as

Q = ωresτ1/e = ωres
Energy stored

energy loss per second
, (5.19)

where τ1/e is the time for the stored energy to decay to 1/e of its initial value. Physically, the

quality factor represents how many oscillations a cavity field can perform before it dies out. In

other words, the Q factor indicates the rate of energy loss relative to the stored energy of the

resonator. The mechanisms of the energy dissipation can be categorized into the external and

the internal loss. Thus, the total Q of the resonator can be separated into Qext and Qint, which

correspond to energy decay in the resonator due to the energy coupled to the external environment

and due to the internal loss of the resonator, i.e.,

1

Q
=

1

Qext
+

1

Qint
, (5.20)

respectively. I calculate the Qext and Qint of the coupled parallel RLC circuit by using circuit

theory and obtain

Qint = R0
ωresL0

= ωresR0(Cc + C0), (5.21)

Qext ≈ C0+Cc
ωresRgC2

c
. (5.22)

The resonator is classified into three regimes based on the relations between its Qext and Qint. If

Qext > Qint, the resonator is said to be undercoupled. If Qext < Qint, the resonator is overcoupled.

If Qext = Qint, the resonator is critically coupled.

We implement the resonant circuit with a section of transmission line terminated in an

inductor Lt, as shown in Fig. 5.2(b). The length l of the transmission line is a quarter wavelength
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(b)

l = λ1/4/4 x = 0x = -l

Z0, β
Lt

Cc

Z0, β

resonator

(a)

L0R0 C0

CcRg

resonator

Figure 5.2: Models of the microwave resonators. (a) A lumped-element parallel RLC resonance
circuit is coupled to a generator via a coupling capacitor Cc. (b) A distributed-element resonator is
formed by a transmission line of length l terminated with a inductor Lt. It is coupled to a feedline
via a coupling capacitor Cc.



81

at frequency ω1/4. Assume that the transmission line is lossless, the input impedance of this

terminated transmission line can be calculated by using Eq. (5.13):

Zin(ω) = Z0
jωLt + jZ0 tanβl

Z0 − ωLt tanβl
=

Z0

j( bl−cotβl
bl cotβl+1)

, (5.23)

where bl = ωLt/Z0 is the normalized reactance of the terminated inductor. The resonance occurs

when Im(Zin)→∞, which yields the following resonance condition

cotβl = bl. (5.24)

Generally, this transcendental equation needs to be solved numerically or graphically, as illustrated

in Fig. 5.3. However, for the case of small terminated inductance (bl � 1), we can approximately

solve it by using cotβl ≈ −∆ω
√
LCl, where ∆ω = ω − ω1/4. I then derive the approximate

resonance frequency

ω0 ≈
ω1/4

1 + Lt
Ll

. (5.25)

A useful technique for designing a distributed-element resonator is to map its near resonance

behavior to a lumped-element circuit. To do that, I expand the denominator of Zin(ω) around the

resonance frequency ω0, i.e.,

Zin(ω) ≈ Z0

jπ(ω − ω0)/(2ω0)
. (5.26)

The expression of the impedance is in the same form as Eq. (5.16). Thus I can then map the

terminated transmission line to a parallel RLC circuit with the following circuit parameters

C0 = π
4ω0Z0

, (5.27)

L0 = 1
ω2

0C0
. (5.28)

I then consider the effect of coupling the terminated transmission line to a feedline via a

coupling capacitor Cc. The total input impedance is

Zin = − j

ωCc
+ Z0

jωLt + jZ0 tanβl

Z0 − ωLt tanβl
= (− 1

bc
+
bl cotβl + 1

cotβl − bl
)Z0j, (5.29)
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where bc = ωCcZ0 is the normalized susceptance of the coupling capacitor. Similarly, the resonance

occurs on Im(Zin) = 0, which yields the resonance condition

cotβl =
bl + bc
1− blbc

. (5.30)

The graphic solution of this transcendental equation is shown in Fig. 5.3. For the situation with

small terminated inductance (bl � 1) and small coupling capacitance (bc � 1), I derive the

approximated resonance frequency by again using cotβl ≈ −∆ω
√
LCl. Thus

ωres ≈
ω1/4

1 + Lt
Ll + Cc

Cl

. (5.31)

I also use the technique of mapping the transmission line resonator to a lumped-element circuit to

estimate its properties. After obtaining the circuit parameters of the lumped-element model via

Eqs. (5.27)–(5.28), I calculate the resonance frequency ωres and Qext of the coupled transmission

line resonator with Eq. (5.18) and Eq. (5.22), respectively.

6 8 10 124
0

0.5

1

1.5

Frequency (GHz)

y

f0fres

Figure 5.3: Resonance conditions. The resonance solutions f0 = 6.93 GHz for Eq. (5.24) and
fres = 6.62 GHz for Eq. (5.24) are graphically solved by the intersections. The circuit parameters
used in this example are: Z0 = 50, vp = 2 · 108 m/s, Lt = 0.9 nH, Cc = 30 fF, and the length l is a
quarter wavelength at ω1/4 = 2π · 12 GHz.

The key difference between a lumped-element circuit and a transmission line resonator is
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that the field amplitudes inside the transmission line cavity are distributed over the length of the

resonator. The voltage and the current profile within the resonator can be calculated by using the

transmission line theory [120]:

V (x) = Vin
SC21e−jβl

1−SC22ΓLe−2jβl (e
−jβx + ΓLejβx), (5.32)

I(x) = Iin
SC21e−jβl

1−SC22ΓLe−2jβl (e
−jβx − ΓLejβx), (5.33)

where Vin and Iin are the amplitudes of the incoming voltage and current wave impinging on the

resonator, and ΓL is the reflection coefficient of the terminated inductor. These field profiles are

plotted in Fig. 5.4. I also derive the reflection coefficient of the coupled transmission line resonator

Γres:

Γres = SC11 +
SC21S

C
12ΓLe−2jβl

1− SC22ΓLe−2jβl
. (5.34)

In the above expressions, SC11, SC21, SC12, and SC22 are the elements of the S-matrix for the coupling

capacitor Cc.
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Figure 5.4: Profiles of the resonant field. The (a) voltage and (b) current profile within the
transmission line resonator on its resonance. The circuit parameters used for the red curves are
the same values as used in Fig. 5.3. The blue curves are profiles with Lt = 0, and the green curves
are the cosine approximations [V (x) = sin (−π

2
x
l ) and I(x) = cos (π2

x
l )]. These profiles show that

the end voltage is significant rather than a node due to the terminated inductor.
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5.2 Design of TKC

A tunable nonlinear resonant circuit is built by embedding a SQUID array into a microwave

resonator, as discussed in Sec. 3.2.2. The Kerr nonlinearity of this SQUID resonator can be calcu-

lated by using Eq. 3.34. Moreover, because the critical current of each SQUID is a function of the

magnetic flux threading through its SQUID loop [Eq. (3.11)], the effective inductance, and hence

the resonance frequency, can be tuned by applying an external magnetic flux.

We design the SQUID array to achieve a resonant circuit with high dynamic range. Generally,

we would like to increase the critical current of the SQUIDs in order to amplify larger signals, while

maintaining the validity of the expansion used in the analysis of the nonlinear circuit. However, as

discussed in Sec. 3.1.2, the critical current can not be so large that the SQUIDs enter the region

of trapped flux Ic > Φ0/πLg. Practically, the geometrical inductance Lg is limited by the smallest

features that can be fabricated using optical lithography and planar circuits. We can not build a

resonant circuit with a single such SQUID. The inductive impedance of the SQUID at our operating

frequency would be much less than the smallest capacitive impedance that we could make using

an interdigital finger capacitor. Consequently we use a series array of SQUIDs to increase the

inductive impedance. By using an array rather than a single SQUID we also decrease the Kerr

constant and therefore increase the pump power required to operate the JPA. This increased pump

power improves the dynamic range of the JPA because an amplified signal will be a proportionally

smaller fraction of the pump power.

A microscope image of the SQUID array is shown in Fig. 5.5(d). It consists of 20 SQUIDs

in series. The expected critical current Ic of the Josephson junction in each SQUID is 6 µA. Thus

the SQUID array is expected to have an effective inductance of Ls ≈ 0.6 nH when the external

flux is zero. The geometry inductance of the array is Lg ≈ 0.3 nH from the simulation. The total

inductance is then LT = Lg + Ls ≈ 0.9 nH.

With these considerations in mind, I describe the two types of TKCs: a transmission line

resonator and a lumped-element circuit. I also designed the on-chip flux bias lines that allow us to
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inject DC current for applying the magnetic flux to the SQUID loops.

5.2.1 Design of the distributed TKCs

The first TKC design I present is a distributed microwave resonator. A microscope image

of the this TKC is shown in Fig. 5.5. It is composed of a CPW transmission line connected to

ground through a SQUID array [Fig. 5.5(d)] at one end and coupled to the CPW feedline through

an interdigitated capacitor [Fig. 5.5(b)] at the other end. The length of the line is chosen such

that the resonance frequency ω1 ≈ 6.5 GHz with zero flux bias. One feature of the design is that

the width of the center conductor of the CPW transmission line is not uniform [Fig. 5.5(c)]. It is

designed that the impedances are 50 Ω, 65 Ω, and 50 Ω along the transmission line. The impedance

mismatch of the middle section makes the next resonance ω2 6= 3ω1 to avoid energy coupling to a

higher resonance mode that causes loss.

The designed resonator is extremely overcoupled; the intrinsic loss is negligible compared

to the coupling energy. Generally, the intrinsic loss of the resonator includes radiative loss, resis-

tive loss, and dielectric loss. The radiative loss for this type of cavity has been shown to yield

Qint ≈ 106 in Ref. [124]. The resistive loss should be negligible because the resonator is made of

superconducting niobium metal. To reduce the dielectric loss, we use a high-resistivity silicon wafer

(resistivity > 17 kΩ·cm) as a substrate material. However, the major source of dielectric loss is

the silicon dioxide isolation layer used in the Josephson junction structure. For the current design,

because the number of SQUIDs are greatly reduced by only placing them at the grounded end of

the resonator, we expect the dielectric loss should be much less than the previous metamaterial

version of the TKC [125].

Although the number of SQUIDs is much less in this design, we can still have high parametric

gain. The maximum of the current density is at the grounded end of the resonator, as shown in

Fig. 5.4(b). In contrast to the design having SQUIDs distributed all over the center conductor, we

only remove the SQUIDs that contribute little to the parametric gain.

For designing the amount of nonlinearity within the TKC, a useful figure is the participation



86
(a)

(b)

(c)

(d)

(e)

3720 μm

50 μm Cc

142 μm

10 μmLa

500 μm

Z0 Z1 Z0

Rf

Rf

Lf

Lf

730 μm

430 μm

Figure 5.5: Images of the distributed TKC. (a) A microscope image of the distributed TKC. Various
features are zoomed-in in (b)–(e). (b) The interdigitated capacitor serves as the coupling capacitor
of the resonator with designed value Cc = 30 fF. (c) A section of CPW transmission line with
impedance Z1 = 65 ω is inserted in the resonator to avoid coupling to the next higher resonance
mode. (d) The SQUID array embedded in the resonator provides the tunability of resonance
frequency and the nonlinearity for parametric gain. (e) The DC flux bias line. It is symmetric
around the SQUID array. The inline filter is composed of two spiral inductors with Lf = 3.8 nH
and two shunt resistors with Rf = 100 Ω. The mutual inductance between the flux line and each
SQUID loop is M = 4 pH, and the effective capacitance between the flux line and the SQUID
array is Ceff = 9 fF. The ground planes are meshed with square holes for immobilizing the potential
trapped flux near the SQUID array to suppress the flux noise.
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ratio p [126] defined as

p =
Es

Es + Eg
, (5.35)

where Es is the inductive energy stored in the effective inductance of the SQUID array, and Eg is

the stored energy in the geometrical inductance. For our transmission line TKCs, the participation

ratio can be calculated as

p =
Es

Es + Eg
=

1
2LsI(0)2

1
2LsI(0)2 + (1

2

∫ 0
−lLI(x)2 dx+ 1

2LgI(0)2)
, (5.36)

where I use Eq. (5.33) for the integration term. The participation ratio of the distributed TKC

is designed to be p ≈ 30%. With the coupling quality factor Q ≈ 200, we fulfill the requirement

pQ � 1 [125], which makes I/Ic a small parameter and validates the expansion of the nonlinear

inductance Eq. (3.32).

5.2.2 Design of the lumped TKCs

The second TKC we made is a lumped-element resonant circuit. The physical sizes of ba-

sic circuit elements, such as capacitors and inductors, can be fabricated as a small fraction of

the wavlength. Typically, the dimensions of these passive elements can be only as few tens of

micrometers, which is approximately a few thousandths of the wavelength.

For future applications requiring JPAs with wider operating bandwidth, in addition to the

usual coupling Q ≈ 200 TKC, we also design another TKC with Q ≈ 50. The microscope images

of these two lumped TKCs are shown in Fig. 5.6. They are simply parallel LC circuits, where a

significant amount of the inductance is provided by the SQUID array. The participation ratio for

the lumped TKC can be straightforwardly calculated by the ratio of the SQUID array inductance

Ls to the total inductance LT = Ls + Lg as

p =
Es

Es + Eg
=

Ls
Ls + Lg

. (5.37)

For the Q ≈ 200 TKC, we keep the pQ product the same as the distributed TKC. Thus, its

participation ratio is p ≈ 30%. For the Q ≈ 200, the participation ratio is increased to p ≈ 60%.
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Figure 5.6: Images of the lumped TKCs. (a) The high Q (Q ≈ 200) version of TKCs. The circuit
parameters are: Cc = 24 fF, Cr = 0.24 pF, Lr = 1 nH, and LT = Ls + Lg = 0.6 + 0.4 = 1 nH,
where Ls and Lg are the effective inductance and the geometrical inductance of the SQUID array,
respectively. The participation ratio is then p = 30%. (b) The low Q (Q ≈ 50) version of TKCs.
The circuit parameters are: Cc = 75 fF, Cr = 0.47 fF, and p ≈ 60%. Both the SQUID arrays and
the flux bias lines are the same design as in the distributed TKC.
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Both the distributed and lumped TKC devices are fabricated at NIST Boulder using a stan-

dard Nb/AlOx/Nb trilayer process [122] modified by eliminating the shunt resistor layer and min-

imizing deposited oxides [127].

5.2.3 Design of the on-chip flux bias line

Because the TKCs utilize a resonant cavity to enhance the nonlinearity process for parametric

gain, our JPAs operate only in a relatively narrow band around the resonance frequency of the

TKC. To improve the usefulness of JPAs, we exploit the magnetic-flux-dependent inductance of the

SQUID array. By applying magnetic flux to the SQUID array, we can tune the value of the SQUID

inductance and therefore the resonance frequency of the TKC. In our previous demonstrations of

operating JPAs, we use a superconducting magnetic coil to supply the magnetic flux. One advantage

of using a coil is that its large self inductance suppresses the high-frequency current noise, thus

enabling a stable resonance of the TKC. However, because of the physical size of the coil, it is

difficult to independently tune two TKCs close to each other. For the two-mode entanglement

experiment, we want to operate two JPAs integrated onto a single chip, which motivated us to

develop the technique of on-chip flux biasing to locally tune each TKC.

To feedline

L0C0

TKC

DC flux line

Figure 5.7: Circuit model of the on-chip flux bias line. The DC flux bias line is designed to have a
mutual inductance M = 4 pH to the SQUID array. The inline LR filter, which has Lf = 4 nH and
Rf = 100 Ω, is to filter the high frequency noise. The parasitic capacitance is Cp ≈ 8 fH from the
simulation.

The on-chip DC flux-bias line is essentially a thin metal trace winding around the SQUID
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array [Fig 5.5(e) and Fig. 5.6]. The mutual inductance between the flux bias line and the SQUID

loop is designed to be M ≈ 4 pH in simulations. Hence, it needs a 0.5 mA DC current to apply

one flux quanta. In addition, the flux line has an inline LR filter consisting of two spiral inductors

(Lf = 4 nH) and two shunt resistors (Rf = 100 Ω) to filter out the high-frequency noise of the

incoming current with a cutoff frequency 2 GHz (Fig. 5.7).

Although the purpose of the flux line is to couple magnetic flux into the SQUID loops, it also

becomes a lossy port of the resonator. There are two possible mechanisms for the resonator energy

leaking out to the flux line: the inductive and capacitive coupling. For the inductive loss, the

microwave current flowing through the SQUID array can induce current on the flux line, thereby

causing energy loss. To suppress this energy loss effect, the physical layout of the flux line is

designed to be symmetric around the SQUID array such that the induced current on either side of

the SQUID array flows in opposite directions on the flux line. Hence, they cancel out each other

[Fig 5.5(e) and Fig. 5.6].

The microwave voltage at the SQUID array can drive a current through the parasitic ca-

pacitance between the metal trace of the SQUID array and the flux line (Fig. 5.7). As shown in

Fig. 5.4(b), the voltage at the SQUID array is significant and thus can cause energy to leak into

the flux line. Thus, I design the flux line via microwave simulations to ensure that, while having

enough mutual inductance, the coupling rate through the parasitic capacitor is much smaller than

the input/output coupling of the TKC. Moreover, the current driven by the end voltage is dissipated

by the shunt resistors of the inline filter. Thus we prefer to have a small shunt resistor to reduce

dissipation. However, a smaller resistor generates a larger thermal-noise current spectral density

on the flux line, which causes the resonance frequency of the TKC to fluctuate. The designed shunt

resistance is a compromise between these two considerations.

In an oversight, the design of the DC flux bias line for the lumped TKCs was naively copied

from a design for distributed TKCs. Without carefully considering that the voltage at the SQUID

array is actually much larger than that of the distributed TKCs, the energy dissipation on the flux

line due to the capacitive loss could be larger for lumped TKCs.



Chapter 6

Quantum state tomography of an itinerant squeezed microwave field

A Josephson parametric amplifier (JPA) is capable of performing a single-mode squeezing

operation. We operate a JPA to squeeze one quadrature variance of its input state at the expense

of amplifying the orthogonal quadrature. This squeezing operation is a deterministic and reversible

transformation. Thus, the JPA adds no noise during this process. Consequently, we can not only

prepare squeezed states from the JPA, but also perform efficient quadrature measurements with

the JPA as a noiseless preamplifier.

I present a quantum tomography experiment of microwave squeezed states in this chapter. In

this experiment, the JPA plays two roles for us. We first use a JPA called squeezer (SQ) to generate

a squeezed state. The squeezed state is then measured by a chain of microwave amplifiers in which

a second JPA called a verifier (VER) is used as the preamplifier of the quadrature measurement.

The measured quadrature is chosen by controlling the relative pump phases between the SQ and

VER. With a complete set of quadrature measurements, we are able to reconstruct the Wigner

function of the squeezed state using mathematical tools.

I begin the discussion by presenting our experimental implementation of quantum tomography

using two JPAs in series. Next, I explain how we calibrate the input variances and the losses of

various stages of the amplifier chain. Finally, I present the results of measured quadrature variances

and the reconstructed Wigner function of the squeezed states. Most of the text here is from our

published paper and its supplement [89].
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6.1 Methods of the experiments

In this section, I explain the method of squeezed state tomography. I start with the exper-

imental model that involves using two JPAs in series. Following that I describe the operations of

the experiment in detail. Finally, I explain how the measured quadrature variances are related to

the Wigner function of the measured state.

6.1.1 Principle of the experiment

To perform a reconstruction of the Wigner function of a microwave squeezed state, we operate

two JPAs in series, as shown in Fig. 6.1. The first JPA, operated as the SQ, prepares a squeezed

state. The quadrature distribution W (θ) of the squeezed state is then measured with an efficient

quadrature measurement (QM) apparatus. The QM employs a second JPA (VER) to noiselessly

amplify one quadrature of the squeezed state, where the amplified quadrature is determined by the

phase difference θ between the pumps of the SQ and the VER.

QM

SQ

vacuum

pump

Figure 6.1: Model of the squeezed state tomography experiment. The squeezer (SQ, in blue)
prepares a squeezed state whose quadrature distribution W (θ) is measured with a quadrature
measurement (QM) apparatus for quadrature phase θ, where θ is chosen by its pump phase. We
model the loss and added noise of the QM with an overall quantum efficiency η.

The QM efficiency is modeled with the insertion of a fictitious beam splitter of power trans-

missivity η. This efficiency can be related to the added noise of the QM via the relation [128]

η =
1

1 + 2An
, (6.1)

where An is the added noise in units of quanta. Theoretically, the QM efficiency η when using phase-

insensitive amplifiers is limited to 50% because of the unavoidable half-quanta of added noise. In
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practice, state of the art microwave amplifiers, e.g., high-electron-mobility transistors (HEMTs),

have An ≈10–20, resulting in η ≈ 2%. However, as demonstrated in [64], inserting a JPA used as

a single-quadrature preamplifier before the HEMT increases the experimentally achieved η by a

factor of approximately 20.

Our implementation of a JPA, as shown in Fig. 6.2, requires three elements: (i) a tunable

Kerr circuit (TKC),1 (ii) a directional coupler, and (iii) a circulator. As described in Ch. 5,

the TKC is a nonlinear resonator whose nonlinearity originates from a SQUID array. When the

TKC is pumped, it provides the parametric gains for its input modes whose frequencies lie within

the bandwidth of the TKC centered on the pump frequency. Such microwave modes incident on

the TKC are reflected and exit the resonator with one quadrature amplified and the orthogonal

quadrature squeezed, depending on their phase relative to the pump’s phase. The directional

coupler is used to add the pump tone to the incident signal and remove the pump tone from the

reflected signal. Finally, the circulator is used to separate the incident and reflected modes into

different transmission lines.

TKC

(iii)

(ii)

(1)
(2)

(3)
(4)

(i)

(1)

(2)

(3)Input Output

Pump

A&

JPAInput Output

Pump

=

Figure 6.2: Components of a JPA. (a): To implement a JPA, three microwave components are
required: (i) a TKC, (ii) a directional coupler and (iii) a circulator. For describing the coupler, I
take port (1) of the directional coupler as reference, (2) is the weakly coupled port, (3) the isolated
port, and (4) the direct port. Port (2) is used to pump the TKC. Port (3) is used to apply a
cancelation tone (adjusted with a room temperature attenuator and phase shifter) that nulls the
pump and displaces the output of the JPA back to the origin of the phase space.

1 The JPA used in the tomography experiment employs the metamaterial version of the TKC previously developed
in our group [129, 53, 130].
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6.1.2 Implementation and operation of the experiment

The schematic of the experiment is shown in Fig 6.3. The input thermal states for the SQ

originate from either of the two 50 Ω terminations thermally anchored to the base stage (T = 15 mK)

or the 4 K stage of the cryostat. This hot-cold load setup is connected to the SQ via a microwave

switch located at the 4 K stage. Although the tomography of the squeezed state is only performed

with the cold load, both loads are required to calibrate the efficiencies of the measurement chain.

To squeeze the input states, the SQ is pumped by a microwave signal generator at 7.45 GHz

through the weakly coupled port of the directional coupler. The SQ pump frequency is determined

by finding the applied magnetic flux from an external superconducting coil that brings both the

SQ and the VER into the same resonance frequency.

The output of the SQ is a quadrature squeezed state displaced by its pump. To prevent the

saturation of the VER with the SQ pump, we null it by sending a copy of the SQ pump through the

isolation port of the SQ’s directional coupler to cancel the SQ pump. Then the resultant squeezed

state is passing to the VER, which is pumped by the second microwave generator at 100 kHz

higher than the SQ pump frequency. With this 100 kHz detuning, the measured quadrature phase

θ sweeps from 0 to 2π every 10 µs.

Because of the finite isolation of the circulator (approximately 20–30 dB), there is some

leakage of the VER pump into the SQ, modifying the degree of squeezing. To minimize this

unwanted effect, we inject a copy of the VER pump through the isolation port of the directional

coupler to cancel the VER pump.

Following the VER are the high-electron-mobility transistor (HEMT) amplifier at 4 K and

the commercial microwave amplifiers at room temperature that complete the whole amplification

chain. Finally, the amplified voltages are mixed down by an I/Q mixer where the LO of the mixer

is from the same generator that pumps the VER. Both of the in-phase (I) and quadrature (Q)

voltage data are digitized with a 10 MHz sampling rate. With these quadrature measurements, we

calculate the variances at all measured quadrature phases and reconstruct the Wigner function of
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the squeezed state.

6.1.3 Wigner function reconstruction

By making quadrature measurements with quadrature phases from 0 to 2π, we are able

to infer the quantum state of a single mode of a microwave field. Our microwave measurement

apparatus measures the value of the quadrature Xθ, where θ is varied by sweeping the phase of

the VER pump. The probability density function pr(Xθ) for measuring a particular value of Xθ

is the marginal density function of the Wigner function, i.e., pr(Xθ) =
∫
dXθ+π/2W (Xθ, Xθ+π/2),

as shown in Fig. 6.4. Thus, by performing measurements of Xθ on many identical copies of the

system and varying θ, the “hidden” quantum object can be seen from different angles, and we

can infer its state. Because of the measurement inefficiency, the measured pr(Xθ) is no longer the

projection of the true Wigner function, but rather a smoother quasi-probability distribution created

by convolving the true Wigner function with a Gaussian Wigner function [131]. To deconvolve the

effect of inefficiency, we use the maximum-likelihood quantum state tomography [29] with the

knowledge of the inefficiencies of the various stages in the measurement chain. In the next section,

I explain how we perform the experiment to separately measure the losses and the added noise of

the various stages.

6.2 Efficiency calibration

The inefficiency of the measurement chain prevents us from measuring the true projection of

the Wigner function. To infer the squeezed state corrected for the inefficiency, we need to isolate

the effect of a specific loss or added-noise contribution to the overall efficiency of the measurement

chain. In the limit of large HEMT power gain GH , the overall quantum efficiency η can be cast as

η =
α

2− α+ 2AV + [2AH − (1− β)]/GV β
, (6.2)

where AV (AH) is the VER (HEMT) added noise, α (β) is the fraction of power transmitted by

the microwave circuitry between the SQ and the VER (the VER and the HEMT), and GV is the
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Figure 6.3: Circuit diagram of the squeezed state tomography experiment. The operational details
are described in the text.
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Figure 6.4: Graphical interpretation of the Wigner function reconstruction. The probability distri-
bution pr(Xθ) is simply the projection of the Wigner function: pr(Xθ) =

∫
dXθ+π/2W (Xθ, Xθ+π/2).



98

power gain of the VER (Fig. 6.5).

HEMTSQ VER

hot

cold

4K

20mK

Pump

Figure 6.5: Measurement efficiency model of the tomography experiment. In this model, the overall
detection efficiency η is decomposed into the power transmissivities before the SQ (ξ), between the
SQ and the VER (α), and between the VER and the HEMT (β) and the added noises of the VER
(AV ) and the HEMT (AH). All the microwave components and cables are considered lossless; their
imperfections are absorbed into ξ, α, and β.

The crucial aspect that makes our calibration scheme possible is that the TKCs have widely

tunable resonance frequencies, adjusted by imposing a magnetic flux [129, 53, 130]. When far

from resonance, the TKCs behave as open circuits. They are simply mirrors that reflect the

microwave field without otherwise transforming it; therefore, either the SQ or VER or both stages

can effectively be bypassed. Briefly, we inject different amounts of thermal noise into the amplifier

chain while operating each JPA either as an amplifier (ON) or as a noiseless element with unit gain

(OFF). We then infer the added noise and loss of the elements by observing the variation in the

noise at the output of the measurement chain.

We begin with both the SQ and VER bypassed (SQ OFF, VER OFF), so that the gain of

the SQ is GS = 1, and the gain of the VER is GV = 1. If the switch is lossless, when it is connected

to the cold load, the noise power exiting the HEMT amplifier would be S = GH(AH + Sf ), where

Sf = (1/2)+nf = (1/2)+ [exp(~ω/kBTf )−1]−1, and Tf is the temperature of the cryostat. Notice

that the result doesn’t depend on the transmissivities α, β, or ξ because these are at the same

temperature as the cold load. Consequently each loss component emits as much power as it absorbs.

However, with the switch connected to the hot load, the expression for the total power at the output
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becomes S = GH(AH+(ξαβ)Sh+(1−ξαβ)Sf ), with Sh = (1/2)+nh = (1/2)+[exp(~ω/kBTh)−1]−1,

and Th = 4.1 K. In both cases, we expect and observe that S depends linearly on Sf with an offset.

By fitting these linear dependencies, we can extract GH , AH , and the product ξαβ.

However, we cannot assume that the switch is lossless. Because its loss sits at 4.1 K, it always

emits noise power Sh(1−λ)+Sinλ, where Sin is the incident noise from either the cold or hot load,

and λ is the switch transmissivity. So, even when nf � 1/2, the state presented at the SQ stage

will have average thermal occupancy of n̄ = (1−λ)ξnh. We write the noise power at the output as

a function of Sf for switches in both positions as

S1c = GHAH + ShGH(1− λ)ξαβ + Sf [GHλξαβ +GH(1− ξαβ)] = b1c +m1cSf , (6.3)

S1h = GHAH + ShGH(ξαβ) + Sf [GH(1− ξαβ)] = b1h +m1hSf , (6.4)

where the subscript 1c (1h) corresponds to the switch connected to the cold (hot) load. Fitting

our noise data to the right hand side of Eq. 6.3 [Fig. 6.6(a)] and 6.4, we can obtain the four

parameters b1h, b1c,m1h and m1c. However as these parameters are not independent, i.e., Sh =

(b1h − b1c)/(m1c − m1h), we cannot extract the switch loss independently. We can nevertheless

bound this unknown loss by taking a worst case estimate as the manufacturer’s minimum-specified

transmission (at room temperature) λ = 0.83 and assuming it is less lossy at 4.1 K. We moreover

confirmed that at room temperature, the frequency-dependent loss of the switch is within the

manufacturer’s specification. Then by using 1 < λ < 0.83, we can bound the desired parameters

using Eq. 6.3 and 6.4, with the expressions (ξαβ)−1 = 1+m1hShλ/(b1h−b1c), GH = m1h/(1−ξαβ),

and AH = (b1c/GH)− (1− λ)Sh(ξαβ).

We then perform the same analysis, finding the linear dependence of the output noise on

Sf and on the switch position, with the SQ OFF and VER ON. From these fits and knowledge

of AH and GH , we find ξα, AV , andGV β. Finally, we operate the experiment with SQ ON and

VER OFF. A third time we fit the linear dependence of S on Sf with the switch in both positions,

determining ξ, α and β separately [Fig. 6.6(b)]. We evaluate the expressions for ξ, α, β, AV , AH ,

and n̄ at the bounds on λ, finding α = 68± 2%, β = 74± 5%, AV = 0.25± 0.06, AH = 17.3± 0.1,
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and n̄ = 0.15 ± 0.15. We also find ξ = −9.9 ± 1 dB, of which 6 dB arises from an attenuator

that has been placed at the input of the SQ stage. With sufficient VER gain GV = 180, one

quadrature of the resulting squeezed state is amplified at the VER stage such that the noise in the

amplified quadrature exceeds AH for any θ. From Eq. 6.2, we obtain an overall quantum efficiency

of η = 36± 4%, which can be compared to η ≈ 2% without the VER stage.

In this experiment, our uncertainty in η and n̄ create a systematic source of error. We thus

perform our data analysis under three assumptions (1) high efficiency (η = 0.40) and high mean

photon number (n̄ = 0.30), (2) best estimate for both efficiency (η = 0.36) and mean photon

number (n̄ = 0.15), and (3) low efficiency (η = 0.33) and low mean photon number (n̄ = 0). These

three cases give us “pessimistic”, “best-guess”, and “optimistic” analyses in terms of the purity of

the squeezed state estimated by the tomography. Using a lower estimate for η and n̄ as inputs to

the tomography algorithm causes it to return a more pure, more squeezed, and therefore a more

“optimistic” estimate of the squeezed state. Associated with each of these three cases, we also have

statistical uncertainty, so the given error bounds cover an interval that includes both uncertainties

around the “best-guess” estimate. They are reported in the form X+U
−L , where X is the statistical

mean using the “best-guess” calibration, and L and U are, respectively, the lower and upper bounds

of the one standard deviation uncertainty in the “pessimistic” and “optimistic” cases.

To acquire the above calibration data sets, we regulate the cryostat’s temperature at 10 values

between base temperature (T < 50 mK) and 800 mK, which requires about 7 hours to complete.

For each temperature point, we measure the noise at the output under all six conditions, 2 switch

positions, and 3 amplifier configurations (SQ OFF VER OFF, SQ OFF VER ON, and SQ ON VER

OFF). We inject a tone detuned from the VER pump by 20 kHz. By dividing the noise power at

the output of the chain by the power in this tone, we become insensitive to any variation in GH

over the time needed to acquire the data. At the end of the calibration, we immediately operate

the experiment with SQ ON and VER ON, to acquire the data in the paper. In addition, we use

the tone to ensure that we do not saturate the amplifier chain.
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Figure 6.6: Measurement efficiency calibration. The noise density S in arbitrary units at the output
of the measurement is plotted versus refrigerator temperature Tf . (a) Data acquired with the VER
and SQ OFF and the switch connected to the cold load (circles) and hot load (squares). The lines
are linear fits to S versus Sf for the case of the switch connected to the cold load (solid) and hot
load (dashed). (b) Data acquired with the VER ON and SQ OFF (blue) and VER OFF and SQ
ON (red), with the switch connected to the cold load (circles) with a linear fit (solid) and hot load
(squares) with a linear fit (dashed). The arbitrary y-scale is consistent between the six plots. The
linear fits do not appear as lines because we plot S versus Tf rather than Sf .
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6.3 Results

In this section, I present the measured quadrature variances of the generated squeezed states

and the Wigner function reconstructed from the variances data by using the maximum likelihood

method.

6.3.1 Quadrature variance

At the output of our microwave quadrature measurement chain, the noise voltages are digi-

tized. We can then calculate the variances of the noise voltages at all measured phases. We first

insert the weak thermal state with mean photons n̄ (by simply bypassing the SQ) and measure

voltages proportional to quadrature values at many θ [Fig. 6.7(a)] to calibrate the QM, convert-

ing the measured voltage noise into units of noise quanta. As expected, this voltage noise is θ

independent, with a variance of ∆V 2
SQ,OFF = 3.2 × 10−5 mV2. Under the convention that vac-

uum has quadrature variance 1/2 in units of “quanta”, we calibrate this voltage variance to be

∆X2
SQ,OFF = (1 − η)/2 + η(1/2 + n̄) = 0.55+0.07

−0.05 quanta. Therefore, the desired conversion factor

∆X2
SQ,OFF/∆V

2
SQ,OFF = 1.71+0.20

−0.17×104 quanta/mV−2 is used to rescale the variances in Fig. 6.7 (c).

For the case in which the SQ is pumped, we observe the characteristic phase-dependent

noise for a squeezed state. Compared to the measurements when the SQ is bypassed, we observe

the noise level is below that of the unsqueezed input state. At the phase for which the noise is

minimum, the histogram of quadrature measurements is shown in Fig. 6.7(b). The SQ-bypassed

histogram is clearly wider than the squeezed state histogram, demonstrating our ability to observe

squeezing directly at the output of our measurement chain without correcting for the measurement

inefficiency. Moreover, I plot the variances of the quadrature measurements expressed in units of

quanta, clearly showing squeezing below the vacuum level. Without correcting for the measurement

efficiency η, we observe a minimum quadrature variance that is ∆X2
SQ,MIN = 68+9

−7% of the variance

of the vacuum.
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Figure 6.7: Measured quadrature variances. (a) Density plot of the number of occurrences in a
1 µV bin size of the amplified quadrature voltage Vθ versus θ/2π, with the SQ pump OFF (top)
and ON (bottom). (b) Histograms of Vθ at the maximum of squeezing: data (◦) and Gaussian fit
(continuous lines) for the SQ pump OFF (blue) and ON (red). (c) Noise variance ∆X2

θ in quanta
units on a log scale versus θ/2π for the SQ pump ON (red) and OFF (blue). The (black) line
indicates our estimate of the vacuum noise level under the “best-guess” calibration.
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6.3.2 Reconstructed Wigner function

To infer the quantum state created by the squeezer, thus correcting for the inefficiency of the

measurement apparatus, we use maximum-likelihood quantum state tomography [132]. For each of

the three calibration cases mentioned in the previous section, we perform 35 reconstructions using

independent subsets each containing 10,000 quadrature measurements of the total measured data.

We estimate statistical uncertainty from the spread of properties (such as fidelity or minimum

variance) of the set of 35 reconstructions. The statistical uncertainty is significantly lower than the

systematic uncertainty.

I show the Wigner function of the “best-guess” reconstructed state ρ in Fig. 6.8. The pure

squeezed vacuum state |ψ〉 that has the highest fidelity with ρ has the minimum quadrature variance

6.0+1.4
−1.1% 2 of the vacuum variance. The maximum fidelity is F = 〈ψ|ρ|ψ〉 = 0.81+0.16

−0.17. Because

the minimum variance of ρ is biased by an amount comparable to our systematic uncertainty as

discussed below, we infer the minimum variance ∆x2
SQ,MIN directly from the observed minimum

variance as ∆x2
SQ,MIN = (1/η)(∆X2

SQ,MIN− (1−η)/2). We find ∆x2
SQ,MIN = 12+30

−12% of the vacuum

variance.

To provide more discussion on the quadrature variances estimated from different quantities,

we summarize our estimates of inferred parameters characterizing the squeezed state for the three

analysis cases. The estimates are based upon our systematic calibration uncertainties shown in

Table 6.1. The first line presents the fidelity F = 〈ψ|ρ|ψ〉, where ρ is the maximum-likelihood

reconstructed density matrix of the field exiting the SQ, and |ψ〉 is the pure vacuum-squeezed state

that maximizes the fidelity. The second line gives the ratio of the minimum variance of |ψ〉 to the

variance of the vacuum. The third line gives the purity Tr(ρ2) of ρ. The fourth and fifth lines give

the ratios of the squeezed and antisqueezed variances of the reconstructed state to the variance of

the vacuum. The last line gives our estimate of the experimental states’ minimum variance based

2 The estimates of the squeezed state’s properties are reported in the form X+U
−L , where X is the mean of the 35

maximum-likelihood estimates based on the “best-guess” calibration parameters. L and U are the lower and upper
bounds of the one standard deviation uncertainty interval associated with our maximum-likelihood estimate based
on the “pessimistic” and “optimistic” cases.
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Figure 6.8: The reconstructed Wigner function. Mean of 35 reconstructions of the Wigner function
of the state exiting the SQ, inferred by maximum likelihood under the “best-guess” assumption.
The faint pattern of ripples extending from the origin is caused by truncation at 30 photons of the
density matrix used to represent the state. The white circle at the origin shows the full-width at
half-maximum of the vacuum state.
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Table 6.1: Inferred properties of the squeezed state, based upon our three analysis assumptions.

Pessimistic Best guess Optimistic

Fidelity 0.66± 0.02 0.807± 0.016 0.960± 0.005

Min. var. of comparison pure state |ψ〉:a 0.065± 0.009 0.060± 0.003 0.0493± 0.0006

ρ’s purity 0.62± 0.02 0.74± 0.02 0.96± 0.01

ρ’s sq. varb. 0.918± 0.002 0.484± 0.013 0.304± 0.008

ρ’s anti-sqb. var. 25.54± 0.07 20.17± 0.06 19.18± 0.05

Linear sq. varc. 0.40± 0.02 0.12± 0.02 −0.18± 0.02

a Ratio of the variance of the squeezed quadrature of the pure squeezed vacuum state with highest
fidelity to the variance of the vacuum.
b Ratio of variance of most likely state ρ’s squeezed or antisqueezed quadrature to the variance of
the vacuum.
cDirect linear inference of the squeezed state’s minimum variance relative to vacuum variance.

on direct linear inference.

We have three variances that characterize the state created in this experiment: the linear

estimate of the experimental state’s minimum variance (12%), the most likely state ρ’s minimum

variance (48%), and the minimum variance of the pure squeezed vacuum state |ψ〉 that maximizes

the fidelity with ρ (6.0%). The discrepancies among them are discussed below.

The quadrature measurements we observe are the linear combination of the quantum state

created by the squeezer and vacuum fluctuations:

Xθ =
√
ηxθ +

√
(1− η)yθ,

where xθ is the quadrature of the squeezed state, and yθ is the quadrature of the vacuum state.

Solving for xθ gives

xθ =
1
√
η

(
Xθ −

√
(1− η)yθ

)
.

Therefore the inferred variance of the squeezed state’s quadrature ∆x2
θ is

∆x2
θ =

1

η

[
∆X2

θ − (1− η) ∆y2
θ)
]
.

The vacuum variance ∆y2
θ = 1/2, and we can easily calculate an unbiased estimate of ∆X2

θ for every

phase θ. This gives us an unbiased estimate of ∆x2
θ that does not depend on the details (for example,

Gaussianity) of the quantum state. We calculate ∆x2
θ using 20,000 quadrature measurements at
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each of 100 evenly spaced θ and calculate the minimum value ∆x2
SQ,MIN, as shown in Table 6.1.

The statistical uncertainties show one standard deviation in the estimate of ∆x2
SQ,MIN. For the

“optimistic case”, we calculate a negative variance, which is clearly unphysical. This is a sign of

inconsistency in the “optimistic” calibration parameters. Because the “optimistic” estimate for the

squeezed state is computed using the lower bounds on η and n, this negative variance is evidence

that the detector’s true η and/or effective gain (∆X2
SQ,OFF/∆V

2
SQ,OFF) must be larger than the

lower bounds set by calibration.

The minimum variance of ρ is significantly higher than this linear estimate. This deviation

is caused by bias in the maximum-likelihood method. Quantum state estimation by maximum

likelihood is biased toward more mixed states, and the amount of bias increases with increasing

purity of the state from which the measurements are drawn [133]. Based on numerical experiments,

the bias in our estimates of the fidelity should be well below the uncertainty level set by systematic

effects. However, the bias in our estimates of the minimum variance of the inferred state could

be larger. To attempt to quantify this effect, we simulate measuring and performing maximum

likelihood tomography on a Gaussian state. This Gaussian state is chosen to have minimum and

maximum variances equal to those calculated by the linear method described above for the “best-

guess” case. By computer, we simulate 10,000 quadrature measurements (the same number we use

for the maximum-likelihood analysis of the true experiment) from this Gaussian state and perform

maximum-likelihood tomography on those measurements. The inferred state has a minimum vari-

ance of 40%. Therefore it is possible that the experimental state has a smaller minimum variance

than the most likely state inferred from only 10,000 measurements. Because we have some inde-

pendent evidence for non-Gaussian effects in the experiment, we cannot quantify this size of this

bias using this Gaussian simulation. Other numerical simulations have confirmed that this bias

decreases as the number of measurements analyzed increases and that this bias is not caused by

truncation of the Hilbert space at 30 photons.

The apparent discrepancy between the 6% for the variance of |ψ〉 and the 48% for the variance

of ρ also deserves some comment. Note that one would not expect the minimum variance of a mixed
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state to equal the minimum variance of its highest-fidelity pure state. The fidelity between a mixed

Gaussian state (centered at the origin of phase space) whose minimum and maximum variances are

vx and vp and a pure squeezed vacuum state with minimum variance vs is given by

FGauss =
2√

(1+4vsvp)(vs+vx)
vs

.

The highest-fidelity pure state has a minimum variance of vs = 1
2

√
vx
vp

, and the fidelity between

these two states is

FGauss,max =
2

1 + 2
√
vxvp

.

Consider the state σ to be a Gaussian state with a minimum variance of 48% and maximum

variance of 2017%. (σ has variances equal to those of our state ρ, but unlike ρ, σ is guaranteed

to be Gaussian.) Then let |ψ〉 be the pure squeezed vacuum state that has maximum fidelity with

σ. FGauss,max〈ψ|σ|ψ〉 = 0.49, and the minimum variance of |ψ〉 is 7.7%. The difference between

the minimum variances of ρ and |ψ〉 is to be expected. However, the maximum fidelity of ρ is

significantly larger than we would expect if it were perfectly Gaussian. This non-Gaussianity could

be caused by bias in the maximum-likelihood inference and/or genuine non-Gaussian effects in the

experiment.

Tomographic reconstruction of a quantum state requires that the experimental device always

creates the same (potentially mixed) quantum state, that the measurements are well described by

inefficient quadrature measurements, and that the calibration of those measurements is consistent.

In this experiment, we have observed some evidence that at least one of these assumptions is

violated. The likelihood of the maximum-likelihood state is significantly lower than one should

expect from simulated measurements on that state. That is, if the tomographic assumptions above

were true, we expect to find a significantly higher value for the maximum likelihood. We believe

this effect could be caused by an interaction between the state preparation and measurement stages

of the experiment, one possibility is a phase-dependent efficiency of the measurement JPA, and/or

nonlinear processes in the measurement.
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In conclusion, we reconstruct the Wigner function of an itinerant squeezed microwave field

generated at the output of a JPA. Using a second JPA as a preamplifier increases the quantum

efficiency of quadrature measurement from approximately 2% to 36%. The level of squeezing is

primarily limited by noise added to the squeezed state generated by the JPA. We use the maximum

likelihood quantum state tomography to deconvolve the QM inefficiency in order to precisely char-

acterize the state generated. This is an important step toward generating distributable microwave

entanglement on chip.



Chapter 7

Generating and verifying entangled-itinerant microwave fields

For the past several decades, researchers have been making significant progress on quantum

information technology with superconducting circuits, which carry quantized microwave photons.

The superconducting circuits are attractive because they can be lithographically patterned and

fabricated as small chips. To fully exploit the power of superconducting circuits, generating on-chip,

distributable microwave entanglement has been a vital research subject. In addition, a high-quality

detection scheme to measure the microwave entangled states is as important as the generation of

entanglement. In this chapter, I present my work on generating a two-mode entanglement of the

itinerant microwave fields and verifying the entangled states with an efficient joint measurement.

I have already shown in Ch. 2 that, in principle, a state arbitrarily close to a maximally

entangled state can be generated by combining two pure, arbitrarily squeezed states on a 50:50

beam splitter. However, to reduce the experimental complexity, we combine only one moderately

squeezed state with vacuum on a quadrature hybrid. The two output modes of the hybrid are then

measured with a two-channel measurement apparatus consisting of two single-quadrature amplifi-

cation chains, where each chain employs a Josephson parametric amplifier (JPA) as its preamplifier.

This measurement scheme allows us to perform efficient joint quadrature measurements on the two-

mode state. Moreover, the measured quadrature phases of the two modes can be independently

controlled which enables us to fully characterize the two-mode state.

I begin the discussion in this chapter with presenting the model of the experiment and

explaining how we implement the entanglement generation and verification in the microwave regime.
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Next, I explain the calibrations of input variances of the experiment and possible amplifier-gain

variations to express the measured quadrature variances in units of the vacuum. Finally, I present

the results of measured variances and the associated covariance matrix of the two-mode states. By

showing that the resultant covariance matrix satisfies the entanglement criterions Eq. 2.87 and 2.89,

I demonstrate the achievement of two-mode entanglement.

7.1 Implementing generation and verification of two-mode entangled states

with JPAs

In this section, I present the experimental setup for generating and verifying two-mode en-

tanglement. First, I introduce a single-squeezer model (SSM) of the experiment that I use to

explain the data of quadrature measurements and discuss how the covariance matrix Eq. (2.44) is

calculated from the model parameters. Following that, I present two important superconducting

chips we build for the experiment: the entangler chip and the lumped-element tunable Kerr circuit

(TKC). The entangler integrates JPAs with passive microwave components to generate two-mode

entangled states; the lumped TKC is the circuit we use to build the JPA for verifying the entangled

states. Finally, I explain the operational details of the entanglement experiment.

7.1.1 Single-squeezer model of the experiment

The entanglement between two spatially separate itinerant microwave modes is generated by

combining a quadrature-squeezed state and a vacuum state on a microwave hybrid. As illustrated

in Fig. 7.1, the squeezed state is generated by operating a JPA denoted as a squeezer (SQ), with

a squeezing parameter s. The quadrature hybrid (HY) is characterized by its power transmission

coefficient t and power-coupling coefficient c = 1 − t. I detect the correlations between the two

output modes by simultaneously making quadrature measurements on the two output modes. The

detection apparatus consisting of two single-quadrature measurement chains (QM1 and QM2),

where each chain employs a JPA called a verifier (VER) as its preamplifier. The outcomes of the

measurements are denoted as W1(θ1) = X1 cos(θ1)+Y1 sin(θ1) and W2(θ2) = X2 cos(θ2)+Y2 sin(θ2),



112

where θ1 and θ2 are the quadrature phases of the two modes, respectively. I model all losses and

the inefficiencies of the two measurement chains by introducing two fictitious beam splitters with

power transmission coefficients η1 and η2, respectively. One important feature of our measurement

scheme is that the two measurement chains can each choose their noiselessly measured quadrature

by independently adjusting their reference phase θ1 and θ2 over all pairs (θ1, θ2). By making

repeated measurements on many copies of the same two-mode state and adjusting their phase

references over all possible values, I can fully characterize the two-mode state.

As discussed in Ch. 2, a Gaussian two-mode state is fully characterized by its covariance

matrix Σ. To compute the covariance matrix predicted by the single-squeezer model I examine the

effects of each of the linear optical transformations (including squeezing) shown in Fig. 7.1. Each

of the transformations evolves the quadrature vector Z = {X1, Y1, X2, Y2}T to MZ. The matrix

M that describes the transformation is a real 4× 4 matrix in the symplectic group Sp(4,R) [134].

The quadratures of the transformed state will have the covariance matrix MΣMT, where Σ was

the covariance matrix of the original state. The squeezing of mode 1 by amount s is described by

S(s) =



1√
s

0 0 0

0
√
s 0 0

0 0 1 0

0 0 0 1


. (7.1)

A beam splitter of transmissivity t is described by

B(t) =



√
t 0 −

√
1− t 0

0
√
t 0 −

√
1− t

√
1− t 0

√
t 0

0
√

1− t 0
√
t


. (7.2)

The phase shifts imparted as the states of the two modes propagates from the input of the SQ to

the input of the measurement chains are represented with φ1 and φ2, respectively. The operation
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Figure 7.1: Single-squeezer model (SSM) of the experiment. The squeezer (SQ) prepares a squeezed
state with squeezing parameter s, where the variance of the squeezed quadrature is 1/(2s). The
squeezed state (red ellipse) and the unsqueezed input (green circle) are combined on a quadrature
hybrid (HY) to generate entangled modes. The hybrid has a power transmission coefficient t and
a power coupling coefficient c = 1− t. The two output modes (orange ellipses) of the hybrid prop-
agate onto two physically separate transmission lines and are fed to the two-channel measurement
apparatus to measure quadrature amplitudes W1(θ1) and W2(θ2). The measurement apparatus
consists of two single-quadrature measurement chains (QM1 and QM2). All sources of loss and
measurement inefficiencies are modeled by introducing two fictitious beam splitters with power
transmission coefficients η1 and η2, respectively. All the microwave components and cables are
considered lossless; their imperfections are absorbed into the experimentally determined η1 and η2.
The two squeezed states arrive at the two VERs with fixed but uncontrolled phase shifts φ1 and
φ2, respectively. I mathematically adjust the reference phases to align the squeezed states with X1

and X2 as illustrated.
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of phase shifting mode 1 by φ1 and mode 2 by φ2 is described by

P (φ1, φ2) =



cos(φ1) sin(φ1) 0 0

− sin(φ1) cos(φ1) 0 0

0 0 cos(φ2) sin(φ2)

0 0 − sin(φ2) cos(φ2)


. (7.3)

Beginning with an initial thermal (nearly vacuum) state, Σ0 = σI, (with I being the identity matrix

and σ being the input variance with σ = 1/2 for the vacuum), I compute the state just prior to

measurement to be

Σp = P (φ1, φ2)B(t)S(s)Σ0S(s)TB(t)TP (φ1, φ2)T. (7.4)

To account for photon loss I append two ancilla modes, which are coupled to modes 1 and 2 with

beam splitters B(η1) and B(η2) respectively. After this coupling, the ancilla modes are discarded.

This procedure transforms Σp into

Σss =



η1 0 0 0

0 η1 0 0

0 0 η2 0

0 0 0 η2


Σp +



1− η1 0 0 0

0 1− η1 0 0

0 0 1− η2 0

0 0 0 1− η2


σI. (7.5)

7.1.2 Implementation and operation of the experiment

In the two-mode entanglement experiment, JPAs are the critical devices for both the entan-

glement generation and verification. One JPA (SQ) is used to prepare the squeezed states required

to generate entanglement and two more JPAs (VERs) are employed to perform efficient quadra-

ture measurements. We build two superconducting Niobium circuits, fabricated using optical-

lithography with a standard Nb/AlOx/Nb trilayer process [122, 127], to construct the SQ and the

VER, respectively.

For the entanglement generation, we build an integrated circuit called the entangler to min-

imize loss in the entanglement generation process. The entangler integrates two 20 dB directional
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Figure 7.2: Entangler chip. (a) Microwave circuit diagram of the entangler chip. It integrates a
quadrature hybrid (red) for entangling the two modes and two 20 dB directional couplers (blue)
along with two TKCs (green) that constitute two SQs. The TKC is a λ/4 coplanar waveguide
resonator terminated with a SQUID array with 20 squids. The resonance frequency of the TKC
is tuned by applying an external magnetic flux (purple) to the squids’ loop. (b) Image of the
entangler chip. It shows the physical images of the hybrid (red), directional couplers (blue), and
TKCs (green). For the flux controls of the TKCs, I can either use the on-chip flux bias lines or the
superconducting magnetic coils directly held above the two squid arrays of the TKCs (magenta).
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couplers, two TKCs, and a microwave quadrature hybrid as shown in Fig. 7.2. The directional

couplers and the TKCs together with the off-chip circulators form two SQs. By operating both

SQs, I can, in principle, inject two squeezed states into the two inputs of the hybrid. For the

current experiment, I operate only one SQ to reduce the experimental complexity; the other SQ

is not pumped, and its resonance frequency is tuned at least 500 MHz away from the other pump

frequency. The resonance frequencies of the two SQs are tuned by an external magnetic flux. The

magnetic flux can be applied either by on-chip–flux-bias lines or external superconducting magnetic

coils in our experimental setup.

In&Out

(b)(a)

On-chip
flux line

coil

1 mm

L
C/2

C/2CC

LS }

Flux
controlIn&Out

Lumped TKC

Figure 7.3: Lumped-element TKC chip. (a) Electrical circuit diagram of the lumped-element TKC.
The lumped TKC is a nonlinear parallel LC oscillator coupled to the transmission line via the
coupling capacitance Cc = 24 fF. The LC oscillator has capacitance C = 0.24 pF and inductance
Ltot = L+Ls, where L = 1.4 nH is the geometrical inductance and Ls is the flux-tunable Josephson
inductance of the squid array with 20 squids. When no external flux is applied Ls = 0.6 nH. The
resonance frequency can be tuned by an external magnetic flux. (b) Image of the lumped TKC
chip. The TKC consists of two interdigitated capacitors and a long meander line with a squid array.
The resonance frequency of the lumped TKC can also be tuned either by the on-chip flux line or
an external magnetic coil (magenta).

For the entanglement verification, we implement a two-channel–quadrature-measurement ap-

paratus where each channel uses a VER as the ultralow-noise preamplifier (Fig. 7.3). The VER is

formed with a lumped-element TKC, a commercial 20 dB directional coupler, and a commercial

circulator. When operating the VERs, their resonance frequencies are tuned either by the flux-bias

lines on the lumped TKC chips or by external magnetic coils near the chips.

To understand the operation of the experiment, it is useful to consider the diagram of the

two-mode entanglement experiment shown in Fig. 7.4. The input states of the entangler are emitted

from the two 50 Ω terminations on the circulators connected to the two input/output ports of the
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Figure 7.4: Experiment Diagram. The entangler processes the input states emitted from the 50 Ω
terminations on the circulators (purple) and generates two-mode entangled states at the two output
modes. To operate one of the SQs on the entangler, I inject a microwave pump field through a
coaxial transmission line with 40 dB attenuation. The two output modes of the entangler are
amplified by VER1 (red dashed rectangle) and VER2 (green dashed rectangle), respectively. The
VER consists of a commercial 20 dB directional coupler (blue), a commercial circulator (purple),
and a lumped TKC. Following the VERs are HEMT amplifiers (light green) at the 4 K stage and
electronics at room temperature for further mixing and digitizing.
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entangler. The two 50 Ω terminations are thermally anchored to the cryostat; thus the two inputs

are in very nearly pure vacuum states (see next section).

To squeeze one of the input states, one SQ is pumped at fs = 6.327 GHz and generates

a squeezed state with an approximate direct power gain of Gs = 3.1 dB and a bandwidth of

Bs = 8.5 MHz. The squeezed state is displaced in phase space by the pump amplitude. This

displaced-squeezed state and the other input state interfere in the hybrid, creating entanglement

in the two output modes of the hybrid.

The output modes of the hybrid propagate in two separate coaxial cables that feed the input

of VER1 or VER2, located about 10 cm apart, forming the first stages of the amplification of the

two quadrature measurements. To ensure that the VERs are not saturated, I null the SQ pump

tone at the input of the VERs with a weakly coupled coherent field. In addition, to isolate the

SQ stage from the VERs’ pumps and to isolate the VERs from each others’ pumps, I install three

circulators between the entangler outputs and VER inputs, providing more than 50 dB of isolation.

VERs are operated with an approximate direct power gain of Gv = 22 dB and a bandwidth of

Bv = 2.3 MHz. The VERs’ outputs are further amplified by conventional microwave amplifiers and

mixed down with copies of the VERs pump tones as the mixers’ local oscillators.

Finally, the mixers’ intermediate frequency outputs are filtered with a 1.9 MHz low pass

filter and sampled at 10 MHz, yielding new measurements of W1(θ1) and W2(θ2) every 100 ns. The

phases θ1 and θ2 can be independently adjusted relative to each other and relative to the squeezed

quadrature of SQ. In practice, to adjust θ1 and θ2, I set the pump frequencies of VER1 and VER2

to be 1 kHz and 50 kHz above the SQ pump frequency respectively. In 1 ms, I acquire 10,000

samples covering the full range of both θ1 and θ2. I acquire data for 1 s, yielding 1,000 independent

realizations of (θ1,W1(θ1), θ2,W2(θ2)).

7.2 Vacuum Calibration

In the two-mode entanglement experiment, I acquire not only the quadrature measurements

Vi,on of the two-mode entangled state for modes i = 1, 2, but also the quadrature measurements
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Vi,off for the input thermal (nearly vacuum) state by bypassing the SQ. I bypass the SQ by turning

off its pump and operating it as a noiseless Gs = 1 amplifier. The variances Var(Vi,off) correspond

to the fluctuations of the input states emitted from the terminations thermally anchored to the

cryostat at temperature Tf . Generally, I do not assume the temperature Tin of the terminations

to be equal to Tf . Thus, to express the variances in units of quantum vacuum at the input of

the experiment, I need to measure Tin. Furthermore, I do not assume that the VERs are perfectly

linear, but rather introduce two parameters g1 and g2 to model the possible small changes in VERs’

gains when bypassing SQ. In this section, I present the thermal sweep experiment to measure Tin

and explain how I extract the parameters g1 and g2 by jointly fitting the model equations to the

measured variances.

7.2.1 Input variance calibration

When I demonstrate the two-mode entanglement experiment, I feed the entangler with two

input states emitted from the two 50 Ω terminations thermally anchored to the cryostat. In

additional to these two input states, more thermal (nearly vacuum) modes dilute the entangled

state through the losses of the commercial microwave components, such as directional couplers and

circulators. The temperatures of the input states and the loss modes are assumed to be equal to

Tin. To measure Tin, I inject a series of known thermal states into the two measurement chains

without pumping SQ. States of known noise are created by varying the temperature of the cryostat

and therefore the 50 Ω terminations that feed the entangler. I then calculate the variances Var(V1)

and Var(V2) of the two output measurements for each thermal input. I then fit the model

Var(V ) = G

[
1

2
coth

(
hfs

2kBTin

)
+A(TF)

]
, (7.6)

to the measured variances, where G and A(TF) are the power gain and the added noise of the

measurement chain. In this model, Tin =
√
T 2

F + T 2
e represents the input states temperature.

TF is the cryostat temperature, and I add one parameter Te to allow for the possibility that the

terminations equilibrate at a higher temperature than TF. I also include a temperature dependent
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Figure 7.5: Thermal sweep experiment. The measured single-quadrature variances of the thermal
sweep experiment (blue circles) and fit to Eq. (7.6) (red solid line) for channel 1 (a) and channel 2
(b) are plotted. The residuals of the two fits are plotted in (c) and (d) where the error bars show
the standard deviation of five independent measurements made at each temperature point.
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added noise A(TF) = A0 + A2T
2
F in the model, because of the possible flux noise from the on-chip

flux line. From the fit (Fig. 7.5), I extract 0 < Te < 16.1 mK. Because the entanglement generation

is performed with the cryostat below 25 mK, I have Tin < 29.7 mK, which means the input variance

is indistinguishable from vacuum in our experiments.

The origin of the temperature-dependent added noise in our JPAs can be caused by the

presence of the resistive filters in the on-chip bias lines. The power spectral density of the thermal

noise current Ith generated by the shunt resistors in the bias line is proportional to the temperature

T of the resistors, SIth ∝ T . Thus, the magnetic flux Φ biasing the TKC also has a noise spectral

density proportional to the temperature, SΦ ∝ T . Furthermore, if I operate the TKC near its

maximum frequency ωf,max with an external flux Φ0, I can Taylor expand the resonance frequency

ωf with respect to Φ0

ωf ≈ ωf (Φ0) +
1

2
ω′′f (Φ0)(Φ− Φ0)2 = ωf (Φ0) + δωf , (7.7)

which shows that the dominant term contributes to the fluctuation of the resonance frequency is the

Φ2 term. Consequently, the fluctuation of the resonance frequency is proportional to T 2, δωf ∝ T 2,

which justifies our temperature-dependent added noise model [A(T ) = A0 +A2T
2].

7.2.2 Parametric gain variations

The experiment’s data set contains amplified quadrature measurements Vi,off (measured by

bypassing SQ) of the vacuum state and quadrature measurements Vi,on of the entangled state for

modes i = 1, 2. Those variances, measured by digitizing the amplified voltages at room temperature,

must be calibrated in units of quantum vacuum at the input of the experiment. To calibrate the

variances of the measurements in units of vacuum, I first normalize the quadrature measurements

of the two entangled modes by the variances of the vacuum states to get U1(θ1) and U2(θ2)

U1(θ1) =
V1,on(θ1)√
Var(V1,off)

and U2(θ2) =
V1,on(θ2)√
Var(V2,off)

. (7.8)
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Figure 7.6: Joint fit of the model to the measured variances. (a) The cartoon diagram represents
the timing of the quadrature measurements. Each measurement is a one second long time trace
with each channel at 10 MSamples/s. Because the pumps of VER1 and VER2 are detuned from
the SQ pump by 1 kHz and 50 kHz, respectively, the two VERs amplify the measured states at
10,000 different quadrature phase combinations every 1 ms (one record). In a 1 s long time trace,
I thus have 1000 records, or realizations at each quadrature phase pair. The variance at each
quadrature phase pair is then calculated from the corresponding data points in each record. The
measured variances of (b) U1(θ1), of (c) U2(θ2), and of (d) 1/2 [U1(θ1) + U2(θ2)] are plotted versus
time in each measurement record (blue dot) along with the joint fit of Eqs. (7.9)–(7.11) to all of
the measured variances (red solid line). The model and data show good agreement with each other
and I observe moderate squeezing below vacuum fluctuation (0.5) in the variance of each mode [(b)
and (c)], and enhanced squeezing from (d).
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Furthermore, I derive the equations for variances of U1(θ1), of U2(θ2), and of U1(θ1)±U2(θ2) from

the single-squeezer model

Var [U1(θ1)] = g1

[
1 +

1

2

(s− 1)2

s
α+

1

2

s2 − 1

s
α cos(2θ1 + 2φ1)

]
, (7.9)

Var [U2(θ2)] = g2

[
1 +

1

2

(s− 1)2

s
β +

1

2

s2 − 1

s
β cos(2θ2 + 2φ2)

]
, (7.10)

Var [U1(θ1)± U2(θ2)] = Var(U1) + Var(U2)

±√g1g2

[
s2 − 1

s

√
αβ cos(θ1 + θ2 + φ1 + φ2) +

(s− 1)2

s

√
αβ cos(θ2 − θ1 + φ2 − φ1)

]
, (7.11)

where s is the squeezing parameter such that the variance of the squeezed quadrature is 1/(2s).

The parameters α and β combine the hybrid power coupling coefficient t and the two measurement

efficiencies η1 and η2

α = tη1 and β = (1− t)η2.

I do not assume that the VERs are perfectly linear, but rather introduce two parameters g1 and g2

to model the changes in VERs’ gains when bypassing SQ:

g1 =
g1,on

g1,off
and g2 =

g2,on

g2,off
,

where g1,on and g1,off are quadrature power gains of mode 1 for SQ is operated or bypassed and

the same for mode 2. Finally, from the joint fit of the model equations [Eqs. (7.9)–(7.11)] to

the measured Var(U1), Var(U2), and Var(U1 ± U2) [Figs. 7.6(b)–(d)], I extract s = 5.41 ± 0.03,

α = 0.1304 ± 0.0007, β = 0.202 ± 0.001, φ1 = −1.070 ± .0.002, φ2 = −0.176 ± 0.001, g1 =

−1.70 ± 0.07%, and g2 = 2.04 ± 0.08%. I then are able to use g1, g2, and Tin to calibrate the

quadrature measurements in units of vacuum:

W1(θ1) =
U1(θ1)
√
g1

σ

0.5
and W2(θ2) =

U2(θ2)
√
g2

σ

0.5
,

where σ = (1/2) coth(hfs/2kBTin).
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7.3 Results and analysis

In this section, I first present the measurement results of the quadrature variances calibrated

in units of vacuum. Then, I extract the SSM parameters by the joint fitting of the model equations

to the measured quadrature variances and then calculate the covariance matrix from the extracted

parameters. After obtaining the covariance matrix, I can calculate the entanglement witness and

the negativity to demonstrate entanglement.

7.3.1 Measured variances of two-mode measurements

I first examine the quadrature variances measured separately at the outputs of the two

measurement chains. From the measured quadrature variance of each mode, Var(W1) and Var(W2)

[Fig. 7.7(a) and (b)], I observe an approximate minimum variance 15% below vacuum fluctuation,

i.e. 15% squeezing below vacuum. Furthermore, Var(W1), only depends on the measurement phase

θ1 and is independent of the measurement phase θ2; likewise, Var(W2) depends only on θ2. These

plots demonstrate that the two VERs are unaffected by the phases of the other’s pump and by the

phase of the SQ pump, indicating that the two channels are well decoupled and the SQ pump is

successfully nulled at the input of the VERs.

By making joint measurements of the two output modes, I detect the correlations between

them and reveal that they are entangled. In Fig. 7.7(c) I plot the measured joint variance

(1/2)Var(W1 + W2), and in Fig. 7.7(d) I show the expected joint variance predicted by the single

squeezer model in Fig. 7.1. Because the squeezing I observe from separate measurements is diluted

with vacuum (Fig. 7.1), I anticipate that the joint measurements will show more squeezing than

the separate measurements. Indeed, (1/2)Var(W1 + W2) has an approximate minimum variance

25% below vacuum fluctuation. The hybrid generates a two-mode entangled state, distributing the

nonclassical correlation present in the input squeezed state into the two output modes. By inverting

the hybrid’s action, the two input states can be reconstructed from the joint measurements. For

example, only the squeezed input contributes to the variance measured along the magenta-diamond
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Figure 7.7: Separate and joint variances. Shown are intensity plots of the measured variances of
(a) W1(θ1, θ2), of (b) W2(θ1, θ2), and of (c) 1

2 [W1(θ1, θ2) +W2(θ1, θ2)] calibrated in units of the
vacuum versus the two quadrature phases θ1 and θ2. (d) An expectation of (c) predicted by the
single squeezer model represented by Fig. 7.1. (e) The variances along the corresponding annotated
lines in (c) and (d) are plotted versus quadrature phase θ1 of channel 1. The red squares are the
sum of the green-circle line and the magenta-diamond line, where the green-circle line is shifted by
π
2 in θ1. The arrow indicates the observed value of ∆EPR < 1.
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line in Fig. 7.7(c); likewise, only the vacuum input contributes to the variance measured along the

green-circle line [Fig. 7.7(e)].

To intuitively understand the relation between the entanglement witness Ew (Eq. 2.87) and

the joint variance (1/2)Var(W1 +W2), I first rewrite Eq. 2.87 as

EW = min
a,θ1,θ2

{ Var

[
|a|W1(θ1) +

1

a
W2(θ2)

]
+

Var

[
|a|W1(θ1 +

π

2
)− 1

a
W2(θ2 +

π

2
)

]
−
(
a2 +

1

a2

)}
, (7.12)

where EW < 0 is evidence of entanglement. In the above expression, I optimize the entanglement

witness over phase rotations θ1 and θ2 and the number a. I then define a quantity ∆EPR for the

choice of a = 1

∆EPR =
1

2
Var [W1 (θ1) +W2(θ2)] +

1

2
Var

[
W1

(
θ1 +

π

2

)
−W2

(
θ2 +

π

2

)]
, (7.13)

which gives evidence of entanglement when ∆EPR < 1. One method of estimating ∆EPR is to sum

the respective green circles and magenta diamonds in Fig. 7.7(e). Thus, by direct inspection of

the joint variance, this ∆EPR < 1 from the measured joint variances already suggests that the two

modes are entangled.

7.3.2 Entanglement witness and negativity

From the joint fit of the measured variances, I not only extract the gain variation parameters

g1 and g2, but also extract the SSM parameters as already shown in Sec. 7.2.2. With these extracted

parameters, I can calculate the covariance matrix of the two-mode state by using Eq. 7.5. Consistent

with the measured variances (Fig. 7.7), the elements of the covariance matrix show both modest

squeezing within each mode, and stronger intermode correlations (Fig. 7.8).

Given a covariance matrix Σ, I compute the value of the entanglement witness EW shown in

Eq. 7.12 by

EW = min
a,θ1,θ2

[
ax

TP (θ1, θ2)ΣP (θ1, θ2)Tax + ay
TP (θ1, θ2)ΣP (θ1, θ2)Tay −

(
a2 +

1

a2

)]
, (7.14)
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Figure 7.8: Covariance matrix of the two-mode state. (a) The covariance matrix calculated from
the single squeezer model parameter extracted by joint fitting of measured variances. (b) The 10
independent elements of the covariance matrix are shown for the same data as (a). The reference
phases has been adjusted in the same manner as in Fig. 7.7.
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where ax
T = (|a|, 0, 1/a, 0), ay

T = (0, |a|, 0,−1/a), and P (θ1, θ2) is the phase rotation matrix

Eq. (7.3). In fact, EW’s only dependence on θ1 and θ2 appears in the form θ1 − θ2, so it is only

necessary to minimize over one phase.

To compute the entanglement negativity from a covariance matrix, I follow the treatment

given in [88]. Through the application of linear optical devices and squeezing (the symplectic

transformations), any two-mode covariance matrix Σ can be transformed into the covariance matrix

of a thermal state, which has the form diag(ν1, ν1, ν2, ν2). ν1 and ν2 are called the symplectic

eigenvalues of Σ. According to the Heisenberg Uncertainty Principle, ν1 and ν2 ≥ 1/2. If the

quantum state ρ with covariance matrix Σ is separable, then covariance matrix Σ̃ of the partial

transpose of ρ will also have symplectic eigenvalues ν̃1 and ν̃2 ≥ 1/2. If ν̃1 or ν̃2 < 1/2, ρ must be

entangled. To compute the symplectic eigenvalues of Σ̃, I divide Σ into 2× 2 blocks:

Σ =

 A Γ

ΓT B.

 (7.15)

The quantities |Σ| and ∆(Σ) = |A|+ |B|+ 2|Γ| are invariant under the symplectic transformations.

(| · | denotes the determinant.) From them I calculate the symplectic eigenvalues:

νi =

√
1

2

(
∆(Σ)±

√
[∆(Σ)]2 − 4|Σ|

)
, (7.16)

where I use i = 1 for the − case and i = 2 for the + case. The partial transposition of ρ has the effect

of reversing the sign of the Y quadrature of the transposed mode, so that ∆(Σ̃) = |A|+ |B| − 2|Γ|,

but |Σ̃| = |Σ|. The symplectic eigenvalues of Σ̃ are

ν̃i =

√
1

2

(
∆(Σ̃)±

√
[∆(Σ̃)]2 − 4|Σ|

)
, (7.17)

If ν̃1 < 1/2, ρ is an entangled state. Finally, the negativity is

N = max

(
0,

1
2 − ν̃1

2ν̃1

)
. (7.18)

Note that our formula for N is slightly different from that in [88], because that paper uses the

convention that the variance of the vacuum state is 1, whereas I use vacuum variance of 1/2.
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From the covariance shown in Fig. 7.8, I obtain the entanglement witness EW = −0.263±0.001

with a = 1.11 and the negativity N = 0.0824 ± 0.0004. The uncertainties of EW and N are

estimated from a parametric bootstrap method. In the bootstrap procedure, 20 simulated data

sets are generated from the measured covariance matrix. I estimated statistical uncertainties as

equal to the standard deviation of the 20 estimates EW and N found by analyzing the simulated

data sets in the same manner used for analyzing real data.

To demonstrate the repeatability and stability of the entanglement generation, I perform 100

trials of the experiment. The distribution of EW and N calculated from 100 trials appear to be

Gaussian with a mean ± standard deviation of EW = −0.264± 0.002 and N = 0.0820± 0.0007 as

shown in Fig. 7.9.
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Figure 7.9: Histograms of the entanglement witness and the negativity. The histograms of 100
trials of (a) the entanglement witness EW and (b) the negativity N appear to be Gaussian with
EW = −0.264± 0.002 and N = 0.0820± 0.0007.

Because I acquire a large data set in a short time, the statistical uncertainties of EW and N are

low compared to the systematic errors. I estimate the systematic errors by analyzing experimental

data with a general Gaussian model (see appendix A). Whereas the single squeezer model restricts

possible estimated covariance matrices to those generated by a single mode squeezer, beam splitter,

and loss, the Gaussian model allows any two-mode state described by a Gaussian Wigner function.

Using this Gaussian model, I found that EW = −0.297±0.002 and N = 0.0921±0.0004, where the
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uncertainties are based on a similar parametric bootstrap method to that described above. The

discrepancy between the parameters estimated by the single squeezer model and the Gaussian model

reveals a systematic error that is significantly larger than any statistical uncertainty and uncertainty

in the variances of the calibration state. Considering this systematic error, I conclude that the state

in our experiment has EW = −0.263+0.001
−0.036 and N = 0.0824+0.0101

−0.0004, where the uncertainties include

the estimates from both models.

The observed negativity is small compared to N = 0.55±0.04 from [76], but that negativity is

an inference of the negativity in the absence of measurement inefficiency. In contrast to Ref. [76, 83,

84], I state the negativity without correcting for inefficiency. In comparison to the approximately

2% efficiency achieved in a measurement apparatus using HEMTs as the first stage of amplification,

our apparatus achieves measurement efficiencies at least η1 = 26 ± 0.1% and η2 = 40 ± 0.2% (To

quote these efficiencies, I assume t = 0.51 based on the calibrated measurements of the hybrid [90]).

The efficiencies include any noise in the squeezed state’s generation and any loss along the entire

path from state generation to measurement, in other words, the quoted values are lower bounds

of the detection efficiencies. Because I know only lower bounds on the detection efficiencies I am

unable to estimate the negativity (or other properties) of the generated state in the absence of

measurement inefficiency.

In conclusion, I demonstrate a two-channel, single-quadrature quantum measurement appa-

ratus in the microwave regime, where each channel of the apparatus uses a JPA as its first stage

amplifier. A two-mode entangled state, which is generated by combining a squeezed state and vac-

uum on a microwave hybrid, is measured with improved efficiency and independent choices of each

mode’s measured quadratures. Entanglement is demonstrated by showing the two-mode state vio-

lates the separability criterion. Our integration of JPAs for both the preparation and measurement

of an entangled state is a substantial addition to the toolbox for manipulating continuous variable

quantum states of microwave modes. The measurement scheme is promising for demonstrating

protocols exploiting entanglement.



Chapter 8

Conclusion and future works

In the thesis, I have presented our approach to achieving our goals on generating and verifying

entanglement between itinerant microwave fields. We first separately design and characterize the

required Josephson parametric amplifiers (JPAs) and linear passive components. We then combine

them to demonstrate on-demand generation of entangled pairs of propagating microwave fields. We

also develop a two-channel measurement apparatus that allows us to verify the entangled states

with efficient and independent joint measurements.

In this section, I review the major experimental results and discuss future work on improving

the amount of entanglement generated and the detection efficiency. I also discuss a possible scheme

for performing teleportation of quantum states of itinerant microwave fields using our current

experimental techniques.

8.1 Conclusion

In this thesis, I present the research project of generating and verifying distributable mi-

crowave entanglement. We first perform state tomography of an itinerant squeezed state of the

microwave field prepared by a Josephson parametric amplifier (JPA). In this tomography experi-

ment, we use a second JPA as a preamplifier to improve the quantum efficiency of the quadrature

measurement from 2% to 36 ± 4%. Without correcting for the detection inefficiency, we observe

a minimum quadrature variance of 68+9
−7% of the variance of the vacuum. We also use maximum-

likelihood quantum state tomography to deconvolve the measurement inefficiency in order to pre-
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cisely characterize the state generated.

We then design, simulate, and measure two superconducting passive microwave components:

a quadrature hybrid and a 20 dB directional coupler. For the hybrid performance, we measure

an isolation of 20 dB and an insertion loss of 0.3 dB in a 10% band around 6.5 GHz. For the

coupler, we measure a return loss and an isolation of 20 dB, and an insertion loss 0.3 dB in a 2 GHz

band around 6 GHz. These components are designed to be integrated with JPAs for generating

entanglement and performing efficient quadrature measurements.

Finally, we design and fabricate an integrated entangler chip to generate distributable en-

tanglement. The entangler is capable of combining a squeezed propagating microwave field and a

vacuum field on a hybrid and then generating entanglement between its two output modes. By

employing JPAs based on amplifier chains, we verify the entangled state by making independent

single-quadrature measurements of the two output modes with efficiencies at least 26 ± 0.1% and

40±0.2%, respectively. Entanglement is demonstrated by showing that the two-mode state violates

the separability criterion with an entanglement witness EW = −0.263+0.001
−0.036. We also calculate the

negativity N = 0.0824+0.0101
−0.0004. Our integration of JPAs for both the preparation and measurement

of an entangled state is a substantial addition to the toolbox for manipulating continuous-variable

quantum states of microwave modes. The measurement scheme is promising for demonstrating

protocols exploiting entanglement.

8.2 Future work

After gaining the ability to generate entanglement and performing efficient measurements, the

next step for microwave continuous-variable quantum information processing could be demonstrat-

ing a quantum teleportation protocol. Quantum teleportation is a reliable scheme for transferring

quantum information to distant places. While it is impossible to transfer a general quantum state

from a sender to a distant receiver solely via classical channels, a quantum teleportation protocol

utilizes the shared entanglement between the two parties to accomplish the task. One such proto-

col was first proposed by Bennett in 1993 for the discrete qubit system [16] and later by Vaidman
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in 1994 for a continuous-variable system [17]. By considering the finite quantum correlation and

nonideal detection efficiency, Braunstein and Kimble proposed an experimental implementation for

the teleportation of a continuous-variable system [18].

The general idea of the protocol to transfer an unknown quantum state |Ψ〉 from the sender

(Alice) to the receiver (Bob) consists of the following four steps (Fig. 8.1):

(1) Alice and Bob share an ancillary entangled state (EPR state).

(2) Alice performs a joint measurement on the state |Ψ〉 and her half of the entangled pair

(Bell measurement).

(3) Alice sends the measurement outcome to Bob via classical communication channels.

(4) Bob performs unitary transformations on his half of the entangled pair based on the received

classical information, and then |Ψ〉 reappears in Bob’s place.

By performing these steps, the unknown state |Ψ〉 is destroyed in Alice’s station and then is

transferred to Bob’s place.

The experimental techniques we developed for generating two-mode entanglement and per-

forming efficient quantum measurements are important building blocks for implementing quantum

teleportation in a microwave system (Fig. 8.2). The required EPR pair in the protocol step (1)

would be the two-mode entangled state generated by combining two squeezed states, which are

generated independently from two Josephson parametric amplifiers, on a microwave hybrid. The

input mode is coupled to Alice’s EPR mode on a hybrid, and then two quadrature measurements

are performed on its two output modes, respectively, to complete the Bell measurement in step

(2). The two measurement results are sent to Bob via classical communication. Finally, Bob can

displace his EPR mode in phase space based on the knowledge received from Alice. This phase-

space displacement can be performed by coupling the classical signals to Bob’s EPR mode via a

directional coupler.

Generally, the fidelity of a teleportation protocol is improved with a larger amount of the
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(1)hSharedhentanglement

Figure 8.1: Principle of quantum teleportation. An unknown quantum state |Ψ〉 is teleported from
the sender to the receiver in the four steps (1–4) shown here. The central resource of the protocol
is the shared entanglement between the sender and the receiver. By using classical information
from the sender, which are the outcomes of joint measurements made by the sender, the receiver
transforms the entangled state to regenerate the input state |Ψ〉.
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Figure 8.2: Microwave implementation of quantum teleportation. The quantum teleportation pro-
tocol can be implemented with available microwave superconducting technology. The shared entan-
glement (EPR) is generated by combining squeezed states on a hybrid (HY). The joint measurement
can be performed with coupling the input |Ψ〉 and half of the entangled pair on a HY following two
quadrature measurements (QM1 and QM2). The receiver (Bob) stores his half of the entangled
pair in a memory mechanical oscillator (MEM). After receiving the measurement outcomes from
the sender, he displace his entangled state using directional couplers (DCs) to regenerate the input
|Ψ〉.
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shared entanglement and a higher detection efficiency. Thus our future direction towards demon-

strating quantum teleportation will be to work on increasing the degree of entanglement and im-

proving the measurement’s quantum efficiency.

In our current demonstration, the entangled state is generated by combining a single squeezed

state with vacuum, which results in a two-mode state only correlated in one quadrature. This

simpler method reduces the amount of generated entanglement. The logical next step is to send

two squeezed states to the hybrid to generate a two-mode state that is correlated in two orthogonal

quadratures, hence having more entanglement.

Although our current entangler design allows us to combine two squeezed states on the hybrid,

the cross coupling between the two TKCs prevents us from operating both SQs simultaneously. The

nonlinear nature of the resonators makes it much more difficult to pump both TKCs properly to

have parametric gains. Thus, it is important to design a next-generation entangler that has much

less coupling between the two TKCs. Specifically, when both TKCs are on resonance at same

frequency, the cross coupling rate needs to be smaller than the JPA bandwidth.

One possible coupling mechanism is coupling via a chip resonance mode. The entangler chip

is 1.2 cm × 1.2 cm in size, and its top surface is mostly covered by superconducting niobium metal.

Thus, the niobium top surface and the back metal ground plane can support parallel plate modes,

which are in our working frequency range. Thus, to suppress the chip-mode coupling, we will design

lumped-element passive components to be integrated with the lumped JPA. With a much smaller

chip size, we will make frequencies of the chip modes out of the range we are interested in and

expect to decrease the cross coupling between the two TKC resonators.

The pump cross coupling can also be caused by the reflections that occur at the interface

between the chip and the circuit board. The entangler chip is electrically connected to the circuit

board via wire bonds. These inductive wire bonds can cause approximately 10–20 dB reflections.

Hence the pump of the TKC resonator can be reflected back and coupled to the other resonator via

the hybrid. To improve the transmission at the interface, we will develop better interconnection

techniques such as direct-contact launchers to the chip or flip-chip designs [135].



137

The detection efficiency of our quadrature measurements is limited by the losses of commer-

cial microwave components and coaxial cables connecting them. Thus, one direction for improving

the detection efficiency is to develop on-chip–low-loss components and integrate the tunable Kerr

circuit with them on one chip. The biggest challenge of this strategy is the lack of on-chip circu-

lators. Circulators, or isolators, usually rely on magnetic materials to achieve non-reciprocity and

hence are incompatible with superconducting circuits. There are proposals of an on-chip circulator

based on Josephson junction devices [136]. In our group, we are developing Josephson junction

based circulators, where the nonreciprocity is achieved through time-varying reactances. Joseph-

son junction arrays with time-varying flux, of the same type used in the JPA circuits, form the

reactances.

Another problem of the on-chip design is caused by the significant reflections occurring at

the wire bonds connecting the chip and the circuit board. These reflections can result in poor

effective directivity of the coupler and decrease the performance of the JPA chip. To suppress this

unwanted effect is one more motivation for developing better interconnections between the chip

and the circuit board.

In addition to being able to generate a two-mode entangled state and perform efficient quadra-

ture measurements, we want to develop the ability to delay or even store Bob’s entangled mode while

a waiting the information from Alice’s measurements. This memory device could be a macroscopic

mechanical oscillator that is compatible with superconducting quantum circuits. In our group, we

have demonstrated that the state of an itinerant microwave field can be coherently transferred into,

stored in, and retrieved from a mechanical oscillator [137]. Furthermore, the EPR entangled pair

can be directly generated between an oscillator’s phonons and microwave photons [138]. Thus, we

can integrate this mechanical-oscillator memory with our entanglement generation and quadrature

measurement apparatus to demonstrate quantum teleportation of propagating microwave fields.
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[132] M. Paris and J. Řeháček, eds., Quantum State Estimation, vol. 649 of Lecture Notes in
Physics. Berlin, Heidelberg: Springer Berlin Heidelberg, 2004.

[133] S. Glancy, Innovations in Maximum Likelihood Quantum State Tomography. PIRSA - Perim.
Inst. Rec. Semin. Arch., 2009.

[134] R. Simon, N. Mukunda, and B. Dutta, “Quantum-noise matrix for multimode systems: U(n)
invariance, squeezing, and normal forms,” Phys. Rev. A, vol. 49, pp. 1567–1583, Mar. 1994.

[135] C. Schaffauser and C. Drevon, Flip Chip for microwave applications. Alcatel Space, 2005.

[136] A. Kamal, J. Clarke, and M. H. Devoret, “Noiseless non-reciprocity in a parametric active
device,” Nat. Phys., vol. 7, pp. 311–315, Jan. 2011.

[137] T. A. Palomaki, J. W. Harlow, J. D. Teufel, R. W. Simmonds, and K. W. Lehnert, “Coher-
ent state transfer between itinerant microwave fields and a mechanical oscillator.,” Nature,
vol. 495, pp. 210–4, Mar. 2013.

[138] T. A. Palomaki, J. D. Teufel, R. W. Simmonds, and K. W. Lehnert, “Entangling mechanical
motion with microwave fields.,” Science, vol. 342, pp. 710–3, Nov. 2013.
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Appendix A

Gaussian state estimation

As a check for systematic errors, we implemented a second method to estimate the quantum

state produced in this experiment. We call this method “Gaussian state estimation”, because its

range is all two-mode states that have Gaussian Wigner functions. As inputs, the method accepts

the calibrated quadrature measurements Wi(θi) for i = 1, 2 and returns the Gaussian state’s vector

of quadrature expected values µ = (µx1, µy1, µx2, µy2)T = E[(X1, Y1, X2, Y2)T ], where E[x] is the

expectation value of x. and the covariance matrix Σ whose elements are the covariances between the

random variables (X1, Y1, X2, Y2)T . We will label the elements of Σ with subscripts indicating the

quadrature variable and mode: Σai,bj , where a and b ∈ {x, y} and i and j ∈ {1, 2}. Note that the

Gaussian state estimation requires the use of the squeezer model described in Sec. 7.2.2 to produce

correctly calibrated quadrature measurements. The data set consists of the n instances of the

quadruplet containing two phases and two quadrature measurements: {(θ(k)
1 ,W

(k)
1 , θ

(k)
2 ,W

(k)
2 )|k =

1, ..., n} in which k labels the measurement instance. Although in the experiment θ1 and θ2 are

scanned continuously and quadratures are measured at regular intervals, in this section we treat

the phases as random variables uniformly distributed over [0, 2π) with a probability distribution of

P (θi) = 1/(2π).

Consider the expected value

E[Wi cos θi] = E[(Xi cos θi + Yi sin θi) cos θi].
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Because θi is independent of Xi and Yi,

E[Wi cos θi] = E[µxi cos2 θi + µyi sin θi cos θi]

=

∫ 2π

0

(
µxi cos2 θi + µyi sin θi cos θi

)
P (θ)dθ

= µxi/2.

By the Law of Large Numbers, we can estimate µxi with

µ̂xi = 2Wi cos θi =
1

n

n∑
k=1

W
(k)
i cos θ

(k)
i ,

where we use the hat to denote the estimate of a parameter and the overline to denote the sample

mean. Similarly, we can estimate µyi with µ̂yi = 2Wi sin θi. Applying this treatment to both modes

gives us µ̂.

To estimate Σ, consider the expected value

E[W 2
i cos2 θi] = E[(Xi cos θi + Yi sin θi)

2 cos2 θi].

Using the independence of θi from Xi and Pi and the uniformity of P (θi), we obtain

E[W 2
i cos2 θi] = E

[
1

8
(3X2

i + P 2
i )

]
=

1

8
(3µ2

xi + Σxi,xi + µ2
yi + Σyi,yi).

One can similarly show that

E[W 2
i sin2 θi] =

1

8
(µ2
xi + Σxi, xi+ 3µ2

yi + 3Σyi,yi),

and

E[W 2
i cos θi sin θi] =

1

4
(µxiµyi + Σxi,yi).

Solving these three equations for the elements of Σ and applying the Law of Large Numbers gives

us the estimates

Σ̂xi,xi = 3W 2
i cos2 θi −W 2

i sin2 θi − µ̂xi2,

Σ̂yi,yi = 3W 2
i sin2 θi −W 2

i cos2 θi − µ̂yi2,

Σ̂xi,yi = 4W 2
i cos θi sin θi − µ̂xiµ̂yi.
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Estimates for the cross-mode elements of Σ are given by

Σ̂x1,x2 = 4W1 cos θ1W2 cos θ2 − µ̂x1µ̂x2,

Σ̂x1,y2 = 4W1 cos θ1W2 sin θ2 − µ̂x1µ̂y2,

Σ̂y1,x2 = 4W1 sin θ1W2 cos θ2 − µ̂y1µ̂x2,

Σ̂y1,y2 = 4W1 sin θ1W2 sin θ2 − µ̂y1µ̂y2.

Thus, we estimate the expected values µ and covariance matrix Σ by computing sample

means of simple functions of the quadrature and phase measurements. Because the computation

is so simple, our method is well suited for large data sets. The maximum-likelihood method

developed by Řeháček and co-authors might give lower statistical uncertainty at the cost of greater

computation time [139]. Our method does not impose a constraint on Σ to enforce the Heisenberg

Uncertainty Principle [134]. Although it is possible for the estimate to be unphysical, all states

found in our analysis are valid quantum states.


