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Over the last several decades, developments in the control and manipulation of cold atoms, ions, and molecules have opened new doors into our understanding of the universe. In particular, precision measurement and quantum information technology have provided a wealth of new knowledge. In this thesis, I present progress towards a continuous wave superradiant laser, a novel ultra-narrow linewidth laser and active frequency reference that promises to further advance precision measurement and quantum science.

In my thesis work, I have demonstrated a major milestone towards the creation of a superradiant laser with kilosecond coherence times: continuous loading and strong collective coupling of atoms to a high finesse cavity on a forbidden optical transition. To this end, I constructed a new experiment to guide atoms through a series of spatially separated laser cooling stages and deliver a continuous flux of atoms into a travelling lattice supported by a high finesse optical cavity. Unlike many cold atomic experiments that operate in a time-sequential manner, with distinct phases for sample preparation and measurement, this system delivers a truly continuous flux of atoms. This continuous atomic apparatus is the first to demonstrate steady-state strong collective coupling on a narrow linewidth atomic transition and has the highest phase space density of any continuous atomic beam. In addition to setting the foundation for the creation of a continuous wave superradiant laser, this work opens the door to a new generation of continuous cold atomic devices and a wealth of applications.
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Chapter 1

Introduction

A fundamental goal of physics is to expand the boundaries of what we know and understand. Over the last several decades, developments in the control and manipulation of cold atoms, ions, and molecules have opened new doors into our understanding of the universe. In particular, precision measurement and quantum information technology have provided a wealth of new knowledge, complementing and sometimes extending the results obtained by more established techniques in fields such as high energy and condensed matter physics.

Developments in atomic physics have been made possible by recent advancements in tools and techniques to prepare, manipulate, and detect cold atoms, ions, and molecules. There has been continuous progress in developing new techniques to prepare novel states of matter, including laser cooling and trapping methods, advancements in evaporative cooling, and breakthroughs in quantum gas assembly\[1,2,3,4,5\]. Advances in techniques for controlling particles with microwave and laser radiation have given scientists new handles with which to coherently manipulate quantum states and precisely engineer interactions between particles\[6,7,8\]. Finally, advances in techniques and technologies for detection have lowered noise floors and extended observations times, allowing the measurement of new phenomena in previously unobserved regimes\[9,10,11\].

Precision metrology in particular has enhanced our understanding of the universe by providing a wealth of new measurements and bounds for a variety of fundamental quantities. These quantities include the electron electric dipole moment\[12,13\], the anomalous magnetic moment of the electron and fine structure constant\[14\], and precision tests of key predictions of relativity.
Additionally, precision frequency metrology has also been proposed as a means of studying quantum many-body physics [17, 18], searching for exotic physics [19, 20, 21] and exploring fundamental quantum limits imposed by gravity [22, 23, 24].

In this thesis, I present milestones on the journey towards a continuous wave superradiant laser, a novel ultra-narrow linewidth laser and active frequency reference for further advancing precision measurement and quantum science.

1.1 Superradiance: a Novel Active Frequency Reference

At the heart of this thesis is superradiance: a phenomena in which an ensemble of atoms emits photons at a greater rate than the sum of the rates at which photons would be emitted from the individual atoms. This section will give a brief overview of what superradiance is, where the idea originated from, and some of the motivations for using superradiance for precision metrology.

The idea of superradiance began in the 1950s when Robert Dicke first proposed the phenomenon of superradiance [25] and the field has slowly grown over the last few decades [26, 27, 28]. Over the last ten years, superradiance has been observed in a wide variety of platforms including atoms trapped in the near field of a photonic crystal waveguide [29], lattice-confined atoms inside hollow core fibre [30], and quantum dots in a nanophotonic waveguide [31].

In 2010, Murray Holland’s group at JILA proposed the creation of a superradiant laser based on an ultra-narrow optical atomic transition, a cutting-edge approach to dramatically improve laser stability that has the potential to achieve optical coherence times on the order of kiloseconds [32, 33]. A superradiant laser has promise to be a robust frequency reference that could operate outside the extremely low vibration environment of a precision laser laboratory.

The interest in a superradiant laser is in large part because it operates in a novel regime that promises to overcome a challenge for the current state-of-the-art frequency references: cavity frequency noise. Optical atomic clocks, which are the most precise and accurate absolute frequency references to date [34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45] are limited by the frequency stability of the lasers used to probe them. The primary limitation on laser frequency stability is set by thermal
and environmental vibrations of the laser reference cavities \cite{46,47,48} to which lasers are frequency stabilized. The main culprit is thermal brownian motion in the spacer, mirror substrates, and reflective coatings \cite{49,50}. This is a difficult problem: the performance of the world’s most stable laser for time-keeping and the world’s most sensitive large-scale interferometer for the detection of gravitational waves, Advanced LIGO, as well as cavity opto-mechanics experiments, are all limited by this fundamental noise source.

In a superradiant laser, the phase information is primarily stored in the collective, radiating dipole of laser-cooled and trapped atoms. This is in contrast to more conventional lasers, where the phase information is primarily stored in a large intracavity light field. The intracavity light field interacts strongly with the noisy laser cavity mirrors, decreasing the frequency stability of the laser. In the superradiant laser regime, the light directly inherits a collectively enhanced coherence time of the atoms. Thus, the optical coherence can be more than \(10^5\) times less sensitive to the laser mirror noise and vibrations.

From another perspective, because the light emitted from a superradiant laser comes directly from a narrow-linewidth atomic transition, one can view a superradiant laser as an active optical frequency reference. A superradiant laser is essentially the optical equivalent of a maser, which is an active microwave frequency standard \cite{51}. The power of working at optical frequencies can be seen in the great improvement in the performance of atomic clocks moving from the microwave to the optical domain. Because of the higher operating frequency, the fractional frequency stability and accuracy of optical clocks quickly overtook their microwave counterparts, and are now several orders of magnitude more favorable.

Preliminary proof-of-principle superradiance experiments were conducted by previous members of the Thompson lab using both rubidium and strontium atoms. The model rubidium system demonstrated operation in the superradiant regime where spontaneous synchronization of more than one million rubidium atomic dipoles was sustained by less than 0.2 photons on average inside the optical cavity \cite{52}. This experiment used Raman transitions to create an effective long-lived optically excited state in an ensemble of cold rubidium atoms. In this case, frequency noise on the
“dressing” laser used to create the Raman system appears on the laser output, so it is not useful as a frequency reference, but had great use for studying many aspects of steady-state superradiance [52, 53, 54, 55].

The next step in the trajectory of the superradiant laser was to switch to atomic strontium, which has several narrow-linewidth optically excited states that are suitable for the operation of a true narrow linewidth optical superradiant laser. The underlying reason is that strontium has two valence electrons (as opposed to rubidium’s single valence electron). The intrinsic magnetic moments, or spins, of these two electrons can either be aligned in a configuration known as a “triplet” state, or anti-aligned in a configuration known as a “singlet” state. Moving from a singlet state to a triplet state or vice-versa requires flipping the spin of one of the electrons. Photons are very bad at doing this, so these transitions are called “forbidden” or “dipole-forbidden” and happen very slowly. The work here uses two such transitions in atomic strontium: the somewhat forbidden 7.5 kHz linewidth $^3P_1$ to $^1S_0$ transition and the far more forbidden 1 mHz linewidth $^3P_0$ to $^1S_0$ clock transition. These narrow-linewidth transitions in strontium and similar elements have enabled the development of optical atomic clocks, which are the most precise and accurate absolute frequency references to date [34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45].

A continuous wave superradiant laser based on the mHz linewidth optical clock transition in strontium offers the potential to improve the short-time performance of optical atomic clocks even further. Just before I joined the Thompson lab, Matt Norcia built a strontium system and demonstrated pulsed and quasi-steady state lasing on the 7.5 kHz linewidth transition in $^{88}$Sr [56]. Similar experiments have since demonstrated superradiance on the $^3P_1$ to $^1S_0$ transition in calcium [57] and again in strontium [58]. These works are further milestones on the journey towards a superradiant laser, but to achieve kilosecond coherence, a superradiant laser must be operated on an atomic transition about $10^4$ times narrower in linewidth, such as the mHz linewidth optical clock transition in the fermionic isotope $^{87}$Sr.

In this thesis, I present our work on two major fronts: moving from the narrow kHz to the ultra-narrow mHz optical transition in strontium and moving from a pulsed to a continuous
1.2 First Generation Experiments

Before beginning the construction of the continuous strontium experiment, I contributed to several experiments that I will mention briefly here. These experiments were performed on the strontium cavity QED apparatus with fellow graduate students Matt Norcia and Dylan Young, postdoc Juan Muniz, and undergraduate student Matthew Winchester. They include a novel form of cavity-enhanced atomic spectroscopy we call magnetically induced transparency [59], a new method of laser cooling with reduced reliance on spontaneous emission [60, 61], a method of enhancing the sensitivity of proposed atomic gravitational wave detectors [62], an investigation of cavity-mediated spin-spin interactions [63], a direct quantum nondemolition detection of a millihertz linewidth optical atomic transition [64], an observation of dynamical phases of matter that are precluded from existence at equilibrium but can be stabilized by driving a system out of equilibrium [65], and a new class of laser (a “superradiant laser”) based on optical superradiance from ultra-narrow linewidth transitions [66, 67]. As part of the pulsed superradiant laser project, we demonstrated the most precise active absolute frequency standard realized to date, providing an encouraging indication that a superradiant laser may become a key experimental tool for precision measurement in the near future.

Below I briefly expand upon three of those research areas: a pulsed superradiant laser on a millihertz optical transition, cavity-mediated spin-spin interactions, and a new form of laser cooling that relies on narrow-linewidth transitions.

1.2.1 A Pulsed Superradiant Laser on a Millihertz Optical Transition

We demonstrated superradiant emission from the 1.35(3) mHz linewidth clock transition [64] in an ensemble of laser-cooled $^{87}\text{Sr}$ atoms trapped within a high-finesse optical cavity [66]. The cavity decay rate far exceeded both the atomic dissipation and the rate of coherent interactions, placing us deep in the superradiant regime. We showed that atoms collectively emitted photons
into the cavity, up to 10,000 times faster than independently radiating atoms.

To characterize the frequency of our pulsed superradiant laser, we compared our laser to a state-of-the-art cavity-stabilized laser [68, 69] and optical lattice clock [40] in Jun Ye’s lab. We observed a fractional Allan deviation of 6.7(1) \times 10^{-16} at 1 second of averaging and established absolute accuracy at the 2 Hz (4 \times 10^{-15} fractional frequency) level [67]. The short term frequency stability was within an order of magnitude of the record in an atomic frequency reference at the time, which was encouragingly close given the maturity and careful engineering of optical lattice clocks. Furthermore, the short-term stability greatly surpassed that of existing active atomic frequency references (masers), which operate at microwave frequencies [70, 71], making ours the most precise active frequency reference demonstrated to date.

We also characterized the sensitivity of the superradiant laser to perturbations such as cavity frequency shifts and magnetic fields. We demonstrated a reduction in sensitivity to changes in cavity frequency by 5(3) \times 10^5 compared to a conventional laser. Additionally, we demonstrated insensitivity to magnetic fields by populating and lasing on both stretched states simultaneously. These observations were very encouraging for the prospect of creating an even more precise superradiant frequency reference.

### 1.2.2 Cavity-Mediated Spin-Spin Interactions

Ensembles of atoms have emerged as powerful quantum simulators of many-body physics. We demonstrated a new approach to engineering controllable interactions between the atoms, where two atomic states connected by a clock transition each serve as an effective spin and long-range spin-exchange interactions are mediated by the cavity photons [63].

When our optical cavity is on resonance with a narrow linewidth optical transition, the primary effect is superradiance, or an increase in the rate of decay of atoms from the excited state. When our optical cavity is detuned from atomic resonance, interesting Hamiltonian dynamics emerge, which we can describe as spin-exchange interactions mediated by the emission and reabsorption of photons inside an optical cavity. In our case, these interactions manifest as
a one-axis twisting (OAT) term and a self-energy term that leads to a so-called many-body gap protection.

OAT has been demonstrated in driven systems as a way to create entangled spin-squeezed states [6, 72, 73, 74]. In our system, the atoms themselves create the drive that leads to twisting, an idea which was also independently proposed in Ref. [75]. Experimentally, we used the superradiant light exiting the cavity as a precise realtime nondestructive probe of the atomic evolution [54]. We observed frequency shifts of the superradiant light versus atomic inversion to characterize the OAT dynamics at the mean-field level.

The many body energy gap term could be potentially used to protect optical coherence against dephasing. A similar effect, mediated by collisions between atoms, has been observed and utilized in optical magnetometers [76], and cold-atom systems [77, 78, 79]. We demonstrated the emergence of the many-body energy gap and signatures of gap protection of the optical coherence against dephasing. To demonstrate the gap protection, we introduced controllable, reversible dephasing to perform a direct spectroscopic measurement of the many-body energy gap.

This work has important implications for understanding potential perturbations to the superradiant laser and may enable future applications for entanglement enhanced metrology and for explorations of rich quantum many-body dynamics.

1.2.3 A Novel Laser Cooling Mechanism

The development of laser cooling revolutionized atomic physics. Typically, laser cooling relies on broad-linewidth optical transitions. Techniques similar to those used on broad transitions have been extended experimentally to narrow linewidth transitions [80, 81, 82, 83, 84, 85], but the conceptual framework used to understand the cooling is very similar to the broad linewidth case. The use of narrow linewidth optical transitions opens up fundamentally new possibilities for laser cooling beyond those previously explored.

We discovered and demonstrated a novel cooling mechanism in which large accelerations can be achieved on optical transitions with low scattering rates [60]. We named it sawtooth wave
adiabatic passage (SWAP) cooling. By sweeping the frequency of counter-propagating laser beams in a sawtooth manner, we adiabatically transfer atoms from the ground state to a long-lived optically excited state and back to the ground state. The time-ordering of these adiabatic transfers is determined by Doppler shifts, which ensures that in each sweep, the atom receives two photon recoils in the direction opposite to its motion. The slowing process ends when the Doppler shift is comparable to the Rabi frequency of the beams, so the time-ordering is no longer well determined.

Because this technique reduces reliance on spontaneous emission, it may be an appealing mechanism for the cooling of molecules, which often lack closed cycling transitions. Moreover, from a technical perspective, SWAP cooling has the advantage of being a much more robust cooling technique for narrow linewidth transitions, as it has low sensitivity to long-term laser frequency drifts and to perturbations of the atomic transition frequency.

We extended this 1D observation to a SWAP magneto-optical trap (MOT), a related mechanism that provides a confining force as well as a cooling force [61]. This mechanism utilizes a similar sawtooth ramp to SWAP cooling, but relies on shelving atoms in one of several long-lived excited states to generate a differential scattering force that depends on the local magnetic field, which allows for the formation of a magneto-optical trap (MOT). In contrast to SWAP cooling, where only occasional spontaneous emission is required, our SWAP MOT relies heavily on spontaneous emission to reset the atom to its ground state at the beginning of each sweep.

We accidentally discovered this technique when Matt pushed a button on a function generator that switched the frequency modulation of the red 3D MOT beams from a symmetric triangle ramp to a sawtooth triangle ramp and we immediately saw two times more atoms loaded into the lattice. From a practical perspective, a SWAP MOT has proved to be very useful in our experiment and forms the basis of our cooling in everyday operation. It benefits from a simpler laser system, a larger capture fraction from higher temperature samples, improved robustness, and the ability to operate in the presence of large inhomogeneous broadening of the atomic transition frequency.

We worked with graduate student John Bartolotta from Murray Holland’s group to under-
stand the phenomenon \[86\] and they went on to extend the theoretical explanation to SWAP cooling in a magneto-optical trap \[87\], present a method of speeding up particle slowing using shortcuts to adiabaticity \[88\], and understand entropy transfer from a quantum particle to a classical coherent light field \[89\].

Since our initial demonstration, SWAP cooling has been rapidly adopted by many groups. Here I will highlight a few follow-up works: a similar demonstration of a SWAP MOT in strontium \[90\], SWAP slowing of dysprosium \[91\], SWAP cooling on a Raman transition \[92\], observation of SWAP cooling in atom–ion collisions \[93\], as well as theoretical calculations with non-cycling transitions \[94\] and polar molecules \[95\].

### 1.3 Why Continuous Wave Superradiance?

While the spectral properties of the pulsed superradiance explored in \[1.2.1\] are encouraging, the frequency stability was limited by the pulsed nature of the experiment. The fractional frequency stability at 1 s averaging time of $6.7(1) \times 10^{-16}$ was Fourier limited by the finite pulse length of typically 50 ms \[67\]. Extending the superradiant pulse length to steady-state or quasi-steady state lasing promises to dramatically improve the short-term frequency stability.

A continuous wave superradiant laser shows promise to improve the demonstrated short-term frequency stability by potentially 2 orders of magnitude from that of the pulsed superradiant laser, potentially outperforming current state-of-the art frequency references at short times. For example, if a steady-state superradiant laser were operated on the mHz transition with a similar output power to what has been demonstrated in pulsed mode and continued to be dominated by photon shot noise out to an averaging time of one second, we would expect to see an improvement in the 1 s fractional Allan deviation by a factor of roughly $10^2$ compared to pulsed operation with a single 50 ms long pulse each second. The rapid improvement arises because the Fourier-limited linewidth would be reduced by 20 and simultaneously 20 times more photons would be collected, reducing the standard quantum noise by a factor of $\sqrt{20}$ and allowing the line to be split more precisely.
There are two ways to extend the pulse length: to repump the atoms that have emitted a photon back to the excited state as demonstrated in [52, 56], or introduce fresh atoms already prepared in the excited state and discard atoms that have decayed to the ground state.

The most likely pathway for the repumping approach involves exciting the atoms from $^1S_0$ to $^3P_1$ with a laser at 689 nm, then to $^3S_1$ with a laser at 688 nm. From there, the atoms will decay into all of the $^3P$ states. An atom that lands in $^3P_1$ will be pumped back to $^3S_1$ and have another chance to decay into $^3P_0$, but additional lasers at 707 nm and 679 nm would be needed to pump atoms out of the $^3P_2$ states and the undesired $^3P_0$ sublevels, respectively. The number of photon recoils imparted on the atoms to reach a particular sublevel within $^3P_0$ is high (several 10’s, depending on details), so the atoms would be heated out of the lattice after emitting a few photons. Cooling during the repump process is possible, but each scheme we identified has difficulties: Raman sideband cooling within $^3P_2$ does not address the loosely-confined radial directions and other sub-Doppler cooling methods require high intensities that may perturb the lasing transition frequency. Cooling on the 57 kHz linewidth $^3P_2$ to $^3D_3$ transition at 2.9 $\mu$m avoids coupling directly to the lasing transition and has just recently been demonstrated [96].

Besides heating atoms out of the lattice, repumping has two main other challenges: the 679 nm laser used to transfer atoms between $^3P_0$ sublevels would likely lead to large perturbations to $^3P_0$ that would degrade the stability of the superradiant laser. Repumping also requires replacement atoms to compensate for atom loss due to heating and collisions with background gas.

The other approach to maintaining inversion is to supply fresh atoms in the excited state. This steady-state supply of atoms requires a fundamentally different mode of experimental operation than used in typical atomic physics experiments. Typical experiments operate in a time-sequenced manner and for much of the sequence, atoms remain in the same spatial location as fields are turned on and off in time. Like most cold atom experiments, the pulsed apparatus operates in this manner. However, in a continuous atomic experiment, operations have to be performed in spatially separated regions and atoms needs to be transported continuously between stages. This approach is challenging because it is much harder to create a magnetic field or laser beam whose properties
vary abruptly in space than in time. Experiments with a high phase space density cold atomic beam are difficult and quite new: this thesis reports the second such experiment of its kind. The first is from the group of Florian Schreck at the University of Amsterdam and realized an ultracold Bose-Einstein condensate in steady state \cite{97, 98, 99, 100}.

We decided to go with the continuous atom approach because of the difficulties with repumping and the fact that a continuous stream of new atoms would be required anyway to compensate for losses. Within the steady-state approach, there are two main methods of supplying new atoms: a hot atomic beam traversing an optical cavity \cite{101} and a cold atomic beam continuously loaded into a lattice supported by the cavity. We decided to go with the latter approach, as has a group at the Quantum Metrology Institute at the National Physical Laboratory in the UK, and the group of Florian Schreck at the University of Amsterdam is following both approaches.

In this thesis, I present a milestone towards a continuous wave superradiant laser: continuous loading and strong collective coupling of atoms to a high finesse cavity on a forbidden optical transition.

1.4 Outline of Thesis

The rest of this thesis is organized as follows: In Chapter 2 I describe the design and construction of the experimental apparatus. In Chapter 3 I demonstrate the continuous loading of a high flux of strontium atoms into a high finesse optical cavity. In Chapter 4 I demonstrate steady-state strong collective coupling between atoms and an optical cavity, on a narrow linewidth atomic transition. Finally, in Chapter 5 I provide an outlook to future extensions of this work and a rough outline for a possible experimental implementation of a steady-state superradiant laser.
Chapter 2

Experimental Apparatus

In this chapter, I describe the design principles of our experiment and the basic experimental hardware and processes that allows us to operate our experiment.

2.1 Design Principles

The goal of this experiment is to set the stage for continuous wave superradiance. We would like to deliver a continuous, high flux of strontium atoms into a lattice supported by a high finesse optical cavity, while minimizing atomic decoherence and scattering. In other words, the rate of collective interactions between the atoms and cavity, mediated by the mHz linewidth transition, must exceed all atomic decoherence rates in the system. This requirement to obtain superradiance dictated most of the design choices in the experiment.

For superradiance experiments operating deep in the “bad-cavity” regime (where the cavity is much more lossy than the atoms), the rate of collective interactions is given by $NC\gamma$, where $N$ is number of atoms coupled to the cavity, $C$ is the single-atom cavity cooperativity parameter, and $\gamma$ is the excited state lifetime for that transition. In order to achieve superradiant pulses, the collectively enhanced emission rate from the atoms must be made larger than atomic decoherence rates. Because the natural decay rate of the transition is so slow, this represents a stringent requirement for this system.

Atomic decoherence, or a decay of the atomic coherence at a rate $\gamma_D$, has the effect of setting a threshold atom number $N_t$ below which a superradiant pulse will not occur without seeding of
coherence. For homogeneously coupled atoms, the requirement for superradiance is $NC\gamma/2 > \gamma_D$, which sets a threshold atom number $N_t = 2\gamma_D/(C\gamma)$. For atom numbers above this threshold value, $N$ atoms radiating in the presence of decoherence produce a pulse identical to the pulse that the number of excess atoms, $N_x = N - N_t$, would produce without decoherence.

For a given atomic transition, $\gamma$ is fixed. Thus if we want the collective emission rate to be large, we have three requirements: a high-cooperativity cavity, many atoms, and low decoherence.

In this work, we use a high finesse optical ring cavity. Unlike a 2 mirror cavity, a ring cavity supports a travelling wave mode, which we use to transport atoms from the lattice loading region to a “quieter” region of the cavity. The design, assembly, and characteristics of the cavity are detailed in Sec. 2.5. In practice, achieving a high-cooperativity cavity is simpler than a high atom flux or low dephasing, so much of this work focuses on the latter two requirements.

How many atoms do we need for continuous wave superradiance? As mentioned above, because the rate of collective emission into the cavity scales with atom number, dephasing sets a minimum, or threshold, atom number in order to enable superradiance. In the pulsed superradiant system, our threshold atom number for the mHz transition was $3.3(8) \times 10^4 \text{ } ^{87}\text{Sr}$ atoms [66]. To maintain steady-state superradiance, we need to maintain steady-state inversion. This means we would need to supply at least the threshold number of fresh atoms in the excited state before the existing atoms decay to the ground state. The timescale for atoms to decay to the ground state is set by the superradiant pulse length $\sim 1/(NC\gamma)$, which was around 100 ms in our pulsed demonstration of superradiance on the mHz linewidth transition. Compared to the pulsed experiment’s single atom cooperativity of $C_{\text{pulsed}} = 0.41$, the continuous apparatus has a single atom cooperativity of $C = 0.16(1)$ for atoms interacting with a single directional mode of the ring cavity. If we assume the continuous experimental apparatus will have the same atomic decoherence as the pulsed apparatus, for a characteristic pulse length of 100 ms and a relative cooperativity between the experiments of $C_{\text{pulsed}}/C \sim 2.5$, this sets a minimum flux of $8.5 \times 10^5 \text{ } ^{87}\text{Sr}$ atoms per second.

In this work, we use the 12 times more isotopically-abundant $^{88}\text{Sr}$. In addition to providing more atoms, this isotope is bosonic and has no nuclear spin, which simplifies the electronic structure.
However, in order to demonstrate an atomic source consistent with superradiance on the mHz transition in $^{87}\text{Sr}$, this means we need a greater flux of $^{88}\text{Sr}$ atoms. Additionally the capture fraction from the blue MOT into the lattice is about a factor of 2 lower for $^{87}\text{Sr}$ \cite{[61]}. Thus to be above threshold for lasing, assuming the same transverse decoherence rate as the pulsed experiment, we need a flux of at least $2 \times 10^7$ $^{88}\text{Sr}$ atoms per second loaded into the lattice. We are within error bars of this flux, with $1.9(3) \times 10^7$ $^{88}\text{Sr}$ atoms per second continuously loaded into the ring cavity in the strong collective atom-cavity coupling regime! See Sec. 2.6.4 for more details.

The final component needed to achieve lasing is to minimize atomic dephasing. Achieving a low enough decoherence rate involves removing any factors that would cause a scrambling of the relative phase between the superposition states of the different atoms. To suppress atomic decoherence, we rely on techniques used to provide long coherence times in optical lattice clocks \cite{[102, 103]}, as well as new techniques to provide a compact source with minimal dephasing near the cavity mode. By using an ultra-high vacuum environment, we eliminate collisions with background gas molecules. By laser cooling and confining the atoms along the cavity axis with an optical lattice, we eliminate first-order Doppler shifts in the direction of emission without imposing large shifts to the lasing transition frequency.

Unlike a traditional atomic physics experiment that operates in a pulsed manner and can turn any inhomogeneous electric or magnetic fields off, we need to be additionally careful to separate the cavity region from “noisy” inhomogeneous electric and magnetic fields which may decohere or collapse the atomic wavefunctions. To ensure low inhomogeneous broadening in the cavity mode due to Zeeman shifts, we do not load from a red 3D MOT into the lattice, rather we physically separate the inhomogeneous magnetic fields of the MOTs from the cavity mode and load from a red 3D molasses into the lattice (see Sec. 2.4 for more detail). To ensure minimal blue scattered light in the cavity region, we coated much of the chamber with a low-reflectivity black coating and inserted a baffle with a small aperture between the blue 2D MOT region and the cavity (see Sec. 2.2.1 for more detail).

These three requirements of a high-cooperativity cavity, a high continuous flux of atoms,
and low decoherence will continue to be a theme throughout this chapter, as they provide the key constraints for the experimental design and implementation.

2.2 Vacuum System

Figure 2.1: The vacuum system consists of one main chamber and a few appendages. The science chamber, which contains the optical cavity, has two main 10 in viewports to provide good optical access. On the right hand side, there is the atom source, which contains an oven and permanent magnet Zeeman slower. The left hand side has a heated window for the Zeeman slower and the mounting hardware for the baffle. Finally, the top has a pumping appendage with a 45 liter/second ion pump and right angle valve to connect a pump station.

A system producing a continuous flux of cold atoms requires a fundamentally different approach than an apparatus that operates in a pulsed manner. Often in a pulsed experiment, once the atoms reach the “science” chamber, the atoms stay in approximately the same location and beams are turned on/off in a time-sequence to address the atoms. In contrast, a continuous supply of atoms requires separating the sequence in space.

With the ultimate long-term goal of creating a metrologically useful, transportable, mHz
Figure 2.2: Side (left) and top (right) views of the vacuum system apparatus. From the side, one can see the 6 mini nipples mounted just after the output of the oven. These give optical access to measure the flux out of the oven and allow for the possibility of a transverse cooling stage or the creation of a steady-state superradiant laser based on a hot thermal beam. From the top, one can see the main ion pump and right angle valve, the principal pumping components of the main chamber. If we focus on the 4.5 in to mini conflat reducer flange in the center of the image, above and below the mini viewport are two holes reminiscent of a panda fiber. These holes are open to the atmosphere and are the inside of the magnet tubes that extend into the main chamber.

Linewidth superradiant laser, we chose to create a compact design based on a single main chamber. Including all appendages, the vacuum system measures about 3 feet by 1.5 feet and could be made smaller if desired. This choice to make a compact system also eliminates the need for transfer between chambers, which adds complexity.

Fig. 2.1 shows an overview of the vacuum system. To maximize future flexibility and be able to continuously address the atoms between the blue 2D MOT and the cavity mode, we opted for great optical access. The main chamber is a custom 10 in spherical dodecagon vacuum chamber from Kimball Physics. The two custom features on this chamber are a welded 4.5 in conflat flange on the top to increase conductance and a y-join on the right to connect to the oven apparatus and also allow optical access. With the exception of the port labeled main getter, all other sides of the dodecagon have optical access to the main chamber. The primary optical access to the chamber is through the two 10 in viewports, which are anti-reflective coated for angles of incidence from 0 to 45 degrees. This allows the main cooling beams to enter close to 45 degrees angle of incidence, as
Figure 2.3: Mounting apparatus and back view of vacuum system. The vacuum chamber is supported from the top by an aluminum 80/20 structure. Rubber between the 80/20 structure and the optical table dampens vibrations and the stiffness of the aluminum pushes vibrations to higher frequencies. The main mounting point is a u-bolt around the main chamber flange that connects to the structure above. Additional mounts support the main ion pump from above and the oven assembly from below (not depicted).

Pumping for the main chamber is provided by a 45 litre/second ion pump mounted on the top of the chamber and a Saes D200 getter mounted on the bottom right hand side. The oven has an additional 3 litre/second ion pump and a getter. Parts of the chamber were pre-baked, but the entire assembled system was not baked, as the maximum possible temperature for baking is limited by the glass point of torrseal at 120 C. Moreover, the number and size of viewports present
a difficulty in heating evenly and strontium is highly reactive, so the strontium coating that forms inside the chamber serves as an excellent pump. There is no differential pumping stage between the oven and the main chamber, so when the oven is operated at full temperature, it adds a significant load to the chamber. As measured by the main ion pump, with the oven at 475 C (100 C) the pressure is $2.3 \times 10^{-9}$ Torr ($5.2 \times 10^{-10}$ Torr). We think the vacuum at the cavity is a factor of 2-3 higher in pressure than at the main ion pump, as the pumping speed of the ion pump is limited by both the conductance to the main chamber and the conductance around the baffle. Our estimated vacuum pressure at the cavity mode of $\sim 7 \times 10^{-9}$ Torr gives a vacuum-limited atomic lifetime of 300 ms \cite{104}.

The baffle appendage is described further in Sec. 2.2.1, the Zeeman slower and atomic source appendages in Sec. 2.3 and the magnet tubes in Sec. 2.4.

### 2.2.1 Scattering Mitigation

To ensure minimal blue scattered light in the cavity region, we inserted a baffle with a small aperture in between the blue 2D MOT region and the cavity and coated much of the chamber with a low-reflectivity black coating.

The baffle between the red 2D MOT and 2D molasses has an aperture of 5 mm. It is mounted on rods that are connected to groove-grabbers that are in turn mounted onto a flange on the baffle appendage (shown in Fig. 2.4). There are two sets of plates mounted on either side of the bellows on the baffle appendage. By changing the separation between the plates, we can move the position of the baffle (and thus the aperture) within the main chamber. The idea behind the baffle is to eliminate the direct line of sight between the blue 2D MOT and the quiet region of the cavity mode (where atoms are transported after being loaded in the travelling lattice). The position of the aperture is adjustable from the outside of the vacuum chamber to allow more flexibility in the experiment.

To limit the number of stray photons in the cavity region, the interior of the vacuum chamber is painted with Alion MH-2200, a solar-absorbing, low out-gassing black paint. All paint was applied
Figure 2.4: Scattering mitigation in the main chamber. This figure highlights the objects inside the main chamber that are designed to absorb optical scattering. The horizontal black baffle in the center separates the blue 2D MOT region from the cavity region and has a 5 mm aperture to allow the atoms to transit between regions. It is mounted to the conflat flange on the left side of the nipple via 6 mm steel rods. The position of the baffle is adjustable outside of the vacuum chamber by changing the separation between the two sets of plates mounted on either sides of the edge-welded bellows (with threaded metal rods, not depicted). Also shown are the black-paint coated magnet tubes, cavity spacer, getter hat, and aluminum inserts. The getter hat is an aluminum shield to protect the high finesse cavity mirrors when activating the getter and can be seen blocking the lower right dodecagon viewport hole. The two aluminum inserts are shaped to fit inside the main chamber and combine with the baffle to provide the main scatter prevention. This image also shows the mounting hardware that affixes the cavity spacer mount and two folding mirrors to the main chamber via groove grabbers.

using an airbrush with Nitrogen gas. A paper from 1985 measured the outgassing of this paint as $8.6 \times 10^{-11}$ Torr liter/second cm$^2$ after a 24 hour vacuum bake at 100 C [105]. I wanted to double-check this outgassing rate, so I made 4 concentric cylinders that fit inside a 2.75 in conflat tee out of Aluminum 5052. I measured the outgassing rate after pre-baking in an annealing oven at 260 C for 24 h and then baking the vacuum chamber (in this case, a conflat flange tee) around 250 C for 40 h. After getting to rough vacuum and turning on a 55 litre/second ion pump, the
test setup quickly pumped down and started to flatten out after 3 days at $3.5 \times 10^{-9}$ Torr (8 days at $2.5 \times 10^{-9}$ Torr) as measured by the ion pump. From this pressure, the pump speed of the ion pump, and the painted surface area (890 cm$^2$), I extracted an outgassing rate of $1.5 \times 10^{10}$ Torr liter/sec cm$^2$. This value assumes that the outgassing of the paint was dominant over other effects such as a leak rate or outgassing from the steel tee, so it seems reasonable that it is within 50 % of the previously measured value.

After testing the outgassing of the paint, we decided to use it in the main experiment, but coat individual pieces rather than directly coating the inside of the main chamber in case we needed to remove the paint in the future. We coated all the parts that live in the main chamber, including the magnet tubes, baffle, cavity spacer, getter hat, and aluminum inserts. The getter hat is an aluminum shield to protect the high finesse cavity mirrors when activating the getter. It can be seen blocking the lower right insert hole in Fig. 2.4. The two aluminum inserts are shaped to fit inside the main chamber and combine with the baffle to provide the main scatter prevention.

2.3 Atomic Source

We used a third generation strontium atomic source provided by AOSense, Inc. This source consists of an oven that provides a collimated beam of hot strontium atoms and a permanent-magnet Zeeman slower in vacuum. On the pulsed experiment, we observed the development of a strontium “volcano” on the heat shield of the Zeeman slower that eventually connected to and caused a thermal short to the outer heat shield of the oven. To eliminate this issue, we inserted a small Kimball Physics chamber as a spacer between the oven and Zeeman magnets, which separated the two heat shields by 2 in, almost a factor of 10 greater than the separation in the previous generation.

To provide optical access to the thermal beam of atoms between the oven and Zeeman slower, there are six viewports mounted in a hexagonal pattern at the output of the oven (shown in Fig. 2.2). They give optical access to measure the flux of atoms out of the oven and allow for the possibility of a transverse cooling stage or the creation of a steady-state superradiant laser based on a hot thermal beam. They are mounted on nipples to prevent them from being coated in strontium, but
after about 2.5 years of operation, the viewports have started to accumulate a strontium coating.

The other component of the atomic source is a home-built heated sapphire window through which the optical Zeeman slower beam enters the vacuum chamber. It must be heated to prevent the thermal beam of strontium atoms from sticking to the viewport and creating a mirror-like surface. The window is heated to 350°C by a heater ring around the viewport flange (outside of vacuum) and is thermally separated from the main chamber by a set of edge-welded bellows. Further operating details of the atomic source are given in Section 2.6.2.

2.4 Magnetic Fields

In a continuous experiment, we rely on a spatial sequence rather than a time-sequence to cool and address the atoms. This means our magneto-optical traps (MOTs) and associated magnetic fields need to be on continuously. This simplifies our magnetic field production in one sense, as we can use permanent magnets rather than quickly switching coils, but complicates it in another, as we need the magnetic field gradient to be small by the time the atoms reach the cavity mode.

We chose to use permanent magnets close to the atoms. To allow flexibility to switch out magnets or add shims or coils in the future, we decided to create magnet tubes that extend into the vacuum chamber and are open to the atmosphere on the inside. The magnet tubes can be seen in the main chamber in Figs. 2.4 and 2.3. They are welded onto a 4.5 in reducer flange on the very top of the experiment, as seen in Fig. 2.2. In this image, above and below the mini viewport are two holes reminiscent of a panda fiber. These holes are open to the atmosphere and comprise the inside of the magnet tubes that extend into the main chamber.

The axes of the magnet tube cylinders are separated by 2 in, to be as close as possible while allowing a 1 in wide beam oriented at 45 degrees (with respect to the plane between the cylinder axes) to pass between them. Each tube contains one neodymium 40 magnet with dimensions 1.590 × 3/16 × 1/8 in (magnetized through the 3/6 in dimension, model Rect1400 from supermagnetman). The magnets are oriented as shown in Fig. 2.5. This magnet configuration produces a quadrupole field in the horizontal plane and a magnetic field zero along the center line between the magnets.
The magnets are each mounted on aluminum L-angle stock. Both aluminum angles are connected at the top to an 80/20 bar, which is mounted to an XY translation mount to control the position of the quadrupole field.

The permanent magnets are centered vertically on the blue 2D MOT and produce a magnetic field gradient along the quadrupole axes of 50 Gauss/cm. Below the magnets, the gradient of the quadrupole field decreases and is about 5 Gauss/cm in the center of the red 2D MOT, appropriate for operation on the 7.5 kHz linewidth transition. Thus with one pair of permanent magnets, we produce a magnetic field suitable for both the red and blue 2D MOT stages.
The last question to address with the magnetic fields is the inhomogeneity of the magnetic field at the cavity mode, which would produce inhomogeneous Zeeman shifts on the clock transition. Fig. 2.6 shows the magnetic field inhomogeneity along the cavity mode from the MOT permanent magnets. If we transport the atoms 2 cm down the cavity mode before they participate in superradiance and they move 5 mm while participating in superradiance, they would experience a differential magnetic field between the start and end of the superradiant emission of about 25 mGauss. This is an 11 Hz differential shift on the \( m_F = 9/2 \) state of the clock transition, which is about 3 times larger than the 3.5 Hz decoherence rate observed in the pulsed demonstration of mHz superradiance \([66]\). To reduce this inhomogeneous broadening, we may have to either transport the lattice slower so that atoms are spread over a smaller distance during their participation.
in superradiance or add shim magnets or coils to reduce the magnetic field gradient. I suspect that before investing effort into minimizing the inhomogeneous field from the MOT magnets, it will be worth checking the magnetic field inhomogeneities from other sources near the atoms, such as the magnets on the ion pump or the nominally nonmagnetic optical table.

2.5 The Ring Cavity

Figure 2.7: Representation of the cavity spacer (transparent grey) and light coupled into the cavity (red, not to scale). The three blue mirrors labeled I, II, and III are the primary mirrors of the cavity and the three silver mirrors are secondary mirrors to direct the light after it exits the cavity. The piezo is shown in orange.
To increase the collectively enhanced atomic decay rate, we trap the atoms within a high finesse optical cavity (Fig. 2.7), effectively increasing the optical depth of the atomic ensemble. The optical cavity consists of three highly reflective mirrors that light bounces back and forth between many times. The cavity provides distinct resonant optical modes, defined by their spatial profile and frequency, with which the atoms can interact through the exchange of photons. Section 2.5.1 describes the design and geometry of the cavity, Sec. 2.5.2 the design of the cavity spacer, Sec. 2.5.4 tuning the length of the cavity, Sec. 2.5.4 the construction and assembly of the cavity, and Sec. 2.5.5 the cavity performance.

### 2.5.1 Cavity Design

Why a three mirror cavity? A two mirror cavity allows only standing wave modes, whereas a ring (3+ mirror) cavity allows travelling wave modes, which we use to create a travelling lattice supported by the cavity. A ring cavity has several features (read: complications) compared to a two mirror cavity.

Mirrors often have different reflectivities for s (out of plane) and p (in plane) polarization, which leads to a different finesse for the each polarization. Mirrors also often impart a different phase shift for s ($\phi_s$) and p ($\phi_p$) reflections due to differential penetration depths, which splits the s and p modes in frequency. This splitting (in Hz) is given by:

$$\Delta f_{sp} = \text{FSR} \left[ \left( \phi_{s1} + \phi_{s2} + \phi_{s3} \right) - \left( \phi_{p1} + \phi_{p2} + \phi_{p3} \right) \right] \tag{2.1}$$

where $\phi_{si}$ and $\phi_{pi}$ are the s and p phase shifts from mirror $i$ and FSR is the free spectral range of the cavity. For our cavity, I view both the different finesse of the s and p polarizations and the frequency splitting between the s and p cavity resonances as features, as the s and p polarization states are very well defined with respect to our cavity and we make use of the splitting between the s and p modes to simultaneously stabilize and probe the cavity.

For a cavity with more than 3 mirrors, if one mirror is slightly out of the plane defined by the other three mirrors, this leads to a rotation of the polarization in one round trip. This gives
Figure 2.8: The mode waists versus position along the cavity for 698 nm light. The sagittal, \( w_s \) and tangential, \( w_t \) mode waists are offset in position in order to create a large region of the cavity over which the geometric mean of the mode waists, \( w_{\text{mean}} = \sqrt{w_s \cdot w_t} \), changes by less than a factor of \( \sqrt{2} \). The x-axis is the distance from mirror I, going in the direction I, II, III and the position of the mirrors are depicted by grey dashed lines. For our cavity, the main cavity arm has a 5 cm section over which \( w_{\text{mean}} \) changes by less than \( \sqrt{2} \).

A splitting of the \( \sigma^+ \) and \( \sigma^- \) modes of the cavity, which scales like the rotation angle times the free spectral range. In addition to the added complexity of more mirrors, the possible polarization rotation from a cavity with more than three mirrors was undesirable for us, so we stuck with a three mirror cavity.

After having chosen to go with a three mirror cavity, we needed to pick the lengths of each cavity leg and the radii of curvature of the mirrors. Together, these must create a stable cavity
mode. One of our overarching design goals was to create a cavity with a high single atom cavity cooperativity, $C$. $C$ is set by the cavity waist $w$, wavevector $k$, and finesse $F$ and can be expressed for homogeneously coupled atoms in a standing wave cavity as [106]:

$$C_{\text{standing}} = \frac{24F}{\pi k^2 w^2} \quad (2.2)$$

For a two mirror cavity, the modes are standing wave in nature, where the light propagating in one direction, say to the left, interferes with the light propagating in the opposite direction, say to the right. If atoms emit electric field $E_L$ into the cavity mode propagating to the left and $E_R$ propagating to the right, the total field in the cavity is $E_L + E_R = 2E_L$. For a ring cavity, the modes are running wave in nature. Atoms can emit electric field $E_{cw}$ into the clockwise cavity mode and $E_{ccw}$ into the counter-clockwise propagating cavity mode, but if atoms are only on resonance with one of the cavity modes, say the ccw mode, the total field in the cavity is $E_{ccw}$. The cooperativity scales as $C \propto g^2 \propto E^2$, so the cooperativity for atoms in a ring cavity interacting with one directional cavity mode is $1/4$ the cooperativity of a standing wave cavity:

$$C_{ccw} = C_{cw} = C_{\text{standing}}/4 = \frac{6F}{\pi k^2 w^2} \quad (2.3)$$

For the work in this thesis and for the future continuous superradiant laser, the atoms interact with a single directional mode of the ring cavity. For the rest of this thesis, when I refer to the cavity cooperativity in our experiment, I am referring to the cooperativity for atoms in a ring cavity interacting with one directional cavity mode, as per Eq. 2.3.

In order to have a high cooperativity, we need a high finesse $F$ and small mode waist $w$. The angle of incidence at each mirror affects the reflection coefficient, which in turn sets the finesse. For a three mirror cavity with power reflection coefficients $R_1, R_2$, and $R_3$, in the limit where the mirrors are highly reflective, $(1 - R_i) \ll 1$, we can express the finesse as:

$$F = \pi \frac{\sqrt[4]{R_1 R_2 R_3}}{1 - \sqrt{R_1 R_2 R_3}} \quad (2.4)$$

For us, in order to reach a finesse around 40k, none of the mirrors could have an angle of incidence greater than around 50 degrees. We also wanted two mirrors with greater transmission
and one mirror with lower transmission, in order to allow for good coupling efficiency in one side
and high quantum efficiency for detection out the other. This sets the requirement than one mirror
have a lower angle of incidence than the other two mirrors. An additional desired design feature
was to offset the sagittal, $w_s$ and tangential, $w_t$ mode waists in order to create a large region of the
cavity over which the geometric mean of the mode waists, $w_{\text{mean}} = \sqrt{w_s \cdot w_t}$ changes by less
than a factor of $\sqrt{2}$. The reason for this is so that characteristics such as the lattice depth, which scales
like $w_{\text{mean}}^2$, do not vary much along the cavity mode.

Table 2.1: Geometry of our ring cavity. It is an isosceles triangle. The mirror labels can be found
in Fig. 2.7.

<table>
<thead>
<tr>
<th>mirror</th>
<th>angle of incidence (degrees)</th>
<th>mirror radius of curvature (cm)</th>
<th>cavity leg length (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>39</td>
<td>10</td>
<td>3.12 ($d_{12}^*$)</td>
</tr>
<tr>
<td>II</td>
<td>39</td>
<td>10</td>
<td>7.50 ($d_{23}$)</td>
</tr>
<tr>
<td>III</td>
<td>12</td>
<td>5</td>
<td>7.50 ($d_{31}$)</td>
</tr>
</tbody>
</table>

*$d_{12}$ is the distance between mirrors I and II.

Table 2.1 describes the geometry of our cavity, which satisfies all of the above criteria. We
decided we had enough degrees of freedom elsewhere, so we chose to make the cavity an isosceles
triangle for simplicity. Fig. 2.8 shows the tangential and sagittal mode waists, as well as $w_{\text{mean}}$ for
our cavity geometry. The main cavity arm has a 5 cm section over which $w_{\text{mean}}$ changes by less
than $\sqrt{2}$. The free spectral range of our cavity is $FSR = 1,650,740(20)$ kHz.

2.5.2 Cavity Spacer Design

In addition to supporting the cavity mirrors, the primary design criteria of the cavity spacer
is to maximize optical access to the cavity mode, as shown in Fig. 2.9. The vertical arm of the
cavity spacer is cut at 45 degrees, allowing access for the red 2D and 3D molasses beams to load
atoms into the cavity mode. A slot through the back side of the spacer (seen in the middle image)
and a 1 cm diameter hole through the bottom of the spacer (seen in the right image) allow access
to the main arm of the cavity from all sides. Smaller diameter holes seen in the back and sides of
Figure 2.9: One primary design criteria of the cavity spacer is to maximize optical access to the cavity mode. The vertical arm of the cavity spacer is cut at 45 degrees, allowing access for the red 2D and 3D molasses beams to load atoms into the cavity mode. A slot through the back side of the spacer (seen in the middle image of this figure) and a 1 cm diameter hole through the bottom of the spacer (seen in the right image) allow access to the main arm of the cavity from all sides. Smaller diameter holes seen in the back and sides of the spacer allow for venting and to attach thermistors to the spacer.

The cavity mode is oriented such that the main arm of the cavity, between mirrors I and III, is 20 degrees from vertical. This angle is a compromise between wanting to minimize this angle so that atoms coming from above have to minimally change their trajectory to be loaded into a moving lattice and the geometrical problem of needing to get atoms around the upper cavity mirror.

In a traditional pulsed experiment, turning off magnetic fields produces eddy currents in anything that is electrically conductive, including a cavity spacer. We decided to use permanent magnets which are constant in time, so we had the option to use a conductive spacer. We chose aluminum because it is stiff (pushes vibrational modes to higher frequencies), easy to machine, vacuum compatible, and the electrical conductivity potentially mitigates patch charges on the surface.

Additionally, the cavity spacer is electrically insulated from the vacuum chamber. It sits on three viton (low-outgassing rubber) balls which in turn sit on three aluminum posts. The
rubber provides mechanical damping as well as electrical insulation. A kapton-coated copper wire connected to the cavity spacer offers the possibility to float the spacer to a voltage if desired. The geometry of the three post support was designed so that the center of mass motion of the cavity spacer is a side to side rocking motion in the $\hat{x}' - \hat{z}'$ plane, which should minimally affect the coupling to the cavity (to first order).

There are also three secondary mirrors mounted in the cavity spacer to direct the light after it exits the cavity, as shown in Fig. 2.7 The secondary mirror after mirror I was placed such that the two paths exiting the cavity through mirror I are parallel, to facilitate coupling into the cavity.

2.5.3 Tuning the Cavity Length

The round trip length of a cavity, $\ell$ determines the resonant optical modes. A cavity has a resonance whenever an integer number of wavelengths fit in the round trip length. The separation between the resonances in frequency is called the free spectral range, $FSR = c/\ell$, where $c$ is the speed of light.

We would like to be able to make the cavity resonant with a given wavelength, which requires adjusting the round trip length of the cavity by up to half wavelength (or equivalently in frequency, half a free spectral range). We can change the cavity length by changing the voltage applied to a piezo, which makes it contract or expand. The piezo is affixed to the cavity spacer and the mirror is glued to the piezo, so when the piezo expands, the cavity length increases (see Fig. 2.7 for illustration).

The particular piezo we are using is a ring stack piezo with outer diameter 12 mm and inner diameter 6 mm (HPCh 150/12-6/2 from Piezomechanik). Applying a positive voltage increases the height of the piezo roughly linearly, with a maximum stroke of 2 $\mu$m when applying 150 V. For our wavelengths around 700 to 800 nm, this means we can change the cavity by three to four free spectral ranges.

If we want to make two frequencies resonant (or close to resonant) with the cavity at the same time, we must change the cavity length by many wavelengths. One might want to do this to
be able to interact with the kHz and mHz transitions simultaneously, or to center the piezo about 0 Volts if working with sensitive transitions such as Rydberg states. Changing the length of a cavity can also be accomplished by heating the cavity spacer, making use of the thermal coefficient of expansion. I painted the cavity with an optically-absorbing paint (which does double-duty as scattering prevention, see Sec. 2.2.1) to enable us to shine a powerful laser at the back of the cavity spacer and change the cavity length by many free spectral ranges. The vertical (back) arm of the cavity spacer was designed to be able to expand and minimally affect coupling into the cavity, as the angle of incidence on the top mirror is small. There are two thermistors mounted onto the back of the cavity spacer to enable a slow feedback to the temperature of the spacer. They are glued onto small copper plates which are attached to the cavity spacer via screws and are designed to be in good thermal contact with the spacer (the copper plates are shown in orange in Fig. 2.4).

2.5.4 Cavity Construction

![Figure 2.10: Centering jig to construct the cavity. The jig is depicted in transparent cyan, cavity mirror II in blue, and the piezo in orange. The jig allowed me to center and glue the mirror to the piezo. It was also instrumental in centering the piezo in the cavity spacer. The cutouts on the sides of the jig allow space for the piezo wires and access for gluing. The jig has a hole in the center to prevent contamination of the backside of the mirror.](image)

To keep the high finesse mirrors clean, I assembled the cavity in a clean hood of a clean room. Mirrors I and III were designed to be a snug fit within their holes, so attachment proved to be
as simple as dropping them in, making sure they were properly seated, and using torrseal to glue them to the cavity spacer from the back side of the mirror. Mirror II was trickier, as it needed to be mounted centered on a piezo, which needed to be attached to the cavity spacer. I made a jig, as shown in Fig. 2.10 that allowed me to center and glue the mirror to the piezo. The exterior of the piezo jig was a snug fit into the cavity spacer, which centered the piezo in the cavity spacer and ensured all the mirrors would be aligned.

2.5.5 Cavity Performance

The cavity was designed to achieve a moderately high single atom cavity cooperativity parameter \( C \approx 0.16(1) \) for s-polarized 689 nm and 698 nm light. This value was chosen with the goal of maximizing the collective cooperativity parameter \( NC \) within other technical constraints. Our s-polarized cavity linewidth at the ultra-narrow 1.35(3) mHz clock transition in \(^{87}\text{Sr} \) [64] is 41 kHz, greatly exceeding the atomic linewidth and placing the system in a highly damped, “superradiant” regime. Additionally, we have p-polarized cavity modes that offer intermediate cavity cooperativity of \( C \approx 0.024(1) \) at 689 nm and 698 nm.

In addition to providing a mode with which the atoms interact via a narrow linewidth transition, the cavity also supports the lattice. The cavity has a lower (but still substantial) finesse at 813 nm to enable a deep lattice with moderate laser power. The cavity parameters are summarized in Table 2.2.

The cavity mirrors were coated by Five Nine Optics. The substrates are 7.75 mm in diameter, 4 mm thick, super polished, fused silica substrates from Research Electro Optics. We ordered two coating batches, one with transmission specifications of about 1 parts per million (ppm) at 689 and 698 nm and one with about 20 ppm at 689 and 698 nm (both at 10 degrees angle of incidence). Based on the transmission specifications and our measured cavity linewidths shown in Table 2.2, we estimate round trip losses of around 130 ppm. This is close to the pulsed experiment’s losses of around 30 ppm per mirror, but greater than the estimated 10 ppm per mirror loss specified by the coating company.
Table 2.2: Specified cavity transmission, measured cavity finesse and linewidth, and calculated cavity coupling and cavity cooperativity for various wavelengths. The cooperativity is reported for atoms coupled to a single directional mode of the ring cavity, as in Eq. 2.3

<table>
<thead>
<tr>
<th>Wavelength, Polarization</th>
<th>T1=T2 (ppm)</th>
<th>T3 (ppm)</th>
<th>Finesse ×10^3</th>
<th>Cavity Linewidth κ/(2π) (kHz)</th>
<th>Coupling g/(2π)</th>
<th>Cooperativity</th>
</tr>
</thead>
<tbody>
<tr>
<td>698 nm, s</td>
<td>13</td>
<td>1.3</td>
<td>40(2)</td>
<td>41(3)</td>
<td>1.5(1) Hz</td>
<td>0.16(1)</td>
</tr>
<tr>
<td>689 nm, s</td>
<td>13</td>
<td>1.3</td>
<td>40(2)</td>
<td>41(3)</td>
<td>3.5(2) kHz</td>
<td>0.16(1)</td>
</tr>
<tr>
<td>689 nm, p</td>
<td>635</td>
<td>2.4</td>
<td>6.2(2)</td>
<td>266(7)</td>
<td>3.5(2) kHz</td>
<td>0.024(1)</td>
</tr>
<tr>
<td>813 nm, s</td>
<td>918</td>
<td>608</td>
<td>2.57(7)</td>
<td>645(17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>461 nm, s</td>
<td>6.8 × 10^6</td>
<td>8.4 × 10^6</td>
<td>~ 0.001</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Much like other high finesse optical ring cavity experiments [107], we have observed coupling between the clockwise and counter-clockwise cavity modes. If we input light on resonance with the cavity in only one direction, we observe a small amount of light coming out the other direction. The fractional cross coupling in power is: 7(1) × 10^{-2} for 689 nm s-polarization, 4.3(5) × 10^{-3} for 689 nm p-polarization, and 5(4) × 10^{-4} for 813 nm s-polarization, and appears to scale approximately with the cavity finesse.

2.6 Atomic Conveyor Belt: a High Flux Continuous Source of Cold Atoms

This section gives a summary of the process of creating a steady-state cold atomic beam. More specific information on each step of the process can be found in the following subsections.

Our conveyor-belt style system guides ^{88}Sr atoms through a series of spatially separated laser cooling and deceleration stages before loading them into a travelling wave optical lattice supported by the ring cavity, as shown in Fig. 2.11. We make use of two main optical cooling transitions: the dipole allowed 32 MHz linewidth “blue” transition between the ground state ^1S_0 and the excited state ^1P_1 and the intercombination “red” 7.6 kHz linewidth transition between the ground state and ^3P_1, as shown in Fig. 2.12.

As in the pulsed experimental setup, atoms emerge from an AOSense oven and are slowed using a Zeeman slower. They are then captured into a vertically-oriented 2D blue MOT which has
Figure 2.11: Experimental overview. Atoms are guided through a series of spatially separated laser cooling and deceleration stages before being captured into a red 3D molasses and loaded into a travelling wave optical lattice supported by the ring cavity. We make use of two main optical cooling transitions: the dipole allowed 32 MHz “blue” transition between the ground state $^1S_0$ and the excited state $^1P_1$ and the intercombination “red” 7.6 kHz transition between between the ground state and $^3P_1$. To form the optical lattice, light is injected into the cavity in the clockwise direction at frequency ($\omega_c - \delta \ell$) and the counterclockwise direction at ($\omega_c + \delta \ell$) to form a lattice travelling at $v = \lambda \ell \delta \ell / (2\pi)$, where $\omega_c$ is the cavity resonance frequency and $\lambda \ell$ is the lattice wavelength. The inset depicts a single shot, 40 ms exposure image of red florescence from atoms in the red 3D molasses and lattice.
confining and cooling forces in the transverse directions and a zero of the quadrupole field in the vertical direction. Atoms move downwards from the blue 2D MOT into the red 2D MOT, where they are further cooled. From there, atoms move downward into the red 2D molasses and are finally captured into a red 3D molasses, from which they are loaded into the lattice. Note that vertical slowing is also necessary to bring the atoms within the capture velocity of the red 3D molasses.

2.6.1 Laser Cooling

In contrast to alkali atoms, the more complicated level structure of alkaline earth atoms, such as strontium, requires many more laser wavelengths. An energy level diagram with relevant states and transitions is shown in Fig. 2.12. Spin singlet states are shown on the left in the blue region, and spin triplet states are shown on the right in the orange region. Transitions between states of the same total spin (within the blue region, for example) can be dipole allowed and have decay rates of at least several MHz. On the other hand, transitions between singlet and triplet are dipole forbidden and decay much more slowly. Also depicted is the 57 kHz linewidth $^{3}\text{P}_2$ to $^{3}\text{D}_3$ transition at 2.9 $\mu$m, which was mentioned in Sec. 1.3 as a possibility for cooling during superradiance, as it avoids coupling directly to the mHz transition.

2.6.2 Initial Slowing and 461 nm 2D MOT

The path of atoms through the setup begins with a high-flux atomic beam source, which consists of an oven and a roughly 5 cm permanent magnet-based Zeeman slower operating on the broad-linewidth blue transition. The atoms begin at an initial temperature of 475 C inside the AOSense oven, then exit the oven through a nozzle consisting of an array of narrow capillaries that collimate the atoms into a narrow beam. A portion of the atomic beam is slowed in the Zeeman slower to roughly 50 m/s, within the capture velocity of our blue 2D MOT.

A blue 2D MOT is located approximately 25 cm after the exit of the Zeeman slower and has a non-confining axis oriented in the direction of gravity (see Fig. 2.11). This MOT has a loading rate of $1.1 \times 10^{11}$ $^{88}\text{Sr}$ atoms/s and a characteristic loading time of 7.0 ms, with a steady-state
Figure 2.12: Relevant energy levels of strontium. Spin singlet states are shown on the left in the blue region, and spin triplet states are shown on the right in the orange region. Transitions between states of the same total spin (within the blue region, for example) can be dipole allowed and generally decay quickly, whereas transitions between singlet and triplet states (from blue to orange or vice-versa) are dipole forbidden and decay much more slowly. Note that the $^{3}P_{0}$ to $^{1}S_{0}$ transition is shown for $^{87}$Sr. The presence of nuclear spin ($I = 9/2$ for $^{87}$Sr) causes the $^{3}P_{0}$ to $^{1}S_{0}$ transition to become weakly allowed [108], whereas it is completely forbidden for $^{88}$Sr, which lacks a nuclear spin.

A population of $1.2 \times 10^9$ atoms (measured with fluorescence imaging).

While the $^{1}S_{0}$ to $^{1}P_{1}$ transition is close to a cycling transition, there is a small leakage channel from $^{1}P_{1}$ to $^{1}D_{2}$ with branching ratio $\sim 10^{-5}$. From $^{1}D_{2}$, atoms decay to $^{3}P_{1}$ and $^{3}P_{2}$. $^{3}P_{1}$ has an excited state lifetime of 21 $\mu$s, so atoms return relatively quickly from $^{3}P_{1}$ back to the ground state. However, atoms are stuck for a long time in the metastable $^{3}P_{2}$ state, where they do not interact.
with the 461 nm cooling light. Eventually, population starts to build up in $^3P_2$, limiting a blue 3D MOT lifetime without re-pumping to tens of milliseconds. To increase the cooling efficiency and lifetime of our blue 2D MOT, we apply repump beams incident on the blue 2D MOT at 679 and 707 nm so that atoms in $^3P_2$ are pumped back to the ground state $^1S_0$.

The blue MOT beams are elliptical with dimensions roughly 5 cm tall by 2.5 cm wide, limited horizontally by the optical access afforded by the magnet tubes. The beams are retro-reflected after passing through the vacuum chamber, with typical power in a single pass around 23 mW.

### 2.6.3 689 nm 2D MOT, 2D Molasses, & 3D MOT

![Figure 2.13: Typical frequencies of the red 2D MOT, 2D molasses, 3D molasses, and vertical slowing beams, relative to the $^1S_0$ to $^3P_1$ bare atomic transition frequency (where a negative detuning is red-detuned from the transition). The three Zeeman sublevels are shown as dashed black lines for the observed Zeeman splitting in the cavity region $f_{ZS} = 1.2$ MHz. The red 2D molasses and 2D MOT are operated in a SWAP configuration and the shaded region shows the frequency extent of the beams. The red 3D molasses and vertical slowing beams are fixed in frequency.](image)

After being captured into the blue 2D MOT and cooled to a few milliKelvin in the transverse directions, the atoms make their way to the red 2D MOT. Further cooling is performed using the
“red” transition at 689 nm, which has a much narrower linewidth and is compatible with cooling to much lower temperatures. For the red 2D MOT and 2D molasses steps, we use a new form of cooling and trapping we developed, which we refer to as Sawtooth-Wave Adiabatic Passage (SWAP) cooling [60]. This technique has significant advantages over conventional laser cooling techniques and is described in Section 1.2.3.

Typical frequencies for the red MOT beams are shown in Fig. 2.13. The red 2D molasses and 2D MOT are operated in a SWAP configuration, and the shaded region shows the frequency extent of the beams, while the red 3D molasses and vertical slowing beams are fixed in frequency and have around a MHz Rabi frequency.

The red 2D MOT beams are elliptical with dimensions roughly 5 cm tall by 1 cm wide and the 2D red molasses beams are also elliptical, with dimensions roughly 5 cm tall by 5 mm wide. The red 2D MOT and molasses beams are oriented parallel to the table and address only the transverse atomic velocities. A vertical slowing beam described later in this section addresses the vertical velocity of the atoms.

The red 2D MOT, red 2D molasses, and vertical slowing beam all operate at a 50% duty cycle, where the transverse beams are on when the vertical beam is off, and vice-versa. This is to ensure that the vertical slowing beam does not interfere with the adiabatic transfers of SWAP cooling. We implement this by turning on and off the RF signal sent to the red 2D molasses and red 2D MOT AOMs. The input to the red vertical slowing AOM is the $0^{th}$ order of the red 2D molasses AOM, so it receives more power when the red 2D molasses AOM is off and vice-versa. The beams are retro-reflected after passing through the vacuum chamber, with the typical power in a single pass of around 9 mW for the 2D MOT and 10 mW for the 2D molasses (powers reported when the beams are on).

Finally, atoms are loaded from the red 2D molasses into the red 3D molasses. For the red 3D molasses, two of the three beams are retro-reflected after passing through the vacuum chamber and the typical power in a single pass is around 9 mW. The radiation pressure of the red 3D molasses is balanced with the red 2D molasses, which is also incident on the atoms in the cavity mode. The
lifetime of atoms in the red 3D molasses is 260(20) ms, consistent with a vacuum limited lifetime, as discussed in Sec. 2.2.

The trickiest part of these stages was slowing the vertical velocity enough so that the atoms could be captured into a red 3D molasses, while maintaining a large atomic flux. The atoms have a nonzero transverse velocity, so if we slow the atoms too early, they will diverge horizontally and only a very small flux will make it to the red 3D molasses region. The atoms start with a large vertical velocity: upon exiting the bottom of the blue 2D MOT, atoms have a downward velocity of 6.8(1) m/s and a root-mean-squared velocity spread of 1.7(2) m/s (with vertical slowing beams off) and they fall accelerated by gravity into the red 2D MOT stage. This downward velocity is consistent with radiation pressure forces generated by scattering from atoms in the blue 2D MOT and is much too large to be captured into a red 3D molasses.

We slow the atoms with a red vertical slowing beam directed upwards, about 3.75 MHz red-detuned from the bare atomic transition. With this slowing beam, the downwards velocity of the atoms exiting the blue 2D MOT is reduced to 2.6(1) m/s. By the time the atoms reach the cavity mode, with the vertical slowing beam on (off) the atoms are moving downwards at 1.44(1) m/s (7.8(1) m/s) with a root-mean-squared velocity spread of 0.40(2) m/s (1.9(1) m/s). This velocity is within the capture velocity of our red 3D molasses!

2.6.4 The Optical Lattice

After being cooled to a temperature of order 10 \( \mu \)K, the strontium atoms are loaded into the conservative potential of an optical lattice with wavelength \( \lambda_L = 813 \) nm. We achieve a loading fraction from the red 3D molasses into the lattice of 9.7(5)% for a stationary lattice, as shown in Fig. 2.14. This was calculated as the number of atoms in the lattice divided by the sum of the number of atoms in the lattice and the red 3D molasses. We were pleased by this loading fraction, as it greatly exceeds the naive spatial overlap between the red 3D molasses and the lattice and is only a factor of 5 away from the loading fraction from a red 3D MOT to a lattice [61]. Furthermore, a relatively short lattice loading time of 69(9) ms ensures a high refresh rate of new atoms loaded
Figure 2.14: Loading from the red 3D molasses into the lattice. The image on the right is a single shot image with 40 ms exposure of red fluorescence from atoms in the red 3D molasses and lattice. On the left, the fluorescence of atoms is projected onto \( \hat{x} \), the direction perpendicular to the lattice (shown in pink). It is shown with a fit to the sum of two Gaussians (in dashed purple) to extract the fraction of atoms loaded into the lattice. We achieve a loading fraction from the red 3D molasses into the lattice of 9.7(5)% for a stationary lattice, which was calculated as the area under the fitted lattice Gaussian divided by the sum of the areas under the fitted red 3D molasses and lattice Gaussians.

This optical lattice is supported by the same cavity that the atoms interact with via narrow-linewidth transitions, ensuring spatial overlap between the atoms and cavity mode. Atoms are attracted to regions of high intensity of the lattice light. Because the high intensity regions occur every half wavelength of the lattice light, the atoms are tightly confined along the cavity axis, which eliminates a problem associated with atomic motion along the cavity: Doppler shifts. The wavelength of the lattice light is set near a “magic” value, which minimizes perturbations of the milliHertz linewidth clock transition \[103, 109\].

Unlike a 2 mirror cavity, a ring cavity supports a travelling wave mode, which we use to transport atoms from the loading region to a quieter region of the cavity. We generate a travelling wave lattice with wavelength \( \lambda_\ell = 813 \) nm moving at \( v = \delta_\ell \lambda_\ell / (2\pi) \), where \( v \) is the velocity of the lattice with respect to the lab frame. To do this, we inject light into the clockwise direction at frequency \( \omega_c - \delta_\ell \) and the counter-clockwise direction at frequency \( \omega_c + \delta_\ell \), where \( \omega_c \) is the
cavity resonance frequency.

We calculate the number of atoms coupled to the cavity mode by measuring the collective vacuum Rabi splitting, $\Omega = 2g\sqrt{N}$, where $2g$ is the frequency of interaction between a single atom and the cavity mode [110, 111] and $N$ is the total atom number. This approximation assumes that all atoms are homogeneously coupled to the cavity mode, all atoms are in the ground state, and the collective vacuum Rabi splitting is much bigger than the Zeeman splitting between atomic transitions. For a travelling lattice moving at $\delta_\ell = 2\pi \times 75$ kHz, we observe a steady-state vacuum Rabi splitting of 8.1 MHz, which gives a steady-state atom number of $1.3(2) \times 10^6$ atoms. Combined with our 69(9) ms lattice loading time constant, we calculate a steady-state travelling lattice loading rate of $1.9(3) \times 10^7$ $^{88}$Sr atoms per second. In Sec. 2.1 I estimated that we need a flux of at least $2 \times 10^7$ $^{88}$Sr atoms per second loaded into the lattice to be in the regime where we are above the threshold atom number for superradiance on the mHz linewidth transition. Thus we are very close to the regime where we can deliver a high enough continuous flux of atoms loaded into the ring cavity in the strong collective atom-cavity coupling regime to be above the threshold atom number for superradiance!

In our travelling lattice configuration, we are concerned about parametric heating, which occurs when driving a harmonic oscillator at twice its resonance frequency. In a typical standing wave lattice configuration, the lattice is locked on resonance with the cavity mode and there is only a second order conversion from laser frequency noise to amplitude noise in the cavity. In our case, we have two lattice tones that are detuned from the cavity resonance, which allows a first order conversion from laser frequency noise to amplitude noise in the cavity. We symmetrically detune the tones from the cavity resonance and balance the powers in the tones in order to minimize parametric heating. However, we think that for nonzero $\delta_\ell$, parametric heating limits the lattice lifetime.

In our case, we are concerned about parametric heating at twice the longitudinal oscillation frequency of the lattice. Typical lattice trap depths are around 150 $\mu$K, which have a longitudinal frequency of 200 kHz. It is hard to get much suppression of laser frequency noise at a frequency...
offset of 400 kHz from the laser carrier using a Pound-Drever-Hall (PDH) style lock to a stable cavity, as typical unity gain frequencies are around 1-2 MHz. Thus we built a cateye configuration interference filter diode laser [112] at 813 nm designed to have a lower intrinsic Lorentzian linewidth to mitigate parametric heating. To evaluate the performance of our new interference filter laser, we compared the lattice lifetime in the 2-mirror cavity using this new laser to the lifetime using our old homebuilt littrow configuration diode laser. The lattice lifetime was 20 times longer with our cateye laser, so it has 20 times less frequency noise at 400 kHz. We observed the transition from Gaussian noise to Lorentzian noise of the new laser around 150 kHz, so we concluded that the intrinsic Lorentzian linewidth of this laser is around 20 times narrower.

2.7 Cavity Locking Schemes

The ability to tune and stabilize the resonance frequency of the ring cavity is crucial for our experiments. There are two sets of paths coupled to the cavity that are critical for generating a travelling wave lattice and probing the vacuum Rabi splitting: the two counter-propagating 813 nm lattice beams and the 689 nm s-polarized cavity probe beam. We want to be able to tune the frequency and amplitudes of these beams, so we do not want to stabilize the cavity to either of these beams or lock either laser to the cavity via these beams. Thus we have two additional paths, one to lock the cavity to 689 nm p-polarized light and one to lock the 813 nm lattice to the cavity. All of these paths are depicted in Fig. 2.15.

2.7.1 Stabilizing the Cavity to 689 nm Light

Our 689 nm laser is stabilized to our stable reference cavity by a Pound-Drever-Hall (PDH) lock on a sideband that provides a tunable offset. We adjust this offset so that the laser carrier is about \( f_{la} \sim 78 \text{ MHz} \) to the blue of the bare \(^1S_0\) to \(^3P_1\) atomic transition frequency. This lock is performed with fairly high bandwidth (roughly 1 MHz unity gain frequency). The s and p 689 nm cavity modes are split in frequency by \( f_{sp} = 488.836(5) \text{ MHz} \), just less than a third of a free spectral range. A free space EOM adds sidebands to the 689 s-polarized path close to \( f_{la} \) that can
Figure 2.15: Cartoon representation of our cavity locking scheme. The main two sets of paths coupled to the cavity are the two counter-propagating 813 nm lattice beams, which are coupled into the bottom right mirror (mirror 1) and generate a travelling wave lattice, and the 689 nm s-polarized cavity probe beam, which is coupled into the top mirror (mirror 3) and probes the coupled atom-cavity system. We want to be able to tune the frequency and amplitudes of those beams, so we do not want to stabilize the cavity to either of those tones or stabilize either the 813 or 689 nm laser to the cavity via those tones. Thus we have two additional paths, one to lock the cavity to 689 nm p-polarized light, coupled in through the bottom right mirror, and one to lock the 813 nm laser to the cavity, coupled in through the top mirror.
be swept in frequency with a function generator and triggered by the data acquisition control.

The 689 nm p-polarized locking path starts at the laser carrier frequency and has tones added at $f_{PDH689} = 10$ MHz and $f_{\mu wave} = f_{sp} + f_{PDH689} + f_{la} = 577.2$ MHz by a fiber electro-optical modulator (EOM). We stabilize the frequency of the ring cavity to the reference cavity by feeding back to the piezo on the ring cavity based on a PDH error signal generated from one of the $f_{\mu wave}$ sidebands. The sidebands we lock to are set by the choice of signs when adding the frequencies in $f_{\mu wave}$. We lock to a sideband, rather than the central feature of the error signal, to minimize the transmitted power while maximizing the signal to noise of the error signal. The bandwidth with which the ring cavity frequency is stabilized relative to the reference cavity is limited by the piezo on the ring cavity. The first mechanical resonance appears at around 7 kHz, which limits the feedback bandwidth to the piezo to roughly 200 Hz before oscillations become apparent if a simple PI controller is used. This dramatically limits the degree to which we can suppress harmonics of 60 Hz that appear on the output of our high voltage source (unless we decided to do something more sophisticated [113]).

To observe a vacuum Rabi splitting, most of the atoms need to be in the ground state. This sets the requirement that there must be many more atoms in the cavity than photons on resonance with the atomic transition. For typical atom numbers around $N \sim 10^5$, we must have at a maximum $10^4$ photons in the cavity mode, which is a power coming out of mirror 2 of $6.1 \times 10^{-11}$ Watts. This sets the maximum power allowed in the vacuum Rabi splitting probe beam. Even a small background from the 689 nm locking light could overwhelm the transmitted probe, so we took a few precautions to minimize this background. We lock to the sideband of the 689 PDH error signal rather than the carrier, the light propagates in the opposite direction of the probe (but has some backscatter described in Sec. 2.5.5), and the light is orthogonally polarized to the probe and a Glan-Thompson prism before the SPCM rejects the p-polarized locking light.

The splitting between the s and p 689 nm cavity modes means that the p-polarized locking light is far off resonance with the atomic transition. We want the ac-stark shift to the atoms from the transmitted locking beam to be less than the cavity linewidth, but this turns out to be a much
less restrictive criterion than not overwhelming the probe signal incident on the SPCM.

2.7.2 Stabilizing 813 nm Light to the Cavity

To stabilize the 813 nm laser to the cavity, we inject about 1 mW of light into mirror 3 in
the counter-clockwise direction. The light is detuned by one free spectral range from the center
frequency of the lattice beams in order to minimize the impact of the locking light on the lattice.
A fiber EOM adds tones at $f_{latt} = FSR - 80$ MHz and $f_{PDH813} = 13.5$ MHz. We feed back to the
current and piezo of the homebuilt 813 nm laser based on a PDH error signal generated from one
of the $f_{latt}$ sidebands. This lock is performed with fairly high bandwidth (roughly 700 kHz unity
gain frequency).

To generate the lattice at $\lambda_\ell = 813$ nm, we inject light into mirror 1 in the clockwise direction
detuned $-\delta_\ell$ from the cavity resonance and light in the counter-clockwise direction detuned $\delta_\ell$ from
the cavity resonance. This generates a travelling wave moving at velocity $v = \lambda_\ell \delta_\ell / (2\pi)$. Around
15 mW in each lattice path incident on the cavity mode generates a lattice depth around 150 $\mu$K.
We generate the two lattice frequencies by sending each beam through an AOM with RF frequency
$80 \pm \delta_\ell / (2\pi)$ MHz. These RF tones are generated by the data acquisition hardware using a Novatech
DDS9m board and can be controlled synchronously with the experiment.
Chapter 3

Continuous Loading of a High Flux of Strontium Atoms into an Optical Cavity

The first scientific project using the new continuous system has been a demonstration of the novel capabilities afforded by taking a cold atom-cavity experiment to the steady-state regime. Section 3.1 describes possibly the first demonstration of deterministic transport of atoms around a cavity, Sec. 3.2 possibly the first steady-state loading of atoms into a lattice supported by a cavity, and Sec. 3.3 the highest phase space density reported for a continuous atomic beam. Chapter 4 describes the first demonstration of steady-state strong collective coupling between an optical cavity and atoms, via a forbidden optical transition. The results in Chapters 3 and 4 are also presented in a paper currently in preparation.

3.1 Deterministic Transport of Atoms around a Cavity

Atoms have been transported using either magnetic traps [114, 115] or optical traps [116], or a combination of the two traps. Magnetic transport relies on the translation of the trap minimum either by tuning the current in overlapping pairs of coils [114] or by mechanically moving a single pair of coils [115]. While magnetic transport generates a large trap depth and has been demonstrated reliably for large distances, it requires complex mechanical engineering and is only applicable to magnetically trappable atoms.

Optical transport, on the other hand, can be implemented for any atomic species, although typically at lower trap depths. The most straightforward implementation consists of mechanically relocating the focusing lens of the trap with a large translation stage [116]. Since moving mechanical
Figure 3.1: Deterministic transport of atoms around the cavity. Atoms are loaded into a stationary lattice ($\delta \ell = 0$), the lattice detuning is linearly ramped to 250 kHz to transport the atoms down the cavity, and then reversed in time $\tau_{\text{ramp}}$ to transport the atoms back up the cavity. For this sequence, (a) shows the lattice detuning (purple), center position of atoms along the cavity (yellow), and prediction of the center position (dashed teal). The prediction curve is the integral of the lattice velocity $v = \lambda \ell \delta \ell / (2\pi)$. (b) shows single shot fluorescence images at selected times for the data plotted in (a).

parts introduce vibrations, novel schemes based on focus-tunable lenses have been developed \[117\]. The total transport duration for the moving lens or focus-tunable lens schemes is fundamentally limited by small longitudinal trapping frequencies or by the finite velocities of the mechanical stages, which results in transport times on the order of a second for typical transport distances.
This motivates the use of travelling-wave optical lattices, where the motion of the atoms is controlled via the radio-frequency detuning of two counter-propagating laser beams. This configuration offers large longitudinal trapping frequencies and does not require moving mechanical components [118, 119, 120, 121]. For Gaussian beams, the transport distance is typically limited by the Rayleigh range of the waist and is only applicable over short distances or in the vertical direction, because of the weak radial confinement compared to gravity. Interfering a Bessel and a Gaussian laser beam can realize nearly homogeneous trapping conditions over a 20 to 30 cm long transport length [119, 121]. Because they can be operated in steady-state, travelling wave optical lattices are also the only method compatible with continuously transporting atoms.

In this thesis, I present a different method of transporting atoms: a travelling wave optical lattice supported by an optical cavity. To generate the running-wave optical lattice, we symmetrically change the frequency of two counter-propagating lattice beams coupled into our ring cavity by changing the RF frequencies sent to the two lattice AOMs. I will briefly note here that the lattice beams are no longer on resonance with the cavity, which means we worry about parametric heating (more details can be found in Sec. 2.6.4). Our ring cavity (shown in Fig. 2.7) has offset sagittal and tangential waists (shown in Fig. 2.8), in order to produce a large region of the cavity where the lattice depth varies only slightly. The main cavity arm has a 5 cm region over which the geometric mean of the sagittal and tangential waists changes by less than $\sqrt{2}$, which produces a change in the lattice depth of $< 2$.

Fig. 3.1 demonstrates our capability to deterministically transport atoms around the cavity. We first load atoms into a stationary lattice ($\delta_\ell = 0$) and then linearly ramp the lattice detuning to 250 kHz in $\tau_{ramp} = 1$ ms to transport the atoms down the cavity, and then reverse the lattice detuning in time $\tau_{ramp} = 5$ ms to transport the atoms back up the cavity. For this sequence, Fig. 3.1(a) shows the lattice detuning and fitted center position of atoms along the cavity and Fig. 3.1(b) shows the single shot fluorescence images at selected times. The prediction of the center position is the integral of the lattice detuning, expressed as a distance.

We also measure the atom loss due to accelerating the atoms. We define $a_c$ as the acceleration
for which $1/e$ of the atoms survive in the lattice, compared to the number of atoms with a very slow acceleration. If we fix the frequency range of the ramp to 500 kHz and vary the ramp time $\tau_{\text{ramp}}$, we observe an e-fold loss acceleration of $a_e = 250 \text{ MHz/s}$. We do not yet understand what is causing this loss.

### 3.2 Continuous Loading of Atoms into a Traveling Wave Optical Lattice

While hot atomic and molecular beams have been studied since 1911 [122], continuous cold atomic beams are quite new. Continuous transport of a high phase-space beam was first realized in 2019 [98]. In this system, strontium atoms were launched out of a red 3D MOT into a dipole transport guide. A dark spot in the MOT beams along the dipole beam axis allowed atoms to escape the MOT and a push beam set their velocity.

In this Section, I present the continuous loading of atoms into a traveling wave optical lattice supported by an optical cavity. Unlike a dipole trap which has no confinement along the transport direction, a lattice confines the atoms tightly along the direction of transport. In our case, the direction of transport is along the cavity mode, so the tight confinement prevents Doppler shifts along the cavity mode, which is crucial for a demonstration of superradiance. Additionally, we can precisely set the transport velocity of the atoms by tuning two well-determined RF frequencies, which set the detuning between the two counter-propagating lattice beams.

Fig. 3.2(a) depicts the measured lattice lifetime versus lattice detuning for two different lattice trap depths, $T_\ell$. The lattice lifetime decreases with increasing trap depth, supporting our hypothesis that it is limited by parametric heating. What is parametric heating? For a more detailed description, see Sec. 2.6.4. To briefly explain, in a standing wave cavity, one typically locks a lattice on resonance with the cavity, where there is no first order conversion from laser frequency noise to amplitude noise inside the cavity. In our case, we are sending in tones detuned from the cavity resonance so there is a linear conversion from frequency noise to amplitude noise. We mitigate this effect by sending in nominally equal power, symmetrically detuned tones about the cavity resonance.
Figure 3.2: Continuous loading of atoms into a traveling wave optical lattice: (a) Measured lattice lifetime versus lattice detuning for lattice depths $T_\ell = 150 \, \mu K$ and $240 \, \mu K$ are shown in yellow and orange, respectively. (b) Atomic distribution projected onto the cavity mode for various lattice detunings, after loading atoms into the lattice for 350 ms (solid lines) and fits to Eq.3.1 (dashed) (c) Transport length extracted from the fit in (b) versus lattice detuning. Colored points match the projections plotted in (b) and black points represent additional detunings. The grey shaded region indicates the measured lattice lifetime times the lattice velocity.

In Fig. 3.2(b) and (c), we demonstrate loading atoms into a travelling wave optical lattice. The density of atoms loaded into a stationary lattice has a Gaussian profile along the lattice, with the width $\sigma$ and center position $z'_0$ set by the spatial profiles of the beams addressing the atoms.
When we load atoms into a travelling wave lattice, atoms are dragged from the stationary lattice profile in the direction set by the lattice velocity \( v = \delta \ell \lambda / (2\pi) \). But as we saw in Fig. 3.2(a), the lattice lifetime \( \tau_\ell \) varies with lattice detuning, so a faster travelling lattice typically has a shorter lattice lifetime. Thus the distance the atoms are transported along the cavity scales with the lattice velocity and lattice lifetime. We call this distance the transport length \( \ell_t \) and can express it as the product of the lattice velocity \( v \) and the lattice lifetime: \( \ell_t = v \cdot \tau_\ell \).

If we start loading atoms into the lattice at time 0 and stop loading the atoms at time \( t \), the number of atoms along the cavity axis \( N(z') \) can be characterized as:

\[
N(z') = \int_0^t R \cdot \exp\left(\frac{-v(t - t')}{\ell_t} - \frac{(z' - z_0' - v(t - t'))^2}{2\sigma^2}\right) dt'.
\]

where \( R \) is the loading rate of atoms into the lattice. This integral does not have an analytic solution, but can be expressed as an error function.

Fig. 3.2(b) shows the measured number of atoms along the cavity mode \( N(z') \) for various lattice velocities, as well as fits to Eq. 3.1. In this sequence, we turn the lattice on at time 0 to start loading into the lattice and image the cavity 350 ms later. In the fit, \( \sigma \) and \( z_0' \) are set by the stationary lattice \( (\delta\ell = 0) \) and the only two fit parameters are the transport length \( \ell_t \) and the loading rate \( R \). The fitted \( \ell_t \) is plotted versus lattice detuning in Fig. 3.2(b). The grey shaded region indicates the transport length predicted by the measured lattice lifetime times the lattice velocity, with error bars from the lattice lifetime (as shown in Fig. 3.2(a)). The transport length extracted from the fit agrees remarkably well with the transport length predicted by \( \ell_t = v \cdot \tau_\ell \).

Additionally, we wanted to convince skeptics that the atoms we are looking at are indeed trapped in the lattice, as there are background atoms in the red 3D molasses and potentially atoms confined in the dipole potential of the lattice but not trapped in a lattice pancake. We ran a sequence where we loaded atoms into a travelling lattice for a few seconds, turned off all the loading beams and ramped the lattice detuning to 0, waited for all the background atoms to fall away, and then took a picture. Our result in this case was the same as is shown in Fig. 3.2 with the exception of lower overall atom numbers, due to holding the atoms in a lattice for longer with
finite lattice lifetimes.

3.3 Phase Space Density

The development of atomic ensembles with high phase space density (PSD) was originally motivated by efforts to realize a Bose-Einstein Condensate (BEC) [2]. More than 25 years later, we are starting to enter the regime where we can generate beams of atoms with high phase-space densities. These steady-state atomic sources promise to mitigate the Dick effect aliasing [123] intrinsic to almost all of today’s pulsed cold atom sensors, where frequency-noise aliasing arises from the dead time between sample interrogations. Additionally, steady-state atomic sources can enable two novel devices: a continuous wave superradiant laser and an atom laser. I have already motivated the creation of a superradiant laser, so here I will introduce an atom laser.

An atom laser is the matter-wave analogue of the optical laser and is perhaps the ultimate source for many cold-atom sensors [124]. In an atom laser, as in an optical laser, the output beams can display desirable properties such as low divergence, high spectral flux, a simple spatial mode, and phase coherence. The high brightness and low divergence of atom laser sources may well allow us to improve substantially on current cold atom inertial sensing technology, as current devices have improved significantly in stability, size and reliability over the last decade, but published sensitivities have not improved substantially in that time. For example, a physically small, low divergence beam of atoms would sample a small region of the spatial mode of the beam splitter and mirror pulses of an atomic interferometer, mitigating imperfections in optical phase fronts that can limit atomic interferometers [125].

Here are the record demonstrations of continuous atomic sources with high phase space density: in 2004 and 2005, Lahaye et al. demonstrated steady-state beams with a PSD of $10^{-7}$ by repeatedly out-coupling rubidium atoms from a MOT and evaporatively cooling them as they traversed a 4.5-m-long magnetic waveguide [126, 127]. In 2010 and 2011, Aghajani-Talesh and Falkenau et al. realized a chromium beam with $10^7$ atoms per second and a PSD of $3 \times 10^{-8}$ by loading atoms from a moving molasses MOT into a magnetic guide, magnetically compressing the
atoms, and cooling them with an optical molasses [128, 129]. In 2013, Knuffman et al. produced a cesium beam with $5 \times 10^{10}$ atoms per second and a PSD of $4 \times 10^{-8}$ by compressing the output of a 2D MOT and cooling the transverse temperature with an optical molasses, before ionizing the atoms to produce a ion beam for focused ion beam applications [130]. In 2019, Chen et al. demonstrated a continuous $^{88}\text{Sr}$ source delivering an atomic beam with $3 \times 10^7$ atoms per second and a PSD more than three orders of magnitude greater than previous demonstrations, $1.5(2) \times 10^{-4}$ in the moving frame [98].

In this work, we demonstrate a new record in phase space density for a continuous atomic beam. For atoms loaded in a lattice travelling at $\delta = 2\pi \times 75$ kHz, we realize a phase space density in the travelling frame of $6(1) \times 10^{-3}$ within each lattice site and $1.0(2) \times 10^{-3}$ over the entire ensemble!! In the following paragraphs, I walk through the phase space density calculation.

We calculate the number of atoms coupled to the cavity mode by measuring the collective vacuum Rabi splitting, $\Omega = 2g\sqrt{N}$, where $2g$ is the frequency of interaction between a single atom and the cavity mode [110, 111] and $N$ is the total atom number. This approximation assumes that all atoms are homogeneously coupled to the cavity mode, all atoms are in the ground state, and the collective vacuum Rabi splitting is much bigger than the Zeeman splitting between atomic transitions. For a travelling lattice moving at $\delta = 2\pi \times 75$ kHz, we observe a steady-state vacuum Rabi splitting of 8.1 MHz, which gives a steady-state atom number of $1.3(2) \times 10^6$ atoms. Combined with our 69(9) ms lattice loading time constant, we calculate a steady-state travelling lattice loading rate of $1.9(3) \times 10^7$ $^{88}\text{Sr}$ atoms per second.

To calculate the atom density, we need to know the temperature of the atoms, the waist of the lattice and the extent of the atoms along the lattice. The extent of the atoms along the lattice is given by the full-width half maximum of the red 3D molasses projected onto the lattice and is 2.8 mm. This gives an average of 196 atoms per lattice pancake.

Approximately where we load atoms into the lattice, 2 cm away from the upper cavity mirror, the sagittal ($\hat{y}$) and tangential ($\hat{x}$) cavity waists at 813 nm are $w_s = 76.4$ and $w_t = 92.2$ μm. The trap width along the longitudinal direction is half the lattice wavelength, $\lambda/2$, which for us is
813/2 nm. We make the assumption that within each lattice pancake, the atoms explore a region corresponding to the width of the trap at the atoms’ 1D root-mean-squared temperature $T$, relative to the trap depth $T_\ell$. For a lattice along $\hat{z}$, the longitudinal direction, the potential is:

$$U(z) = T_\ell \sin^2(2\pi z / \lambda_\ell) \quad (3.2)$$

Setting $U(z) = T$ and solving for $z$ gives half the root-mean squared (rms) width explored by the atoms, $z_{rms}/2$. Thus the full width the atoms explore in the longitudinal direction, $z_{rms}$, can be expressed as:

$$z_{rms} = \frac{\lambda_\ell}{\pi} \arcsin(\sqrt{T/T_\ell}) \quad (3.3)$$

Similarly, the potential of the lattice in the $\hat{x}$ direction is:

$$U(x) = T_\ell \left(1 - \exp\left(-\frac{2x^2}{w_t^2}\right)\right) \quad (3.4)$$

And we can express the rms length the atoms explore $x_{rms}$, as:

$$x_{rms} = 2\sqrt{\ln(1 - T/T_\ell) - w_t^2/2} \quad (3.5)$$

The rms length the atoms explore in the $\hat{y}$ direction $y_{rms}$ is identical to Eq. 3.5 with a substitution of the sagittal waist, $w_s$, for the tangential waist, $w_t$.

The lattice trap depth is $T_\ell = 150$ $\mu$K, the temperature of the atoms along the lattice (in the longitudinal direction) is $T_z = 11(2)$ $\mu$K, and the temperature transverse to the lattice (in the radial direction) is $T_r = 3.1(3)$ $\mu$K. The atomic temperatures were measured by fluorescence time of flight imaging. Thus the lengths the atoms explore in the longitudinal, tangential, and sagittal directions are $z_{rms} = 71(7)$ nm, $x_{rms} = 18.8(9)$ $\mu$m, and $y_{rms} = 15.6(8)$ $\mu$m. This gives us an atom density of $\rho = 9.4 \pm 1.5 \times 10^{18}$ atoms/m$^3$ (equivalently, $9.4 \pm 1.5 \times 10^{24}$ atoms/cm$^3$).

To convert from atom density to phase space density, we multiply the atom density by the thermal DeBroglie wavelength ($\Lambda$) cubed [131]. The phase space density can be thought of as the number of particles in a box of size $\hbar^3$ in phase space. For an atom of mass $m$ and 1D temperature $T$, with the Boltzmann constant $k_B$ and reduced Planck constant $\hbar$, $\Lambda$ is defined as:

$$\Lambda = \frac{\hbar \sqrt{2\pi}}{\sqrt{k_B m T}} \quad (3.6)$$
Because we have different temperatures in the longitudinal ($T_z$) and radial ($T_r$) directions, the phase space density can be calculated as:

$$PSD = \rho \left( \frac{h \sqrt{2\pi}}{\sqrt{k_B m T_r}} \right)^2 \frac{h \sqrt{2\pi}}{\sqrt{k_B m T_z}}$$

(3.7)

For atoms loaded in a lattice travelling at $\delta \ell = 2\pi \times 75$ kHz, we realize a phase space density in the travelling frame of $6(1) \times 10^{-3}$ within each lattice site and $1.0(2) \times 10^{-3}$ over the entire ensemble! Compared to the previous phase space density record of $1.5(2) \times 10^{-4}$ [98], our PSD for the entire ensemble is almost an order of magnitude higher and our PSD within each pancake is around a factor of 40 higher. Also note that Ref. [98] uses the peak density to calculate the phase space density, while I use the root-mean-squared density to calculate the phase space density, so my estimate is lower than it should be in a direct comparison with Ref. [98].
Chapter 4

Steady-state Strong Collective Coupling Between an Optical Cavity and Atoms, via a Forbidden Optical Transition

In this Chapter, I present our work demonstrating steady-state strong collective coupling on a narrow linewidth atomic transition, a key milestone in the journey towards the creation of a mHz linewidth superradiant laser. Section 4.1 introduces the strong collective coupling regime, Sec. 4.2 provides a classical model of a vacuum Rabi Splitting, Sec. 4.3 shows our observation of a resolved vacuum Rabi splitting on a narrow linewidth atomic transition, Sec. 4.4 investigates the observed broadening of the vacuum Rabi splitting features and introduces the primary broadening mechanism, and Sec. 4.5 demonstrates a continuous vacuum Rabi splitting for more than twenty minutes.

4.1 Introduction to Collective Strong Coupling

Generally, the goal of cavity quantum electrodynamics (QED) is to create a situation where coherent interactions between the atoms and the cavity are larger than dissipation in the system. This regime is broadly referred to as the strong coupling regime. Often, strong transitions are used in cavity QED experiments to couple atoms to a cavity field. Here, we instead demonstrate strong collective coupling using the dipole forbidden $^1S_0$ to $^3P_1$ transition in $^{88}$Sr. Eventually, we would like to demonstrate strong collective coupling on the mHz $^1S_0$ to $^3P_0$ transition in $^{87}$Sr, another milestone towards realizing a continuous mHz linewidth superradiant laser. Strong collective coupling via a narrow linewidth transition is important for a superradiant laser because atoms must
be strongly coupled to the cavity to observe superradiance and the fundamental linewidth of a superradiant laser scales with the atomic transition linewidth.

In addition to superradiance, another motivation for strong coupling on dipole-forbidden transitions is to observe state-selective, non-destructive atom counting [132]. Atom counting has been used to generate highly spin-squeezed states that surpass the standard quantum limit on phase estimation [133, 134, 135, 106, 136, 137, 138]. Applied to optical lattice clocks, non-destructive atom counting [139] could enhance the performance of a range of precision measurements. There are two main avenues where non-destructive atom counting could enhance performance: by using entanglement to estimate the atomic phase below the standard quantum limit and by reducing the highly deleterious effects of Dicke effect noise, or local oscillator noise aliasing, [140, 141] that limit current state of the art optical lattice clocks.

What is the strong collective coupling regime? There are two main definitions of the strong collective coupling regime: the collectively enhanced cavity cooperativity must be greater than one $NC \gg 1$, where $N$ is the atom number and $C$ is the single atom cavity cooperativity, and the collective vacuum Rabi frequency $\Omega$ must exceed all relevant decoherence rates. The collective vacuum Rabi frequency scales as $\Omega = 2g\sqrt{N}$, where $2g$ is the frequency of interaction between a single atom and the cavity mode.

For the first requirement, $NC = \Omega^2/\kappa\gamma \gg 1$, where $\kappa$ is the cavity power decay rate, and $\gamma$ is the atomic transition linewidth. The cooperativity $C$ is independent of the strength of the transition because $g \propto |\vec{d}|$ and $\gamma \propto |\vec{d}|^2$, where $\vec{d}$ is the dipole matrix element of the transition. A forbidden transition has a long-lived excited state because the dipole matrix element $\vec{d}$ associated with the transition is small. However, attaining $NC \gg 1$ is no harder when using a dipole-forbidden transition because the scaling with $\vec{d}$ drops out. Our system is just below the single-atom strong coupling regime, (i.e. $C \geq 1$) but for a characteristic atom number of $N \sim 10^5 – 10^6$, we are deep into the desired collective strong coupling regime $NC \sim 10^4 – 10^5$.

The second requirement is a more stringent definition of the strong collective coupling regime: the collective vacuum Rabi frequency must exceed relevant decoherence rates in the system. This
requirement must be satisfied in order to observe a resolved splitting of the normal modes of the coupled atom-cavity system, known as a collective vacuum Rabi splitting [142, 143]. In a vacuum Rabi splitting, the two modes are separated by $\Omega = 2g\sqrt{N}$. If the two peaks are resolved, it means that their separation, which is set by the rate of coherent interactions, exceeds their width, which is set by decay rates from the system. If a system satisfies the first requirement but not the second, one could observe cavity-enhanced spectroscopic features, but the vacuum Rabi splitting would not be resolved.

The second requirement necessitates not only $\Omega \gg \kappa, \gamma$, but also $\Omega$ must exceed other non-fundamental sources of broadening as well, notably Doppler decoherence. Fundamentally, $\Omega \gg \gamma$ is easier to achieve on a weak transition because $\Omega \propto g \propto |\vec{d}|$ and $\gamma \propto |\vec{d}|^2$. However, $\Omega \gg \kappa$ is harder to achieve on a weak transition and requires the use of a relatively high-finesse optical cavity. Because effects like Doppler shifts do not scale with the strength of the atomic transition, it is harder to overcome atomic decoherence when using narrow linewidth transitions, as the coherent interactions are much slower.

Previous works investigating strong collective coupling on a narrow linewidth atomic transition include cavity-enhanced nonlinear spectroscopy [144] of $^{88}$Sr in a MOT in the pulsed regime [145, 146, 147], but inhomogeneous doppler broadening prevented the observation of a collective vacuum Rabi splitting. In other words, they did not satisfy the requirement that the collective vacuum Rabi frequency exceed the relevant decoherence rates in the system and thus could not observe the resolved vacuum Rabi splitting. When I first joined the Thompson Lab, fellow graduate student Matt Norcia had just demonstrated the first strong collective coupling between an optical cavity and atoms, via a forbidden optical transition [148]. This experiment was based on $^{88}$Sr and operated in a pulsed regime where roughly every second, new atoms had to be captured into a MOT and cooled into the lattice.

Previous works on non-fluorescence based atom-counting were performed in $^{87}$Sr [139, 140] and $^{171}$Yb [149] using the dipole-allowed transition $^1S_0$ to $^1P_1$ and no optical cavity. Atomic projection noise level sensitivity was achieved, but with the scattering of $\sim 100$ photons per atom [139, 140].
and with uncharacterized scattering [149]. In Ref. [148], Matt also realized non-destructive differential atom number measurements at the equivalent of sub-projection noise sensitivity, with much less than one photon recoil imparted per atom. More recently, a many-atom entangled state on an ultra-narrow clock transition in $^{171}$Yb was demonstrated and used to realize a Ramsey sequence with an Allan deviation below the standard quantum limit (after subtraction of the local-oscillator noise) [150]. Rather than directly generate entanglement on the narrow linewidth clock transition, they first generated spin squeezing between two nuclear sublevels via cavity feedback squeezing and then mapped the entanglement onto the optical clock state. This work was limited by Dick effect noise and by the phase noise of the local oscillator, which could both be reduced with a continuous strongly coupled atom source. A steady-state atom cavity system could reduce dead time between cycles, reducing Dick effect noise, and a steady-state superradiant laser could realize a narrow linewidth local oscillator.

In this work, we demonstrate the first steady-state strong collective coupling on a narrow linewidth atomic transition. To confirm that we have achieved the more stringent definition of the strong collective coupling regime, we show that we can observe a highly-resolved vacuum Rabi splitting, which constitutes a direct verification of the hierarchy $\Omega \gg \kappa, \gamma$.

### 4.2 Classical Description of a Vacuum Rabi Splitting

A coupled atom-cavity system in the strong coupling regime can be described classically, where the atoms are taken to be classical Lorentz oscillators in the mode of an optical cavity [151]. In this section, I will follow the formalism set out by Ref. [151] and then extend it to our system. Note that in this section, I am following the convention that frequencies represented by letters from the greek alphabet (ex. $\gamma, \delta$) are expressed in radians per second and frequencies represented by letters from the latin alphabet (ex. $f$) are expressed in Hz.

The cavity has resonance frequency $f_c$, roundtrip length $\ell$, free spectral range $FSR = c/\ell$, where $c$ is the speed of light, and intensity transmission coefficient $T_{in}$ for the input mirror (where light is coupled into the cavity) and $T_{out}$ for the output mirror (outside of which the transmission
is observed). For a cavity with $n_{\text{mirror}}$ mirrors, the round-trip field reflection coefficient $r_{\text{tot}}$, is the product of the field reflection coefficients $r$ for each cavity mirror, $r_{\text{tot}} = \prod_{i=1}^{n_{\text{mirror}}} r_i$.

For $N$ atoms with resonant full width half maximum $\gamma$ detuned from the bare resonant frequency $f_a$ by $\delta$, the intensity absorption coefficient $\alpha$ at frequency $f$ is given by:

$$\alpha(f, N, \delta) = N \frac{\eta_0}{\eta_0} \frac{\left(\frac{\gamma}{(2\pi)}\right)^2}{\left(\frac{\gamma}{(2\pi)}\right)^2 + 4\left(f - f_a - \frac{\delta}{(2\pi)}\right)^2} \quad (4.1)$$

where $\eta_0 \propto 1/(2g)^2$ is a factor to convert from absorption to atom number. For our system, $\eta_0 = 8.1 \times 10^4$. Note that compared to Eq. 4.1, the formula for $\alpha$ in Ref. [151], has one fewer factor of $\gamma$ in the numerator. We suspect from dimensional analysis that this may be simply a typo.

Light inside the cavity experiences a total round trip phase shift $\epsilon$ with contributions from both the bare cavity $\epsilon_c$ and the atoms $\epsilon_a$:

$$\epsilon_c(f) = \frac{2\pi(f - f_c)}{\text{FSR}} \quad (4.2)$$

$$\epsilon_a(f, N, \delta) = -\alpha(f, N, \delta) \frac{2(f - f_a - \delta/(2\pi))}{(\gamma/(2\pi))} \quad (4.3)$$

$$\epsilon(f, N, \delta) = \epsilon_c(f) + \epsilon_a(f, N, \delta) \quad (4.4)$$

The intensity transmission function of the coupled atom-cavity system is given by:

$$T_{\text{cav}} = \frac{T_{\text{in}} T_{\text{out}} e^{-\alpha}}{(1 - r_{\text{tot}} e^{-\alpha})^2 + 4r_{\text{tot}} e^{-\alpha} \sin^2 \epsilon/2} \quad (4.5)$$

where for convenience I have dropped the $(f, N, \delta)$ from $\epsilon(f, N, \delta)$ and $\alpha(f, N, \delta)$ so that Eq. 4.11 fits on a single line.

We will pause our derivation to relate this equation back to a vacuum Rabi splitting. If we sweep a probe across the resonance of a bare cavity mode, we expect to see a Lorentzian cavity lineshape in transmission (as shown in Fig. 4.1). This corresponds to $T_{\text{cav}}$ for $N = 0$. With atoms in the cavity, we observe a splitting in the normal modes of the atom-cavity system, where the two peaks are split by the collective vacuum Rabi frequency, $\Omega = 2g\sqrt{N}$. Each peak is half atom-like and half photon-like in character, and thus decays at a rate given by the average of the atom and cavity decays $\kappa' = (\kappa + \gamma)/2$. This decay rate determines the width of each of the two peaks. Similarly, the height of each peak is $\kappa^2/(\kappa + \gamma)^2$. 


Figure 4.1: Vacuum Rabi splitting. Transmitted power as probe frequency is swept across the atomic resonance for a bare cavity (orange) and for a coupled atom-cavity system (blue). We observe a splitting in the normal modes of the atom-cavity system, where the two peaks are split by the collective vacuum Rabi frequency, \( \Omega = 2g\sqrt{N} \). Each peak is half atom-like and half photon-like in character, and thus decays at a rate given by the average of the atom and cavity decays \( \kappa' = (\kappa + \gamma)/2 \). This decay rate determines the width of each of the two peaks. Similarly, the height of each peak is \( \kappa^2/(\kappa + \gamma)^2 \) (shown in purple). The transmission has been normalized to the height of the bare cavity resonance and the bare atomic resonance is on resonance with the cavity, \( f_a = f_c = 0 \).

In our system, the ground state \(^1S_0\) has only one level, but the excited state \(^3P_1\) has three Zeeman levels. For a Zeeman splitting between the magnetic levels \( m_F = 0 \) and \( m_F = 1 \) of \( f_{ZS} \), we can express the frequency-dependent intensity absorption coefficient with all three transitions \( \alpha_{3t} \) and the round trip phase shift with three transitions \( \epsilon_{a,3t} \) as:

\[
\alpha_{3t}(f) = \alpha(f, N_+, f_{ZS}) + \alpha(f, N_0, 0) + \alpha(f, N_-, -f_{ZS})
\]

\[
\epsilon_{3t}(f) = \epsilon_c(f) + \epsilon_a(f, N_+, f_{ZS}) + \epsilon_a(f, N_0, 0) + \epsilon_a(f, N_-, -f_{ZS})
\]

where \( N_+, N_0, \) and \( N_- \) sum to \( N \) and represent the normalized projection of the probe polarization onto \( \sigma^+, \pi, \) and \( \sigma^- \) (with the quantization axis set by the magnetic field) times \( \sqrt{N_g - N_{e,i}} \), the square root of the number of atoms in the ground state minus the number of atoms in the excited state.
Figure 4.2: Vacuum Rabi splitting for atoms with one ground state and three excited states. Transmitted power as probe frequency is swept across the atomic resonance for three different atom numbers: $N = 10^4$ (blue), $N = 10^5$ (orange), and $N = 10^6$ (green). The three atomic resonances in the absence of the cavity are shown as dashed black lines for Zeeman splitting $f_{ZS} = 1.2$ MHz. In the regimes where the vacuum Rabi splitting is much smaller or larger than $f_{ZS}$, we observe two predominant peaks. However, in the intermediate regime, as is the case for $N = 10^5$, we observe four peaks. As in Fig. 4.1, the purple line represents $\kappa^2/(\kappa + \gamma)^2$, the height of an atom-cavity transmission feature for a single atomic transition. The transmission has been normalized to the height of the bare cavity resonance, the bare atomic resonance is on resonance with the cavity $f_a = f_c = 0$, and $N_+ = N_0 = N_-$. 

State, for the excited $^3P_1 \ m_F = 1, 0$, and -1 states, respectively. The previous statement $\Omega = 2g\sqrt{N}$ is valid when all or almost all the atoms are in the ground state. For convenience, we express the atom numbers in terms of angles, as:

$$N_+ = N \cos(\theta) \sin(\phi)$$  \hspace{1cm} (4.8) \\
$$N_- = N \cos(\theta) \cos(\phi)$$  \hspace{1cm} (4.9) \\
$$N_0 = N \sin(\theta)$$  \hspace{1cm} (4.10) \\

The intensity transmission function of the coupled atom-cavity system with three atomic
transitions is very similar to Eq. 4.11, with a substitution of $\alpha \rightarrow \alpha_{3t}$ and $\epsilon \rightarrow \epsilon_{3t}$:

$$T_{3t} = \frac{T_{in}T_{out}e^{-\alpha_{3t}}}{(1 - r_{tot}e^{-\alpha_{3t}})^2 + 4r_{tot}e^{-\alpha_{3t}}\sin^2\epsilon_{3t}/2}$$

(4.11)

Fig. 4.2 shows the intensity transmission function of the coupled atom-cavity system with three atomic transitions, $T_{3t}$, for three different atom numbers. In the regimes where the vacuum Rabi splitting is much smaller or larger than $f_{\text{ZS}}$, we observe two predominant peaks. For the smallest atom number case $N = 10^4$, the primary contribution to the vacuum Rabi splitting is from the $m_F = 0$ state, whereas for the highest atom number case $N = 10^6$, all the transitions contribute to generate a large vacuum Rabi splitting. However, in the intermediate regime, as is the case for $N = 10^5$, we observe four peaks. The experiment typically operates in the intermediate or large atom number regimes.

If there is no probe polarization projection onto $\pi$ ($N_0 = \theta = 0$), we would be in a regime where we could observe magnetically-induced optical transparency \cite{59}. In this case, there would be three transmission features, where the outer two correspond to the normal modes of the atom-cavity system and the center feature is a narrow spectroscopic feature that approaches the atomic transition linewidth.

4.3 Observation of a Steady-State Vacuum Rabi Splitting

Our goal is to demonstrate steady-state strong collective coupling on a narrow linewidth atomic transition. As a quick reminder, we are using the dipole forbidden $^1S_0$ to $^3P_1$ transition in $^{88}\text{Sr}$, which has a wavelength of 689 nm and an atomic transition linewidth $\gamma = 2\pi \times 7.5$ kHz, roughly 3 orders of magnitude narrower than a dipole allowed transition of the same wavelength.

In Fig. 4.3, we observe a resolved vacuum Rabi splitting on a forbidden optical transition. We characterize the vacuum Rabi splitting by recording the transmitted power as the probe frequency is swept across the atomic resonance, for different atom numbers. We have an independent measure of the relative atom number via fluorescence imaging of atoms in the lattice. For the largest atom numbers, the predominant features are two resolved transmission peaks. We are in a similar limit to
Figure 4.3: Observation of the collective strong coupling regime on a forbidden transition. We characterize the vacuum Rabi splitting by recording the transmitted power as probe frequency is swept across the atomic resonance for \( \delta_{ac} \sim 0 \). Traces correspond to different atom numbers, where the atom number is measured via fluorescence imaging of atoms in the lattice. For each trace, atoms are continuously loaded into a travelling lattice with \( \delta_{\ell} = 2\pi \times 75 \text{ kHz} \) for 60 seconds (much longer than our vacuum lifetime of \( \sim 300\text{ms} \) or our measured lattice lifetime) as the cavity probe repeatedly sweeps across the resonances. Traces shown are the average over 30 transmission spectra. The maximum splitting observed is 8.1 MHz (for the red trace).

The trace in Fig. 4.2 with the largest atom number, where the splitting is greater than the Zeeman splitting \( f_{ZS} = 1.2(1) \text{ MHz} \). The maximum splitting between the outermost peaks is 8.1 MHz (for the red trace of Fig. 4.3). For the smallest nonzero atom number trace, the features are less distinct, but there are four transmission features, two close to \( \pm 2 \text{ MHz} \), one close to 0 MHz, and one close to -1 MHz. This is in the intermediate limit (similar to the middle atom number trace in Fig. 4.2), where the splitting between peaks is comparable to the Zeeman splitting.

We measured the Zeeman splitting by turning our atom number down so that the vacuum Rabi splitting had two transmission features that were dominated by a single atomic resonance (as
Figure 4.4: Observation of an avoided crossing in the vacuum Rabi splitting. Transmitted power as the probe frequency is swept across the atomic resonance with atoms coupled to the cavity (left) and without atoms in the cavity (right). Traces correspond to different cavity detunings, $\delta_{ac}/(2\pi)$. The bare cavity trace amplitudes have been divided by 5 to show them on the same scale.

in the small atom number trace in Fig. 4.2 and found the average frequency of the two transmission peaks. Then, we changed the atom cavity resonance $\delta_{ac}$ so that the contribution to the vacuum Rabi splitting was dominated by a different atomic transition, say the $^1S_0$ to $^3P_1$ $m_F = 1$ state, and again found the average frequency of the two transmission peaks. The Zeeman splitting $f_{2S} = 1.2(1)$ MHz is the frequency difference between the average of the transmission peaks for $m_F = 0$ and $m_F = 1$. We also measured the frequency difference between the average of the transmission peaks for $m_F = -1$ and $m_F = 0$ and found it to be the same, within error bars.

For this work, the 689 nm probe laser frequency was stabilized to a reference cavity and the ring cavity was stabilized to a p-polarized 689 nm cavity resonance, as described in Sec. 2.7. We probe the atoms with a weak tone coupled to the cavity that is polarized normal to the plane of the cavity (s-polarized), as shown in Fig. 2.15 and measure transmitted power on a single photon counting module (SPCM).
For each trace, atoms are continuously loaded into a travelling lattice with $\delta_\ell = 2\pi \times 75$ kHz for 60 seconds (much longer than our vacuum lifetime of $\sim 300$ ms or our measured lattice lifetime) as the cavity probe repeatedly sweeps across the resonances. The probe sweeps in a symmetric triangle ramp with a 1 Hz frequency. Traces shown are the average over 30 transmission spectra (every upsweep of the triangle ramp). We found that averaging increased the signal to noise and did not change the width or shape of the transmission features.

We also observe an avoided crossing in the vacuum Rabi splitting spectra versus atom cavity detuning. Figure 4.4 shows a vacuum Rabi splitting obtained by continuously loading atoms into a travelling lattice ($\delta_\ell = 2\pi \times 100$ kHz), tuning the empty cavity resonance $f_c$ near the atomic transition frequency $f_a$, and then recording the transmitted power as a cavity probe is linearly swept in frequency. We also plot the probe transmission for the bare cavity. The different traces in Fig. 4.4 correspond to different detunings $\delta_{ac} = 2\pi \times (f_c - f_a)$, and exhibit an avoided-crossing behavior.

At large detunings, we expect the center frequency of the main transmission feature to approach $f_c$, the center frequency of the bare cavity. The cavity frequency shift is the frequency difference between the transmission features with atoms in the cavity and without atoms (bare cavity) and can be expressed as $(2g)^2/(4\delta_{ac})$ (in the limit of large $\delta_{ac}$ for a single atomic transition). At zero detuning, we expect to see a vacuum Rabi splitting feature similar to in Fig. 4.3.

4.4 Broadening of the Vacuum Rabi Splitting

In Sec. 4.3 we demonstrated a resolved vacuum Rabi splitting, but the experimental transmission features are wider and shorter than one would expect from our earlier theoretical predictions (in Sec. 4.2). Additionally, the shape of the experimentally observed transmission features does not always correspond to a Lorentzian lineshape.

As seen in Fig. 4.1 for a cavity on resonance with a single atomic transition, we expect a splitting in the normal modes of the atom-cavity system, where the two peaks are split by the collective vacuum Rabi frequency, $\Omega = 2g\sqrt{N}$. Each peak is half atom-like and half photon-
like in character, and thus decays at a rate given by the average of the atom and cavity decays
\( \kappa' = (\kappa + \gamma)/2 \). The width of each of the two peaks is set by the modified decay rate, \( \kappa' \). Similarly, the height of each peak is set by the ratio \( \kappa^2/(\kappa + \gamma)^2 \).

For three atomic transitions in the limits where there are two dominant transmission features, we expect the widths and heights of the transmission features to approach the single atomic transition case.

In Fig. 4.3 for the traces with the largest atom numbers, the widths of the transmission features are a few hundred kHz, in contrast to the theoretical prediction of \( \kappa' = 24 \) kHz. The lineshapes of the transmission features in Fig. 4.3 are sometimes multi-peaked and do not always look like the expected Lorentzian lineshapes. Furthermore, Figs. 4.3 and 4.4 provide a comparison between the heights of the bare cavity transmission feature and the coupled atom-cavity transmission features (note that the bare cavity transmission amplitude has been divided by 5 in Fig. 4.4). Compared to the height of the bare cavity transmission feature, the heights of the on-resonance \( (\delta_{ac} = 0) \) transmission features with atoms are a factor of about 3 smaller for the largest atom number and about 20 smaller for the smallest nonzero atom number. For the larger atom numbers (where there are two predominant peaks), we would expect a peak height of \( \kappa^2/(\kappa + \gamma)^2 = 0.71 \) relative to the bare cavity height.

We think the frequency-swept red 2D molasses beams are the primary cause of the observed broadening. In the following sections, I walk through an explanation of this broadening mechanism and introduce our experimental observations that support this mechanism.

### 4.4.1 Lattice Loading beams Cause Broadening

In typical cavity QED experiments, atoms are cooled and loaded into the cavity mode, and then any light not relevant for the experiment is turned off and the desired feature is measured. In our case, our goal is to observe a resolved steady-state vacuum Rabi splitting, so the beams that cool the atoms and load them into the lattice are on in steady-state.

Our 2D red molasses beams, 3D red molasses beams, and red vertical slowing beam all spatially overlap with the cavity mode, as shown in Fig. 2.11. The 3D red molasses beams and
Figure 4.5: Broadening of the vacuum Rabi splitting from the red 2D and 3D molasses beams. Transmitted power as probe frequency is swept across the atomic resonance with all laser beams on (left) and with the red 2D and 3D molasses beams off (right). For the plot with the 2D and 3D molasses beams off, the probe starts sweeping when the beams are turned off and reaches the center of the splitting around 22 ms later. Qualitatively, the peaks appear narrower and taller with the red 2D and 3D molasses off. Additionally, with all beams on, we see two broad outer peaks and a single narrower central peak, but with the red 2D and 3D molasses beams off, we can resolve the fourth peak of the vacuum Rabi splitting.

red vertical slowing beam are constant in frequency, while the red 2D molasses beam sweeps in a sawtooth ramp in frequency. As shown in Fig. 2.13, the red vertical beam is detuned by about 3.75 MHz from the bare atomic resonance and the red 3D molasses beam is detuned about 2.5 MHz from the bare atomic resonance, while the red 2D molasses beams sweep to about 1.5 MHz from the bare cavity resonance. While this is far from the bare cavity resonance, it is near resonance with the ground to excited $m_F = -1$ state, which is detuned 1.2 MHz from the bare cavity resonance.

In Fig. 4.5 we show that the red 2D and 3D molasses beams contribute to the broadening of the vacuum Rabi splitting transmission features. We think the red 2D molasses is the primary culprit behind the broadening, but unfortunately we did not take this same trace with only the
red 2D molasses beams off and the apparatus is not currently working as the strontium oven is no longer operational. We compare the vacuum Rabi splitting transmission spectrum with all beams on to the spectrum where we turn the red 2D and 3D molasses off just prior to sweeping the probe across resonance. The probe starts sweeping when the beams are turned off and reaches the center of the splitting around 22 ms later. I also note that this data was taken with a stationary lattice and a reduced atom number to prevent collective light emission into the cavity via a mechanism that we do not yet understand.

Qualitatively, the peaks appear narrower and taller with the red 2D and 3D molasses off than with all the beams on. We are in the intermediate atom number regime where we expect to see four transmission peaks, as the splitting between the two outermost peaks is only a factor of 2 bigger than the total Zeeman splitting $2f_{ZS}$. With all the beams on, we see two broad outer peaks and a single narrower central peak. With the red 2D and 3D molasses beams off, we can observe all four transmission peaks, with two narrower and taller outer peaks and two narrow central peaks. The heights of the outer transmission peaks with the loading beams off are 0.2-0.3 times the height of the bare cavity mode, which is much closer to the expected amplitude of $\sim 0.5$ times the height of the bare cavity mode (from Fig. 4.2).

4.4.2 Physical Broadening Mechanism

How do the red 2D molasses beams cause broadening of the vacuum Rabi splitting? The red 2D molasses beams are detuned to the red of the bare atomic transition such that the only transition near resonance during the sweep is from the ground state $^1S_0$ to the $m_F = -1$ Zeeman level of the $^3P_1$ excited state manifold, as shown in Fig. 2.13. During the sweep, the red 2D molasses beams adiabatically transfer some atoms from the ground state to the $m_F = -1$ excited state. Each sweep lasts for 50 $\mu$s and occurs once every $\tau_{sweep} = 100$ $\mu$s, as the red 2D molasses alternates being toggled on/off with the red vertical slowing beam (described in more detail in Sec. 2.6.3).

Previously in this thesis, we made the approximation that there are few atoms in the excited state, in which case the collective vacuum Rabi splitting can be written as $\Omega = 2g\sqrt{N}$ (for a single
atomic transition interacting with a cavity). But with $N_e$ atoms in the excited state and $N_g$ atoms in the ground state, the collective vacuum Rabi splitting scales as $\Omega = 2g\sqrt{N_g - N_e}$. If there are initially $N$ atoms in the ground state and the red 2D molasses beams adiabatically transfer $N_{at}$ atoms to the $m_F = -1$ excited state, the vacuum Rabi splitting for this transition decreases, as $\Omega_\pm \propto \sqrt{N - 2N_{at}}$. This also affects the vacuum Rabi splitting component for the $m_F = 1$ and 0 excited states, as the number of atoms in the ground state decreases $\Omega_{0,+} \propto \sqrt{N - N_{at}}$.

Thus in a sweep of the red 2D molasses, the vacuum Rabi splitting decreases when the red 2D molasses beams pass through resonance with the $m_F = -1$ transition and atoms are transferred to the excited state. Then, atoms decay back to the ground state and the vacuum Rabi splitting relaxes to its original position. The excited state lifetime for this transition is 21 $\mu$s, but we are primarily concerned with the timescale $\tau_{relax}$ for the vacuum Rabi splitting transmission feature to relax back to within the cavity linewidth $\kappa$ of the full value. If we are probing the cavity and are initially on resonance with a transmission feature with all the atoms in the ground state, when the atoms are transferred to the excited state, we would no longer see transmission, as the vacuum Rabi splitting has decreased. The timescale $\tau_{relax}$ is the time delay from when atoms are transferred to the excited state to when we start to see transmission through the cavity.

From the broadened transmission peak widths of a few hundred kHz and the splitting of the outermost vacuum Rabi splitting peaks of a few MHz, we estimate that $5 - 10\%$ of the atoms are transferred to the excited state. Based on this estimate of the number of atoms transferred to the excited state, we calculate a time scale of $\tau_{relax} \sim 40 - 50\mu$s for the vacuum Rabi splitting transmission feature to relax back to within the cavity linewidth $\kappa$ of the full value.

In typical experimental configurations, it takes many $\tau_{sweep} = 100\mu$s for the cavity probe to sweep in frequency across the broadened transmission feature. Thus we would expect to see oscillations in the transmitted power at $\tau_{sweep}$ where for a short time there is transmission, and then for $\tau_{relax}$ the transmission feature is not on resonance with the cavity probe, and then for a few tens of $\mu$s the transmission increases as the transmission resonance approaches the probe frequency.
Figure 4.6: Periodic structure of the vacuum Rabi splitting at the red 2D molasses sweep frequency $\tau_{\text{sweep}} = 100\ \mu$s. Transmitted power as probe frequency is swept across the atomic resonance with all beams on in steady-state, normalized to the bare cavity transmission. Compared to previous vacuum Rabi splitting plots in this thesis, here the low-pass filter corner frequency is much higher, $\sim 100$ kHz. The inset shows a zoom of the higher frequency transmission peak, with grey vertical lines every $100\ \mu$s. The axes of the inset are the same as those of the main plot. There are transmission peaks every $100\ \mu$s, consistent with the frequency sweep of the red 2D molasses causing time-broadening of the vacuum Rabi splitting.

In Fig. 4.6, we measure the transmitted power as the cavity probe frequency is swept across the atomic resonance with all beams on in steady-state. We observe oscillations in the transmitted probe power at the red 2D molasses sweep frequency $\tau_{\text{sweep}} = 100\ \mu$s, within the vacuum Rabi splitting peaks. Compared to previous vacuum Rabi splitting plots in this thesis, in this Figure the low-pass filter corner frequency is much higher, $\sim 100$ kHz, enabling us to see this oscillation. The inset of Fig. 4.6 shows a zoom of the higher frequency transmission peak, with grey vertical lines every $100\ \mu$s. We observe transmission peaks every $100\ \mu$s, consistent with the frequency sweep of the red 2D molasses causing time-broadening of the vacuum Rabi splitting.
4.4.3 The Observed Broadening is Potentially a Feature

In the previous Sections, we demonstrated that the vacuum Rabi splitting is time-broadened by the red 2D molasses beams. In this Section, we will show that atoms transported by the lattice away from the loading region exhibit a decrease in broadening. Although the presence of broadening is generally undesirable, we actually view it as a potential feature of our system. For our future demonstration of superradiance, in order not to add broadening to the lasing transition, any atoms in the ground $^1S_0$ or excited $^3P_0$ states of the clock transition must either be unperturbed or broadened enough to not participate in superradiance. The ground state atoms in the loading region will be significantly broadened, preventing them from interacting with the superradiant light in the cavity, while atoms trapped in the lattice that have been transported to a quieter region of the cavity see a reduction in broadening and may be able to participate in superradiance.

The spatial extent of the time-broadening from the red 2D molasses beams is set by the spatial extent of the red 2D molasses beams. Thus, if we transport atoms in the travelling lattice away from the loading region where the red 2D and 3D molasses beams load atoms into the lattice, we expect to see a reduction in time-broadening of the vacuum Rabi splitting transmission features. To see this effect, we want the only atoms coupled to the cavity to be atoms in the lattice, far from the loading region.

However, we observe a background of atoms in the red 3D molasses cloud that are coupled to the cavity. We load atoms from the red 3D molasses into the lattice, so the red 3D molasses is intentionally centered on the cavity mode. With the lattice beams off, we observe a resolved vacuum Rabi splitting from atoms in the red 3D molasses cloud, albeit with a smaller splitting indicating a smaller atom number. If we turn off the loading beams, the number of background atoms in the cavity mode decreases to 49% of the original atom number after waiting 20 ms and 4% after 50 ms.

To separate the atoms in the lattice that have traveled away from the loading region from the atoms in the loading region (whether background atoms or atoms in the lattice), we turn off
Figure 4.7: Reduction of broadening as atoms in the travelling lattice are transported away from the loading region of the cavity and background atoms in the red 3D molasses cloud fall away. Lower optical frequency transmission peak of the vacuum Rabi splitting for different delay times after turning off the red 3D molasses beams. Atoms are loaded into a travelling lattice $\delta_\ell = 2\pi \times 150$ kHz with no atom-cavity detuning $\delta_{ac} = 0$. In the top panels, we observe oscillations in the transmission peak at 100 $\mu$s, exactly how often the red 2D molasses sweeps across resonance with the $m_F = -1$ excited state. In the last panel, those oscillations are no longer present, as background atoms in the red 3D molasses have fallen away and atoms in the travelling lattice have been transported $d_t = 7.1$ mm by the lattice and have moved away from the frequency-swept red 2D molasses beams.

the red 3D molasses beams and look at the evolution of the vacuum Rabi splitting transmission
features in time. Turning off the red 3D molasses beams has two major effects: the red 3D molasses cloud falls out of the cavity mode (due to gravity), so the number of background atoms coupled to the cavity mode decreases, and atoms in the loading region that are trapped in the lattice are transported away from the loading region. Additionally, as we are no longer loading new atoms into the lattice, we observe a reduction of the atom number in the lattice due to a finite lattice lifetime (shown in Fig. 3.2).

To observe this phenomenon, we load atoms into a travelling lattice with \( \delta_\ell = 2\pi \times 150 \text{ kHz} \) and \( \delta_{ac} = 0 \) and leave all the beams on in steady state except for the red 3D molasses beam, which is turned off at time \( t = 0 \). Then, we repeatedly sweep the cavity probe frequency across the vacuum Rabi splitting to observe how the transmission features change with time. Fig. 4.7 shows the lower optical frequency transmission peak for different time delays from turning off the red 3D molasses beams.

In the top panels of Fig. 4.7 we observe oscillations in the vacuum Rabi splitting transmission peak at 100 \( \mu s \), exactly how often the red 2D molasses sweeps across resonance with the \( m_F = -1 \) excited state. By the last panel, those oscillations are no longer present, indicating that the atoms have been transported to a “quieter” region of the cavity where they no longer see the frequency-swept red 2D molasses beams. For the last panel of Fig. 4.7 the transmission peak occurs around 58 ms after turning red 3D molasses beams off. At this delay time, we expect that around 0.02 of the background atoms in the red 3D molasses remain in the cavity mode, so the primary contribution to the vacuum Rabi splitting is from atoms trapped in the lattice. The atoms trapped in the lattice have been transported 7.1 mm by the travelling lattice and have moved away from the loading region, which has a full width half maximum along the lattice of 2.8 mm.

In Fig. 4.8 we fit the transmission features of Fig. 4.7 to a Lorentzian to extract the peak width. We observe that as the background atoms leave the cavity mode and as atoms trapped in the lattice travel away from the red 2D molasses beams, the width of the transmission feature approaches \( 1/2(\kappa + \gamma) \), the width of a vacuum Rabi splitting transmission feature one would expect with \( \delta_{ac} = 0 \) and a single atomic transition coupled to a cavity mode. Thus atoms transported by
Figure 4.8: Reduction of broadening as atoms in the travelling lattice are transported away from the loading region, part 2. Peak width extracted from fitting the transmission features of Fig. 4.7 to a Lorentzian function. We observe that as the background atoms leave the cavity mode and as atoms trapped in the lattice travel away from the red 2D molasses beams, the width of the transmission feature approaches $(\kappa + \gamma)/2$ (shown in green), the width of a vacuum Rabi splitting transmission feature one would expect with $\delta_{ac} = 0$ and a single atomic transition coupled to a cavity mode.

the lattice away from the loading region exhibit a decrease in broadening.

4.5 Demonstration of a Continuous Vacuum Rabi Splitting for More than Twenty Minutes

Finally, we want to demonstrate the steady-state aspect of continuous strong collective coupling. In typical cavity QED experiments, atoms are cooled and loaded into the cavity mode, and then the desired feature is measured. The rate of atom loss dictates the length of the measurement before the atom number must be replenished. After the measurement, the experimental cycle starts again and fresh atoms are cooled and loaded into the cavity mode.

In our experiment, we continuously load atoms into a travelling lattice, as described in the
Figure 4.9: Transmitted power as the probe frequency (purple) is swept across the atomic resonance and atoms are continuously loaded into a travelling lattice with $\delta_\ell = 2\pi \times 100$ kHz. The transmission is normalized to the bare cavity resonance and is shown in four different colors (pink, brown, yellow, and green) in order to highlight each sweep of the cavity probe. We observe a vacuum Rabi splitting every time the probe sweeps across the atomic resonance (every 50 ms). We are in the regime of intermediate atom number, where we observe four vacuum Rabi splitting peaks, as shown in Fig. 4.2. This is a short subset of the almost 1400 second long continuous vacuum Rabi splitting data that is plotted in Fig. 4.10.

experimental apparatus section. Our measurement time is instead set by the length of time all the lasers stay locked, typically on the order of hours, or the patience of the graduate student operating the apparatus, whichever comes first.

To demonstrate a continuous vacuum Rabi splitting, we continuously load atoms into a travelling lattice with $\delta_\ell = 2\pi \times 100$ kHz and leave all loading and cooling beams on in steady-state. We repeatedly sweep the frequency of the cavity probe in a symmetric triangle ramp across atomic resonance with a sweep rate of 10 Hz. Thus every 100 ms, the cavity probe sweeps across the vacuum Rabi splitting twice, once on the upsweep of the triangle ramp and once on the down-sweep of the triangle ramp, as shown in Fig. 4.9.

The experimental control apparatus triggers the frequency sweep of the cavity probe, records
the transmission of the cavity probe (measured by a single photon counting module) for sixty seconds, takes about one second to save the data, and then immediately starts again. Everything else is unchanged during the sequence and operates continuously.

Fig. 4.9 shows a short subset of a 23 minute long continuous vacuum Rabi splitting measurement (later plotted in Fig. 4.10). We plot the transmitted power as the probe frequency is swept across the atomic resonance and observe a vacuum Rabi splitting every 50 ms (every frequency sweep). Atoms are continuously loaded into a travelling lattice with $\delta_\ell = 2\pi \times 100$ kHz.

We are in the regime of intermediate atom number, where we observe four vacuum Rabi splitting peaks, as described in Fig. 4.2.

![Figure 4.10: Demonstration of a continuous vacuum Rabi splitting for more than twenty minutes. Fitted frequency splitting between the outermost peaks of the vacuum Rabi splitting over a 23 minute measurement. We observe a vacuum Rabi splitting every time the probe sweeps across the atomic resonance (every 50 ms), as shown in Fig. 4.9. This corresponds to a measured frequency splitting once every 50 ms, as shown in the inset. The inset has the same axes as the main plot.](image)

Fig. 4.10 shows the fitted frequency splitting between the outermost peaks of the vacuum Rabi splitting versus time over a 23 minute measurement. As shown in the inset, there is a vacuum Rabi
splitting measurement once every 50 ms over the whole measurement window (with the exception of a 1 second break every 60 s to save the data).

To convince a skeptical reader that we are truly observing a steady-state signal, I will compare these time scales with atomic loss rates in our experiment. The stationary lattice ($\delta_\ell = 0$) lifetime is $277 \pm 7$ ms. For $\delta_\ell = 2\pi \times 100$ kHz, the travelling lattice lifetime is $140 \pm 20$ ms (for a 150 $\mu$K trap, shown in Fig. 3.2). Collisions with the background gas are likely the dominant loss mechanism for the stationary lattice, as we estimate the vacuum limited lifetime is around 300 ms (see Sec. 2.2 for more details), and parametric heating is likely the dominant loss mechanism for the travelling lattice (see Sec. 2.6.4 for more details). If we were not continuously loading new atoms into the lattice, in 140 ms our atom number would have decreased by $1/e$, or equivalently the vacuum Rabi splitting would have decreased by $\sqrt{1/e} \sim 0.6$. Twenty minutes later, we definitely would not be able to resolve a vacuum Rabi splitting.

Could we be sneakily loading atoms into the lattice between frequency sweeps of the cavity probe? It would be very difficult, as there is about a 25 ms delay between the last vacuum Rabi splitting peak of one sweep and the first peak of the next sweep (shown in Fig. 4.9). For comparison, the pulsed Sr apparatus in our lab operates at a typical experimental cycle time of $\sim 1$ Hz, where every second new atoms are loaded into a blue 3D MOT, transferred to a red 3D MOT, and then loaded into the lattice. The length of the experimental cycle time is dominated by the $\sim 500$ ms it takes to accumulate atoms in the blue 3D MOT.

In summary, we have demonstrated the first steady state vacuum Rabi splitting on a narrow linewidth atomic transition.
Chapter 5

Conclusion and Future Outlook

In this thesis, I have demonstrated two major milestones towards the creation of a superradiant laser with kilosecond coherence times: a pulsed superradiant laser on a mHz linewidth transition and continuous loading and strong collective coupling of atoms to a high finesse optical cavity. The pulsed superradiant laser is the most precise active absolute frequency standard realized to date. The continuous atomic source is the first to demonstrate steady-state strong collective coupling on a narrow linewidth transition, possibly the first to demonstrate deterministic transport of atoms around a cavity, and represents the second continuous cold atomic source with high phase space density in the world.

In this chapter, I will give a perspective on the applications of a superradiant laser and present what I think is a promising path to realize a steady-state narrow linewidth superradiant laser.

5.1 Applications of a Superradiant Laser

A continuous wave superradiant laser could dramatically improve precision measurements and research in a broad range of applications. It would not only allow for robust frequency references that could operate outside of the extremely low vibration environment of a precision laser laboratory, but also improve the short-term stability of the best atomic frequency references by two orders of magnitude and outperform reference cavities at long times as well. A superradiant laser could become a high-bandwidth precision measurement tool with a fractional instability of potentially $7 \times 10^{-18}$ in one second (see Section 1.3), almost a factor of 5 better than current state-
of-the-art values of $3.1 \times 10^{-17}$ at 1 s reported for synchronous comparisons in a three-dimensional (3D) lattice clock [40] and $4.8 \times 10^{-17}$ at 1 s for an anti-synchronous comparison between two independent clocks [45].

The ultra-precise measurement capability afforded by a superradiant laser could have a dramatic impact on a broad range of measurements and research, from probing gravity [152], detecting gravity waves [153], and defining the second [154, 47] to quantum computation [155] and searches for physics beyond the standard model [156, 157]. A continuous superradiant laser has a much broader application than just clocks: the combination of a superradiant laser and a frequency comb could lead to improved measurement capability in wavelengths all the way from infrared to XUV [158, 159, 45].

Furthermore, the techniques I developed in creating a continuous superradiant laser could be applied to other research pursuits. For example, the development of continuous loading techniques could be applied to matter wave lasers for inertial sensing [160], determination of fundamental constants [154, 47, 156], and tests of fundamental physics [157]. Additionally, the experimental superradiant atom-cavity system is ideal for proof-of-principle experiments to generate entanglement between strontium atoms for dramatically reducing atom shot noise in clocks and interferometers [133].

5.2 Towards a Steady-State Superradiant Laser

I demonstrated two major milestones towards the creation of a superradiant laser with kilosecond coherence times: lasing on a mHz optical transition and an atom source with continuous strong collective coupling. The next step will be to combine these two advances to realize a steady-state narrow linewidth superradiant laser. There are two main next steps: switching from $^{88}$Sr to $^{87}$Sr and preparing the atoms in the excited state of the clock transition.

Switching isotopes involves adjusting frequencies to account for isotope shifts, applying more tones to account for the non-zero nuclear spin, and adjusting systems to account for fewer atoms (because of the relative isotopic abundance). I expect of the two next steps, this will be more
Figure 5.1: A promising approach to excite atoms for steady-state superradiance: load the atoms into a travelling lattice, pump the atoms to a dark state ($^3P_2$) while they are in the “noisy” loading region, transport them over to a “quieter” lasing region, and then pump the atoms to a higher excited state ($^3S_1$) from which they can spontaneously decay to the excited state of the mHz transition ($^3P_0$). Once they reach the excited state, the atoms can interact with the superradiant light in the cavity mode and will be stimulated to “lase” by emitting a photon into the cavity mode. All pumping and blowaway beams are incident on the cavity from the side.

When pumping atoms to the excited state of the clock transition, we must be careful to
avoid writing the phase noise of our “noisy” pump laser onto the atoms. This requirement dictates that we must prepare the atoms all the way in the excited state, with no coherence length (no projection onto the equator of the Bloch sphere other than shot noise). There are a couple of ways to accomplish this: adiabatic transfer to the excited state, which transfers the atoms to the excited state with unit probability, or decay from a higher excited state via spontaneous emission, which scrambles the atomic phase. In our demonstration of mHz superradiance, we adiabatically transferred the atoms from the ground state to the excited state and then destroyed any remaining phase coherence between the ground and the excited state (due to imperfect adiabatic transfer) by scattering blue light off the ground state \[66\]. In Matt’s realization of superradiance on the 7.5 kHz transition, he demonstrated rempumping from the ground state \[1^S_0\] to the higher-lying excited state \[3^S_1\], via the \(m_F = \pm 1\) Zeeman sublevels of \(3P_1\). From \(3^S_1\), atoms could decay back to the desired excited state, \(m_F = 0\) of \(3P_1\) \[56\].

I present a scheme to continuously prepare atoms in the excited state of the clock transition in Fig. 5.1. After the atoms are trapped and cooled within the lattice, but before they leave the red 3D molasses loading region, the atoms are transferred to a metastable dark state \(3^P_2\) and then transported over to a “quieter” lasing region by the travelling lattice. When they reach the lasing region, repump beams transfer the atoms to a higher excited state \(3^S_1\) from which they can spontaneously decay to the excited state \(3^P_0\). Once they reach the excited state, the atoms can interact with the superradiant light in the cavity mode and will be stimulated to emit a photon. The velocity of the moving lattice should be sufficiently high relative to the cavity linewidth that one direction of circulating light is shifted off resonance with the cavity and the superradiant light propagates in a well-defined direction.

The lasers needed to pump the atoms from \(1^S_0\) to \(3^P_2\) (in the presence of the red 3D molasses at 689 nm) are 679 and 688 nm and from \(3^P_2\) to \(3^P_0\) are 688 and 707 nm. We already use the 679 and 707 nm lasers to repump atoms in the blue 2D MOT and have the third repump laser at 688 nm available in our lab.

The final step is to blow atoms out of the lattice after they have emitted a photon into the
cavity mode. This is to both protect the high finesse mirrors from being coated with strontium and to ensure that we can maintain inversion by removing extra ground state atoms.

An advantage of this approach is that atoms are never in the ground or excited states of the lasing transition unless they are strongly dephased or participating in superradiance. Another potential approach is to adiabatically transfer the atoms to the excited state by using the linear slope of a gaussian beam to generate a linear ac stark shift that the atoms move through at a velocity set by the travelling lattice, adiabatically transferring the atoms to the excited state. In this approach, there would need to be a knife edge on the frequency shifting beam in order to prevent shifts to atoms once they have reached the excited state.

I anticipate the major potential difficulties to achieving continuous wave superradiance are related to dephasing of the clock transition, whether by inhomogeneous magnetic fields, scattered light from the red 3D molasses, or another mechanism. If it is difficult to reach the continuous atom number threshold for lasing, one could start out by demonstrating pulsed superradiance on the mHz transition and move the atoms around the cavity mode to map out the frequency shifts.

I am confident that realizing a continuous wave superradiant laser will be an exciting and unique challenge and I look forward to seeing the next steps of this experiment!
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Appendix A

Equity Work

A.1 Why Include This?

Physics is fundamentally a human endeavor, as physicists are people and are situated within society. Disregarding the human context of physics research limits who can do physics, what counts as physics, and what physics can achieve.

The fundamental idea of research is to make small contributions towards a greater objective. In a physics department, it is readily acknowledged that building an experiment, taking data, or performing analysis counts as a contribution to a greater whole. Similarly, it is acknowledged that teaching undergrads, mentoring graduate students, and supporting post-docs are worthwhile endeavors to train the next generation of physicists. I will go a step further and say that equity work is the logical progression of work towards the greater whole. Creating an environment where everyone is able to contribute to the fullest of their abilities is of paramount importance, yet it is all too often forgotten or pushed aside. I hope that my efforts, as well as my choice to include this work in my thesis, help to normalize the idea that equity work in a physics department is physics.

Finally, another motivation to include my equity work in this thesis is that it documents a significant body of work that may prove valuable to future members of the physics department at CU or to the physics community at large.
A.2 Introduction

I’ll begin by unpacking the title, “Equity Work”. Equity refers to practices, policies, and structures that ensure everyone can thrive. Equity is different from equality in that equality implies treating everyone as if their experiences are exactly the same. Equality puts everyone on the same footing without acknowledging that in our society, people with marginalized identities face additional barriers. Equity, by contrast, means dismantling the oppressive structures that perpetuate policies and practices which disadvantage marginalized groups.

I’ll briefly comment on the second word of the title, “Work”. Changing the status quo requires a great amount of work. Not investing effort towards change is a choice to preserve the status quo. On a personal level, I have spent time doing equity work between my duties in physics research and my activities outside of CU, and have been rarely, if ever, formally compensated. I am motivated to do this work because I cannot stand by while I see unopposed unfairness.

I hope that my contributions to equity at CU have laid a pebble in the meandering and branching path towards an equitable enterprise. Many small things add up to physics being an inhospitable environment for many. Although my contributions exist within the oppressive systems of the status quo, I hope to have slightly ameliorated the physics environment for those who follow.

In this Appendix, I discuss the three groups I have been most involved with in my graduate studies: Women and Gender Minorities in Physics (Sec. A.3), R-Cubed (Sec. A.4), and Graduate Admissions (Sec. A.5). In each of these sections, I begin by introducing the group and then discuss particular roles I held and projects I significantly contributed to.

A.3 Women and Gender Minorities in Physics (WaGMiP)

The Women and Gender Minorities in Physics (WaGMiP) group is a community of graduate and undergraduate students, post-docs, and faculty working to support the inclusion, participation, and success of women and gender minorities in the physics department at CU and around the world.

I joined WaGMiP in August 2015, at which point it was called “Women in Physics”. It was
led by a faculty member and was primarily a journal club over lunch, where members selected papers to read relating to gender in physics. Over the course of my time in grad school, the name changed to “Women and Gender Minorities in Physics” and the group morphed into a student-led affinity group with activities that are part social event, part networking, and part professional development.

Early on, I helped organize the Conference for Undergraduate Women in Physics (CUWiP) held at CU Boulder in January 2017. On my part, this included applying to host the conference and organizing an event during the conference called the Science Cafe, where undergrads had the opportunity to talk to faculty about their research and life paths in a casual setting.

The main WaGMiP programming centers around monthly lunch meetings, about half of which feature presentations from various speakers affiliated with the University, while the rest are less formal discussions on relevant themes. My chief roles in the monthly lunch meetings have been co-orchestrating the meetings and ordering the food (2016 - 2020). A few of the workshops I helped organize include: a workshop on networking from Career Services, a presentation by Bernadette Park and Erin McPherson from CU’s Psychology and Neuroscience Department on their research on gender ideologies, and a workshop on Dismantling Racism from CU Center for Inclusion & Social Change. During the pandemic, the frequency of our monthly meetings fell off and I look forward to helping re-start them in Fall 2021.

In 2018, I founded an event for underrepresented graduate students during the admitted students visiting weekend and have helped organize the event in subsequent years. Over the years, it has taken different forms, starting the first year as a lunch and migrating to a dinner. One lesson I learned is that it is important that the event not be concurrent with any other events, so students do not have to choose between the “traditional program” and the event for underrepresented graduate students. In its current form, WaGMiP hosts a dinner for any student who self-identifies as underrepresented in physics, during the two admitted student open house weekends in the Spring. It takes place after the events of the weekend so that students do not have to miss out on other admissions events. The dinner is an opportunity for admitted students to meet current WaGMiP
members and several faculty members, in an environment that facilitates conversation about anything from physics research to the latest movie to the culture of the department. Additionally, I helped start and organize an effort by current WaGMiP members to reach out to the admitted underrepresented graduate students to welcome them and offer to answer their questions.

Lastly, I helped WaGMiP create an executive committee leadership structure with 5-7 students to ensure the group continues in perpetuity.

A.4 R-Cubed (R$^3$)

R-Cubed (R$^3$) is a standing committee in the CU physics department that is focused on improving representation, recruitment, and retention in physics. R$^3$ is a community effort involving staff, faculty, post-docs, undergraduate, and graduate students to support equity and inclusion in the Physics Department. I served on R$^3$ from October 2017 until the present. Practically speaking, the membership of R$^3$ is made up of a few appointed professors, a handful of graduate students, and a staff member, post-doc, and undergraduate or two.

In the Spring of 2020, I and a fellow graduate student led the creation of a semesterly graduate town hall, where the graduate chair gives updates on program requirements and students can ask questions. This was motivated by changes to the graduate program requirements that were only communicated to graduate students via updating the CU Physics website. The town hall proved to be very useful during the pandemic, as there were a lot of uncertainties, especially regarding residency, TAing remotely, and the comprehensive exams.

In 2020, I co-created a departmental diversity statement, as well as a diversity tab on the physics department website. The physics faulty had voted in 2018 to develop a diversity statement, but there had been no development of a statement, so R$^3$ decided to take on this project. I and another student on R$^3$ drafted a statement that expressed the value the department places on equity and identified key avenues for improvement. After many iterations incorporating feedback from the department chair, the executive committee of the department, and the rest of R$^3$, the executive committee voted unanimously to approve the diversity statement.
The diversity statement effort coincided with the department chair Mike Ritzwoller’s request for R³ to create a departmental diversity website. A key feature of the website I advocated for and helped create are anonymous issue forms that can be sent to the department chair or the chair of R³. These forms attempted to create a mechanism to report issues within the department that are a problem, but do not meet the legal threshold for discrimination (issues that meet the legal threshold are addressed by the Office of Institutional Equity and Compliance). Additionally, we created a resource list of campus support structures and equity groups related to physics. While the creation of the diversity tab content went relatively smoothly, the process of announcing it and adding it to the department’s website was very rocky and took several months, mostly because R³ lacks formal powers and any changes or announcements needed to go through the department chair.

Amidst the national reckoning on racialized police violence, R-Cubed hosted a virtual “town hall meeting with moderated discussion to discuss what specific actions the department could take to improve the climate for underrepresented groups and address structural racism within the department” as part of #Strike4BlackLives on June 10, 2020. This town hall had fantastic attendance with > 150 department members. As a breakout room moderator, I observed broad support for improving equity in the department but a low level of awareness of existing efforts.

Combining ideas from the breakout rooms of the town hall, the TEAM-UP report [161], and our own personal research, R-Cubed curated a list of “Immediate Actions to Combat Anti-Black Racism in the CU Physics Department”. I served as one of the primary authors of this document, but putting it tother was very much a group effort. After R-Cubed distributed the document at the end of July, I and a group of other students involved in departmental equity work created a petition to demonstrate support for the document. We collected 273 signatures, primarily from students and individuals outside the department (and generated significant backlash within the department). To follow up on the document and facilitate the implementation of the action items, R³ sought meetings with the departmental chair and executive committee. The executive committee drew up their own list of action items informed by our document, and we have gone back and forth several
times to clarify the meaning of action items, prioritize items, and decide who is responsible for implementing these items.

I am happy to report that since releasing our document, many of our suggested changes have been implemented (although I won’t claim any causality, there are many efforts from many people in the department towards equity):

- Creation and funding of Community Of Support for Marginalized Students (COSMOS), a student group for marginalized student in Physics
- Funding for physics students to attend the National Society of Black Physicists (NSBP)
- Creation of the physics department Chair of Inclusion and Diversity
- Creation of service and teaching assistant awards for students to reward efforts in equity and teaching
- Request for an APS site visit from the Committee on the Status of Women in Physics (CSWP) and the Committee on Minorities (COM)
- Initial steps towards the creation of a College of Arts and Sciences Justice, Equity, Diversity, and Inclusion (JEDI) center

Finally, the last R³-related project I have been involved with was the creation of a graduate student association in physics. In the Winter of 2020, I and another student on R³ came to the realization that a graduate student association would fill a communication/advocacy gap between graduate students and the department. We quickly recognized the opportunity to build a more comprehensive organization to support physics graduate students and recruited additional organizers (esp. through equity group connections) across student levels. The new association is called Graduate Association of Students in Physics (GASP) and is a student run organization for graduate students from the Physics Department at the University of Colorado. After helping get the ball rolling, I focused on facilitating connections and stepped back from an organizational role in the group.
A.5 Graduate Admissions

Graduate physics programs want the best graduate students. But what does best mean and how should we evaluate the students that apply?

The graduate admissions committee at CU is in charge of graduate admissions and is composed of about 25 faculty members and 2 graduate students. At least two members of the graduate admissions committee read each student’s application folder. Committee members make a single quantitative evaluation, the “evaluator score”, based on the applicant’s personal statement, resume, and letters of recommendation. All applicants are ranked based on their evaluator score, undergrad GPA, Physics GRE, and general and Physics GRE scores. Then, the committee goes through the ranked list and decides whether or not to accept each applicant.

A.5.1 Are our Admissions Metrics Biased?

I first want to answer the question: how is graduate admissions related to equity? The answer is relatively simple: admissions processes and metrics can introduce systematic bias that influence who is admitted.

Here, I will specifically pick on the Physics GRE subject test, as it introduces systematic bias into admissions processes without providing predictive information. A Physics GRE percentile cutoff of 60% would have eliminated 44% of the 2010 - 2015 U.S. prize postdoctoral fellows in Astronomy, including 60% of the female fellows [162]. A 2019 Science Advances article found that the general and Physics GREs fail to predict doctoral completion and limit access to underrepresented groups [163]. A 2021 Phys. Rev. PER article presents an in-depth analysis of 1955 physics graduate students from 19 Ph.D. programs and shows that undergraduate grade point average predicts graduate grades and Ph.D. completion more effectively than GRE scores [164]. They found that students’ undergraduate GPA and Physics GRE scores are statistically significant predictors of graduate course grades, while only undergrad GPA is a significant predictor of overall Ph.D. completion. Furthermore, they found that males and females score equally well in their graduate
coursework despite a statistically significant 18 percentile point gap in median Physics GRE scores between genders.

Other studies at UNC Chapel Hill [165], Vanderbilt University [166], Vanderbilt’s Initiative for Maximizing Student Diversity [167], and four state flagship institutions [168] come to similar conclusions about the General GRE. Physics departments across the US have slowly started to change their admissions processes and not require the Physics GRE [169].

A.5.2 Analysis of CU’s Graduate Admission Metrics

My interest in graduate admissions began while taking the Teaching and Learning Physics class in the Fall of 2017. For my final project for that class, I wrote a 37 page report that presented an analysis of and suggested refinements for CU’s physics graduate admissions process. This section contains an overview and abbreviated results from that report.

I wanted to see whether admission metrics are correlated with passing the first two comprehensive exams. I partnered with the graduate chair at the time, Kevin Stenson, to get unidentified admissions data and comprehensive exam scores. Graduate students must pass the comprehensive exams in order to receive their PhD. The first comprehensive exam consists of passing 5 core graduate physics classes and the second comprehensive exam consists of a presentation and paper on a physics topic unrelated to the students research and an oral exam.

In my report, passing comps I is defined as getting a 3.0 or better on the core classes. Passing comps II is defined as passing comps II on the first attempt. I chose these two metrics because they are the most significant barriers to continuing in graduate school. For reference, the vast majority of people satisfactorily completed the 10 graduate classes (4 students of 304 had under a 3.0 graduate gpa). More people failed comps I and II: 15 students of 300 had under a 3.0 in core gpa and 37 students of 207 did not pass comps II on the first try. Note that the number of total students changes because not all students had taken comps II.

Figure A.1 shows the admission metrics of students who passed or failed comps I and II. There is no significant difference in any of the evaluation metrics between students who passed
Figure A.1: Admissions metrics for students who passed or failed comps I and II. Error bars are plus and minus one standard deviation. Passing comps I (core gpa) is defined as getting a 3.0 or better on the core classes. Passing comps II is defined as passing comps II on the first attempt. Both passing scores are represented in green and both failing scores are represented in red. There is not a significant difference in any admission metric between students who passed or failed comps II. Students who failed the core gpa tended to do worse on the Physics GRE and quantitative section of the general GRE.

and failed comps II. Students who failed the core gpa tended to do worse on the Physics GRE and quantitative section of the general GRE, but the scores were within one standard deviation of each other.

Our current admission metrics are not a good predictor of who will pass comps I or comps II. The strongest correlation observed here is between performing well on the Physics GRE or the quantitative section of the general GRE and passing comps I. However, what we really care about is who will succeed in a research environment, which is not necessarily associated with performing well in classwork [166]. To have a better metric of admission, it would be useful to have a better metric of evaluating graduate student success.
To refine the idea of success in graduate school, I set out to investigate what characteristics faculty value in prospective graduate students and created a survey asking faculty which traits they found important when admitting graduate students. Kevin Stenson sent out the survey to the physics faculty listserv on behalf of the graduate admissions committee and I. 43 faculty completed the survey (for reference, there are currently 52 tenure-track physics faculty and 145 people on the physics faculty listserv – the listserv includes NIST faculty, several retired faculty, and staff, in addition to the tenure-track faculty).

The survey asks “Of the following, what are the five most important traits for the department to consider when admitting graduate students?” and “Of the following, which five traits does the department measure best when admitting graduate students?”. For reference, the traits are shown in Fig. A.2. The order of the traits was randomized to prevent options closer to the top from being selected more often.

Several of the traits can be associated with current admissions criteria. “Good preparation (physics content knowledge)” can be associated with the Physics GRE or undergraduate GPA in physics. “Performs well on timed tests” can be associated with the general and Physics GRE, as well as contributing to the undergraduate GPA. “Good writing skills” can be associated with the writing or verbal sections of the general GRE.

Many other traits are not directly measured by the current admissions process. These traits include “creative,” “enthusiastic,” “self-motivated, takes initiative,” etc. These traits might be referenced in recommendation letters or in the personal statement, but are not necessarily contained in the application.

Figure A.2 shows traits that faculty selected as important (Q 1.1) and traits that faculty think the department measures well (Q 2.1). 42 faculty responded to Q 1.1 and 40 to Q 2.1. There is a significant difference between what faculty deemed important and what faculty think the department measures well.

Additionally, many of the traits that the faculty identified as important are not directly measured by our current admissions process. Of the top seven traits, five of them are non-directly
Figure A.2: Results of survey questions Q 1.1: “Of the following, what are the five most important traits for the department to consider when admitting graduate students?” (blue) and Q 2.1 “Of the following, which five traits does the department measure best when admitting graduate students?” (orange). The traits are ordered by the fraction of the faculty who marked the trait as important. There is a significant difference between what faculty deemed important and what faculty think the department measures well. Additionally, many of the traits that the faculty identified as important are not directly measured by our current admissions process (for example, “self-motivated, takes initiative,” “hard worker,” and “creative”).

In order to admit students who will be successful in graduate school, we must have an idea of measurable traits: “self-motivated, takes initiative,” “hard worker,” “creative,” “works well independently,” and “persistent in the face of adversity.” These traits could be present in the letters of recommendation or personal statement, but may not be mentioned. One could argue that “self-motivated, takes initiative” (for example) is likely correlated with undergrad gpa. Indeed, studies demonstrate a weak correlation between self-motivation and gpa, with a correlation coefficient of about 0.147 [170].
of what success in graduate school means. Our current metrics for evaluating success consist of the graduate GPA, score on comps II, and receiving a PhD. Yet I would argue that success in graduate school is mostly dependent on research, rather than on classwork and exams. The faculty survey was the first step towards refining the idea of success in graduate school. More work is needed to determine admissions metrics that map to success in graduate school and reflect the traits that faculty value in graduate students.

A.5.3 Physics Department Graduate Admissions Committee

In the Spring of 2018, I served on the Physics Department Graduate Admissions Committee. This included reading applications, making admissions decisions, and advocating for the inclusion of applicants from historically underrepresented groups.

While on the admissions committee, one of my highlights was working to change the allocation of signing bonuses. After deciding to accept an applicant, the admissions committee decides how much to offer the student as a “signing bonus”. The signing bonus serves as both an incentive for students to decide attend CU and to help cover the costs of moving, such as flights or a rental deposit (although in my year, most people received the signing bonus in October). In the years prior to 2018, signing bonuses had been allocated based on perceived “applicant desirability” and ranged anywhere from $0 – 15,000, with most in the $2,000 – 5,000 range. If they chose to attend CU, students would most likely compare notes and realize that not everyone received the same amount. For those that were awarded smaller amounts, this contributes to a sense of feeling less valued. I advocated for a more inclusive allocation of signing bonuses, where everyone gets a $3,000 signing bonus and a few select students were offered a fellowship, which gave them an extra $7,000. The committee adopted this signing bonus allocation and it has been in place in the years since.

A.5.4 My Efforts to Reform Graduate Admissions

In the Fall of 2020, I and another graduate student decided to implement need-based fee waivers for applicants to CU’s graduate physics program. CU’s fee is $60 for domestic applicants
and $80 for international applicants. Previously, the department had no structure to award fee waivers and awarded around 1-2 each year in exceptional circumstances. Our goal was to eliminate this barrier for applicants for whom the fee represented a financial burden. We reached out to Eric Cornell, who generously offered to contribute $10k towards domestic fee waivers, which covers 165 waivers (but no international waivers, due to the source of the funding). We modified the language on the website to: “We are aware that the application fee may be an obstacle to applying to our graduate program. For domestic applicants, need-based fee waivers are available upon request. Need may be based on income, personal circumstances, or other need-based circumstances.” and we wrote a Qualtrics survey students could fill out to request a fee waiver. For the class of 2021, 29 fee waivers were requested and all of the requests were awarded (the department paid for 2 and Eric funded the others). Of the students who were awarded fee waivers, 4 were admitted! For the longevity of this program, it would be great if there could be department funds set aside for this every year so that it is not dependent on finding a generous donor (thank you Eric!).

In the Winter of 2021, I worked with graduate chair Murray Holland to write a proposal to reform the graduate admissions process at CU for the class of 2022. The goals of this reform were to minimize use of metrics that introduce systematic bias (see Sec. A.5.1) and better match the admissions criteria to characteristics faculty value in grad students (see Sec. A.5.2). Here is a summary of our key proposed changes to the admissions process:

- Change the personal statement to a series of short-answer questions
  * Disadvantages: asking extra of students, they already have personal statements for other institutions.
  * Advantages: potentially faster/easier to evaluate, can directly ask pertinent questions, allows comparison of applicant pool on same basis, can ask multiple choice questions that can be converted to quantitative metrics for use in presorting applications.

- Evaluate candidates on multiple pillars, rather than a single evaluator score
Disadvantages: possibly asking more of evaluators.

Advantages: allows for scoring on multiple categories, enables weighting categories, and can potentially help mitigate unconscious bias.

- Recruit and retain underrepresented students
- Do not require Physics GRE

Whether we decide to keep the Physics GRE in the long term is a separate discussion, but for the class of 2022 there are special considerations due to COVID. The Physics GRE test is only available in person, many testing centers are closed, and due to the uncertainty about vaccines and COVID remedies, we cannot predict what will be available and safe. In combination with the geographical heterogeneity of COVID’s effects, this makes it logistically difficult to require the Physics GRE at the point we have to finalize our admissions process (by roughly Jan 2021.)

Murray presented our proposal to the Graduate Committee and they agreed to pursue it further. A subcommittee of the Graduate Committee consisting of myself and three faculty was convened to draft a concrete proposal for admissions for the class of 2022. Our suggested changes to the application were similar to the proposal Murray and I drafted, but smaller in scope:

- Do not require Physics GRE, request students not to report (for class of 2022)
- Change the personal statement to a series of short-answer questions (do not request the personal statement essay).
- Change the multiple choice questions asked on the recommendation letter submission to better normalize the answers.
- Group applicants by broader research interest categories to lessen shot noise.

We also created a list of proposed short-answer questions, possible changes for evaluation and broader admissions, and possible longer-term actions. After drafting and revising this document
as a subcommittee, one of the faculty presented the proposal to the broader admissions committee. While this proposal was not acted upon, I hope that future iterations of the graduate admissions process will minimize use of metrics that introduce systematic bias and better match the admissions criteria to characteristics faculty value in grad students.