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Laser-cooled ions in radio frequency traps provide a unique environment in which to study ion-neutral gas-phase reactions. Such systems form Coulomb crystals, which offer a translationally cold and inherently flexible system for studying reaction kinetics and dynamics. In combination with a time-of-flight mass spectrometer, our linear ion trap has been optimized to monitor gas-phase chemical reactions one molecule at a time with high resolution detection of products. In addition, the low pressures and cold conditions offered by this environment mimic important aspects of the astrochemical environment; this expands the relevance of our studies to chemical dynamics throughout multiple regions of space, including the interstellar medium and planetary atmospheres.

In my dissertation, I present experimental data on three important reactions of interstellar interest studied in our linear ion trap: \( \text{CCl}^+ + \text{CH}_3\text{CN} \), \( \text{CCl}^+ + \text{C}_6\text{H}_6 \), and \( \text{C}_2\text{H}_2^+ + \text{CH}_3\text{CN} \). Each of these reactions has demonstrated fast kinetics with branching to multiple products of interest to astrochemical modelers. In two of these reactions (\( \text{CCl}^+ + \text{CH}_3\text{CN} \) and \( \text{C}_2\text{H}_2^+ + \text{CH}_3\text{CN} \)) we were able to demonstrate the reaction dynamics with a full potential energy surface; this also indicated interesting underlying mechanics that influence the outcome of these reactions.

My work also involved development of future directions of this experiment, including a new neutral molecular beam source. This will provide collisional energy and quantum state control over the neutral reactant with a traveling wave Stark decelerator (TWSD). In my dissertation, I describe the characterization and integration of a TWSD with our linear ion trap. I demonstrate detection of a decelerated molecular beam of ND$_3$ in krypton at the location of the ion trap with tunable final velocities down to 20 m/s. This advance allows future reactions in our linear ion trap to be energy-resolved such that ion-neutral kinetic theories may be empirically compared over the
energy ranges of \( \sim 1\text{K} \sim 50 \text{K} \). This combined setup broadens the astrochemical relevance of our measurements to a critical range of temperatures, as well as providing an excellent opportunity to understand the underlying impacts of collisional energy on reaction dynamics.
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2.1 Typical trapping parameters and trap geometry variables. Reproduced from Greenberg (2020).

4.1 Rate constants for isotopological variations of CCl\(^+\) + CH\(_3\)CN primary products. ‘X’ represents a hydrogen or deuterium from acetonitrile, and corresponds to the isotopologue used. Rates are in units of \(\times 10^{-9}\) cm\(^3\)/s, and reported statistical uncertainty is the calculated 90% confidence interval.

4.2 Branching ratios for primary products by isotopological variations of CCl\(^+\) + CH\(_3\)CN reaction. The calculated branching ratio represents the fraction of protonated acetylene rate constant, divided by the total CCl\(^+\) decay rate constant. ‘X’ represents a hydrogen or deuterium, and corresponds to neutral reactant.

4.3 Rate constants for isotope variations of CCl\(^+\) + CH\(_3\)CN secondary products. ‘X’ represents a hydrogen or deuterium from CH\(_3\)CN, and corresponds to the isotopologue used. Rates are in units of \(\times 10^{-9}\) cm\(^3\)/s, and reported statistical uncertainty is the calculated 90% confidence interval.

5.1 Rate constants for isotopological variations of CCl\(^+\) + C\(_6\)H\(_6\) primary products. Rate constants are in units of \(\times 10^{-9}\) cm\(^3\)/s, and reported statistical uncertainty is the calculated 90% confidence interval.
5.2 Branching ratios for the primary products of CCl\(^+\) and C\(^{37}\)Cl\(^+\) reacting with C\(_6\)H\(_6\).

The numbers are given as percentages and uncertainties are derived from the 90% confidence interval from the pseudo-first-order model fits.

---

6.1 Branching ratios for the primary products of acetylene cations reacting with acetoni-trile. The numbers are given in percentages and uncertainties are derived from the 90% confidence interval from the pseudo-first-order model fits.

---

7.1 Geometrical TWSD measurements, as well as typical deceleration parameters and trap geometry variables.

---

7.2 Maximum longitudinal spread in velocities of ND\(_3\) wells at end of decelerator, as calculated by the LPSA model. The full-width half max velocity spread, which is more relevant to collision studies, will be less than this and depends on how the phase-space distribution overlaps with the phase-space acceptance of the decelerator. The velocity spread for \(v_f = 385\) m/s is from bunching. Velocity spreads are also converted into kinetic energy uncertainties to facilitate discussion of the energy resolution obtained for collision studies.

---

7.3 Summary of changes to amplifier electronics since Shyur (2018).

---

7.4 Expected and actual performance in 2N6660 FETs. FETs with problematic performance were always characterized by a higher drain-source capacitance and lower threshold \(V_{GS}\).

---

8.1 Specified and effective behavior of the 6 mm Uniblitz shutter.

---

8.2 Direct, indirect, and CAD measurements of lengths relevant to TWSD-Hexapole-LIT beampath. Indirect measurements are based on photographs that include features with well-known measurements. All measurements in millimeters.
8.3 Velocity distribution standard deviations for ion and hexapole simulation results.

The hexapole output fits are shown in Figure 8.15 and the ion fits are shown in Figure 8.16. The uncertainty represents the 95% confidence interval in the Gaussian fit. The x axis corresponds to the decelerator beam propagation, and the z axis corresponds to the trap axial direction.

8.4 Maximum longitudinal spread in velocities of ND$_3$ wells at end of decelerator, as calculated by the LPSA model. The Gaussian spread, which will be used for final energy calculations, will be less than this and depends on how the phase-space distribution overlaps with the phase-space acceptance of the decelerator.

8.5 Final calculated $E/k_b$ “temperatures” for a selection of final decelerated velocities.

The uncertainty in the center temperature is included, while the temperature resolution is based on the spread of the velocities.

8.6 Rate constants at thermal temperatures in a variety of experimental setups. Uncertainty is given when reported in source. All measurements and calculations refer to NH$_3^+$ + NH$_3$ reaction unless stated otherwise.

A.1 Summary of changes to amplifier electronics since Yomay’s thesis.
Figures

1.1 False-color fluorescence images of two Coulomb crystals, one of pure laser-cooled Calcium ions (left), and the other with co-trapped, sympathetically cooled acetylene ions (right). These images are taken by a CCD camera using microscope objective positioned above the RF trap.

2.1 Figure from Paul’s original patent. A driving RF voltage is put on the ring electrode (A) and hyperbolic endcaps (B). The ions oscillate between being pulled out axially (z axis) and pushed in radially, and vice versa.

2.2 Schematic of the RF fields generated by a linear Paul trap. a) and b) represent an effective radial energy potentials produced at two points separated by 180° of the driving RF frequency. The frequency of the switching between these two potentials is determined by the frequency of the RF. The magnitude of the potential is determined by the amplitude of the driving RF frequency.

2.3 Schematic representation of an linear ion trap geometry. An isometric view is given on the left, while the side view is given on the right. The eight outer segments are the endcaps, while the four center sections exert RF trapping fields on the ions.
2.4 Diagram showing the stability regions for the radial and axial directions (a, left).

The lowest region of mutual stability is shaded in the left diagram as “A” and is represented at a larger scale in the right figure (b). (c) shows that within this region, only a more constrained region is stable due to the geometrical features of our specific ion trap. Figures (a) and (b) from March (1997), (c) from Greenberg (2020).

2.5 Simple schematic of laser cooling. a) A photon and atom propagate in opposite directions. If this photon is absorbed b) the atom is slowed. c) When the photon is remitted, a recoil will be experienced by the atom.

2.6 The energy structure of the Calcium ion. Two lasers drive laser cooling, with a primary driver at 397 nm and a re-pump laser at 866 nm.

2.7 Plotted positions of a Coulomb crystal within one rf cycle, viewed on end.

2.8 End-on view of ion positions in a Coulomb crystal before (left) and after (right) laser cooling is applied. This simulation included 800 Ca\(^+\) ions (blue) and 800 \(m/z\) 35 ions (red).

2.9 Distributions of secular \(v_{RMS}\) velocities of calcium (left) and dark ion (middle), with a plot of positions from an axial view (right). The top row is for the case with 800 Calcium ions (blue) and 800 \(m/z\) 45 dark ion (red). The second row also has equal numbers (800 each) of Calcium (blue) and \(m/z\) 35 dark ion (red).

2.10 Schematic diagram of the LIT-TOFMS used for ion-neutral reactions. Schematic reproduced from Schmid (2020).
2.11 Three common schemes for REMPI ionization of a molecule. Molecular excited states are indicated by Morse-like potentials; periodic lines symbolically indicate internal (ro-vibrational) states. In (2+1) REMPI (left), the first excitation requires two photons to bring the neutral molecule to an excited intermediate state. The ionization occurs with one photon of the same color, depicted here as exceeding the threshold for ionization indicated by the purple line. In (2 + 1’), the ionization photon is a different color. In (1+1) REMPI (right), the initial excitation does not proceed through a virtual state, but rather is directly excited by one photon to an excited state. In this schematic, one photon of the same color ionizes the molecule.

Not that the inferred vibrational structure in this diagram will not be relevant for REMPI of atoms, which must solely proceed through resonant excitation of electronic states.

2.12 Ion trajectories under the influence of an a) oscillating linear electric field at the resonant secular frequency, and b) oscillating quadrupole electric field applied to the RF electrodes. Inset c) demonstrates the total energy of the ion on a logarithmic scale versus time, where the quadrupole field can be seen to be much more effective at ejecting an unwanted ion.

2.13 Mass dependence of the relative energy gain $E/E_{res}$ using parametric excitation (blue solid line) compared to displacement driving (green dashed).

2.14 (Left) The pulsed leak valve configuration made of a variable leak valve backed by a three-way solenoid valve. (Right) Ion gauge data from the valve opening and closing which shows excellent stability in gas pressure over time.

2.15 a) A graphic rendering of the holes in a microchannel plate, in which signal can be amplified, as shown in b).
2.16 Sample TOFMS data from the C$_2$H$_2^+$ + CH$_3$CN reaction. On the top are mass spectra from the loading of ions. Below are after 400s of exposure to CH$_3$CN. The left traces are zoomed out, while the right shows a “zoomed in” trace recorded on a second channel of our oscilloscope.

3.1 a) Schematic for an ion-molecule collision. b) capture cross section of ion-molecule collisions. c) Plot of the effective potential vs. distance from Equation 3.6. Figures from Su & Bowers (1979).

3.2 Dipole locking constant vs. $\mu_D/\alpha$ from Su & Bowers.

3.3 (a) One possible set of dimensions to describe a triatomic molecular complex. This coordinate system is comprised of two bond lengths and an angle. (b) Schematic of three dimensions required to describe a triatomic molecular complex of O$_3$ isomerization. (c) A representation of the surface in 2-D that is typical to a reaction potential energy surface in higher dimensions. Image from Lewars (2010).

3.4 (Top) Full PES for the reaction CCl$_3^+$ + CH$_3$CN with relative energy on the y-axis. Highlighted is the first transition state (TS1). Reactants are denoted by REA, products by PRD, intermediate states by INT. (Bottom) Graphical demonstration of the motion of the reaction coordinate for TS1, found as the imaginary frequency of the computed saddle point.

4.1 a) TOF traces demonstrating before and b) after cleaning using secular excitations. After cleaning, only Ca$^+$ (m/z 40, m/z 42, and m/z 44) and CCl$_3^+$ (m/z 47) remain in quantities greater than ~ 5 ions. Also included on the left is a false-color CCD image of fluorescing Ca$^+$ ions, the resulting Coulomb crystal is deformed primarily in the center section by the heavier CCl$_3^+$ ions which sit on the outside of the Ca$^+$ in the radial direction. This is seen by the deformation of the fluorescing ions from an ellipsoidal shape to one with the appearance of “flattened” sides. The crystal appears truncated because it expands slightly beyond the CCD camera frame.
4.2 Reaction model for CCl\(^+\) + CH\(_3\)CN, noting the reaction order and identity of ions.

Each arrow represents a reaction with a neutral CH\(_3\)CN molecule. Red number below the molecule denotes m/z ratio. The molecular ions are depicted above, with black indicating carbon, blue for nitrogen, white for hydrogen, and green for chlorine.

4.3 Rate reaction data (points) and fits (curves) for pseudo-first order reaction of CCl\(^+\) + CH\(_3\)CN. CCl\(^+\) (blue \(x\)) reacts with excess CH\(_3\)CN resulting in first order products C\(_2\)H\(_3\)\(^+\) (green circle) and HNCCl\(^+\) (black asterisk). Each of these primary products then reacts with excess CH\(_3\)CN to form CH\(_3\)CNH\(^+\) (red box).

4.4 Figure 4.4: (left) Rate reaction data (points) and fits (curves) for pseudo-first order reaction of C\(^{37}\)Cl\(^+\) + CH\(_3\)CN. C\(^{37}\)Cl\(^+\) (blue \(x\)) reacts with excess CH\(_3\)CN, resulting in first order products C\(_2\)H\(_3\)\(^+\) (green circle) and HNCCl\(^+\) (black box). Each of these primary products then reacts with excess CH\(_3\)CN to form CH\(_3\)CNH\(^+\) (red asterisk). (right) The same reaction curve fit, here also demonstrating the contaminant population (magenta +).

4.5 Figure 4.5: (left) Rate reaction data (points) and fits (curves) for pseudo-first order reaction of CCl\(^+\) + CD\(_3\)CN. CCl\(^+\) (blue \(x\)) reacts with excess CD\(_3\)CN, resulting in first order products C\(_2\)D\(_3\)\(^+\) (green circle) and DNCCl\(^+\) (black box). Each of these primary products then reacts with excess CD\(_3\)CN to form CD\(_3\)CND\(^+\) (red asterisk). (right) The same reaction curve fit, here also demonstrating the contaminant population (magenta +), and protonated acetonitrile formation, CD\(_3\)CNH\(^+\) (cyan triangle).
4.6 Figure 4.6 (left): Rate reaction data (points) and fits (curves) for pseudo-first order reaction of C\textsuperscript{37}Cl\textsuperscript+ + CD\textsubscript{3}CN. C\textsuperscript{37}Cl\textsuperscript+ (blue \textasteriskcentered) reacts with excess CD\textsubscript{3}CN, resulting in first order products C\textsubscript{2}D\textsubscript{3}\textsuperscript+ (green circle) and DNC\textsuperscript{37}Cl\textsuperscript+ (black box). Each of these primary products then reacts with excess CD\textsubscript{3}CN to form CD\textsubscript{3}CND\textsuperscript+ (red asterisk). (right) The same reaction curve fit, here also demonstrating the contaminant population (magenta +), and protonated acetonitrile formation, CD\textsubscript{3}CNH\textsuperscript+. 

4.7 Potential energy surface for CCl\textsuperscript+ + CH\textsubscript{3}CN, depicting equilibrium geometries connecting the reactants (REA) to the products (PRD1, PRD2, PRD3, and PRD4). In REA, PRD1, PRD2, PRD3, and PRD4, the bare ‘+’ denotes infinite distance between the ion-neutral pair, while the encircled ‘+’ indicates the ion of the ion-neutral pair. Geometries were calculated at MP2/aug-cc-pVTZ level, with CCSD(T)/CBS//MP2/aug-cc-pVTZ energies. ‘INT’ refers to intermediate states, while ‘TS’ indicates transition states. Asterisk denotes a step with an extremely shallow well, the depth of which depends on the level of theory.

4.8 Theoretical (RRKM/ME) rate constants for the CCl\textsuperscript+ + CH\textsubscript{3}CN reaction as a function of temperature. Values are included for the overall reaction (total) and for the formation of product ions HNCCl\textsuperscript+ (PRD1) and C\textsubscript{2}H\textsubscript{3}\textsuperscript+ (PRD2 + PRD3). Included for comparison are the experimental measurements (at the effective temperature of 160 K) and the ADO theory capture rate constants.
5.1 Schematic diagram of the LIT-TOFMS used for measuring the reaction of CCl⁺ + C₆H₆, CCl⁺ ions are produced by non-resonant photoionization and sympathetically cooled by the co-trapped laser-cooled Ca⁺. Approximately 2 × 10⁻¹⁰ Torr neutral C₆H₆ (11% in Helium, 300K) is leaked into the vacuum chamber via a pulsed leak valve scheme for a set duration (0, 10, 90, 170, 240, or 320 s). After each reaction step, the resulting ions are then ejected into the TOF-MS, giving highly resolved mass spectra for each time step. Reproduced with permission from Schmid et al., Phys. Chem. Chem. Phys. 22, 20303 (2020). Copyright 2020 The Royal Society of Chemistry.

5.2 Rate reaction data (points) and fits (curves) for pseudo-first-order reaction of CCl⁺ + C₆H₆. CCl⁺ (blue ×) reacts with excess C₆H₆ resulting in first-order products C₃H₃⁺ (green ◦), C₅H₃⁺ (black +), C₃H₂Cl⁺ (red *), and C₇H₅⁺ (magenta □).

5.3 Rate reaction data (points) and fits (curves) for the pseudo-first-order reaction of C₃⁷Cl⁺ + C₆H₆. CCl⁺ (blue x) reacts with excess C₆H₆ resulting in first-order products C₃H₃⁺ (green circle) and C₅H₃⁺ (black +), C₃H₂Cl⁺ (red asterisk) and C₇H₅⁺ (magenta box).

5.4 (a, left) Energetic limits for reactants CCl⁺ + C₆H₆ and four products: C₇H₅⁺ + HCl, C₅H₃⁺ + C₂H₂Cl⁺, C₃H₂Cl⁺ + C₄H₄, C₃H₂⁺ + C₄H₂Cl. Product energies are noted and appropriately scaled to y-axis scale as calculated at [CCSD(T)/CBS//CCSD/aug-cc-pVDZ] level of theory. The geometries appropriate for labeled energy are shown. Other explored isomers for each product can be found in the original manuscript.

5.5 Calculated isomers of C₃H₂Cl⁺ (numbers [1-5]) and C₄H₄ (letters [A-D]). Energies are given in eV at the CCSD(T)/CBS//CCSD/aug-cc-pVDZ level of theory and are relative to the lowest energy isomer for each species. Isomers [1] and [A] correspond to PRD4 in Fig. 5.4.
5.6 Calculated isomers of C$_5$H$_3^+$ (numbers [1-8]) and C$_2$H$_3$Cl (letters [A-C]). Energies are given in eV at the CCSD(T)/CBS//CCSD/aug-cc-pVDZ level of theory and are relative to the lowest energy isomer for each species. Isomers [1] and [A] correspond to PRD2 in Fig. 5.4. The ‘*’ next to Isomer [2] is used because one negative harmonic vibrational frequency was found at the CCSD/aug-cc-pVDZ level of theory. This isomer was verified to be a minimum structure at other levels of theory (including CCSD/aug-cc-pVTZ) and has been calculated in other computational studies.[13,14,15] Even with 0.04 eV uncertainty at the CCSD(T)/CBS//CCSD/aug-cc-pVTZ level of theory isomer 2 should not be energetically viable product for this reaction.

5.7 Calculated isomers of C$_3$H$_3^+$ (numbers [1-2]) and C$_4$H$_3$Cl (letters [A-I]). Energies are given in eV at the CCSD(T)/CBS//CCSD/aug-cc-pVDZ level of theory and are relative to the lowest energy isomer for each species. Isomers [1] and [A] correspond to PRD3 in Fig. 5.4.

5.8 Calculated isomers of C$_7$H$_5^+$ (numbers [1-7]) and HCl ([A]). Energies are given in eV at the CCSD(T)/CBS//CCSD/aug-cc-pVDZ level of theory and are relative to the lowest energy isomer for each species. Isomer [1] and HCl [A] correspond to PRD1 in Fig. 5.4.

6.1 Measured ion numbers of C$_2$H$_2^+$ (blue o), C$_3$H$_4^+$ (magenta +), C$_2$NH$_3^+$ (green □), c-C$_3$H$_3^+$ (black ×), and C$_2$NH$_4^+$ (red *) as a function of time. Data are normalized by the initial ion number of C$_2$H$_2^+$ (~ 200). Each data point represents the mean and standard error from twelve experimental runs per time point. The averaged data are fit using a pseudo-first-order reaction rate model (solid lines).

6.2 Model for reaction of C$_2$H$_2^+$ + CH$_3$CN, m/z ratio (blue number) and determined chemical formula below the molecule. The reaction order of each molecule is located at the bottom of the figure. Each arrow represents a reaction with a neutral CH$_3$CN molecule.
6.3 Potential energy surface (PES) for acetylene cation addition to acetonitrile to form $\text{CH}_2\text{CCH}^+ / \text{H}_3\text{C}_3\text{H}^+ + \text{HCN}$. Geometries were computed at the M06-2X/6-31G(2df,p) level, with energies calculated at the G3X-K level of theory. The energy values are 0 K enthalpies presented in eV:

6.4 Potential energy surface (PES) diagram for the reaction channel forming $\text{H}_2\text{CNCH}^+ + \text{C}_2\text{H}_2$. Geometries were computed at the M06-2X/6-31G(2df,p) level, with energies calculated at the G3X-K level of theory. The energy values are 0 K enthalpies presented in eV:

6.5 Potential energy surface (PES) diagram for the reaction channel forming $\text{c-C}_3\text{H}_3^+ + \text{CH}_2\text{N}$. Geometries were computed at the M06-2X/6-31G(2df,p) level, with energies calculated at the G3X-K level of theory. The energy values are 0 K enthalpies presented in eV.

7.1 (left) a thermalized reservoir has a Gaussian distribution of velocity in each dimension. (right) After supersonic expansion through a small aperture of size $d$, the gas has a narrowly-defined forward velocity that is skimmed.

7.2 Energy of a $\text{NH}_3$ versus the umbrella angle. This forms a double well potential with two parities are separated by a small, nonzero barrier. The peak of this barrier is the planar configuration. Figure adapted from Fitch (2013).

7.3 Stark effect for hydrogenated ammonia (red) and deuterated ammonia (blue). At zero field difference in energy of the two parities is separated by the inversion splitting. The stark shift of $\text{ND}_3$ becomes linear quite early, while the Stark shift of $\text{NH}_3$ is of second order until nearly 3 kV/mm. Figure adapted from Fitch (2013).

7.4 Photos of the hardware of a (left) pulsed-pin Stark decelerator and a (right) traveling-wave Stark decelerator. In the case of a PPSD, cylindrical rod pairs are orientated transverse to the molecular beam. For TWSD, rings are stacked along the molecular-beam axis. Left photo is from Fitch (2013).
7.5 (a) Schematic of switching sequence in pulsed-pin stark deceleration. The top and bottom panels depicting alternating voltage sequences that are switched between nearly instantaneously. The timing of switching determines how far a molecule climbs a potential hill before the configuration switches. This determines how much kinetic energy is removed per stage. (b-d) graphs of energy versus movement in the beam propagation direction. The black curve represents the potential experience by the synchronous molecule as it travels through two potentials (red and blue). This shows the cases for (b) no deceleration, or bunching, deceleration characterized by a phase angle of (c) \( \phi_0 = 30^\circ \), and (d) \( \phi_0 = 60^\circ \). A \( \phi_0 = 90^\circ \) phase angle would switch configurations at the peak of the potentials. (a) is adapted from Fitch (2013),[16], (b-d) from Shyur (2018).[2]

7.6 A Effective electric potential on eight rings with sinusoidal, phase-shifted voltages (electric potential scale is given by top legend). B The resulting effective potential over a central cross-section along the z-axis of A. C the effective potential energy experienced by an ND\(_3\) molecule due to electrical potential in B. (Scale for energy given by bottom legend.) Schematic adapted from Fitch (2013).[16]

7.7 Electric potential energy given for multiple phases of \( \omega t \), demonstrating the movement of a well due to the frequency of the sinusoidal potential on each ring. Schematic adapted from Fitch (2013).[16]

7.8 Transverse separatrix for TWSD a transverse dimension. The three separatrices denote extremities of transverse phase-space acceptance as dependent on the phase of \( \omega t \). Figure adapted from Fitch (2013).[16]

7.9 Effective potential energy in Kelvin as a function of longitudinal position in the decelerated well for the different final velocities measured in the experiment. \( v_f = 385 \) m/s is also evaluated to show the maximum well-depth experienced by the molecules during bunching, where the potential well moves at a constant speed. Figure adapted from Greenberg (2021).
7.10 Longitudinal separatrices resulting from the effective potentials in Fig. 7.9. Figure adapted from Greenberg (2021).

7.11 (2+1) REMPI scheme for ND$_3$ at 317 nm. Figure adapted from Fitch (2013).

7.12 Schematic for production and detection of a decelerated ND$_3$ beam with traveling-wave Stark deceleration. Figure adapted from Shyur (2018).

7.13 Cross-sectional view of the end of decelerator and detection region with the propagation of the molecular beam shown in blue. The molecular beam propagates from the exit of the decelerator to the detection laser, spreading from an initial radius $r_{\text{decel}}$ to radius $r_{\text{det}}$ at the detection region. Depending on the amount of transverse spread, there may be clipping due to the radius of the TOF aperture, $r_{\text{TOF}}$. Figure not to scale and adapted from Greenberg (2021).

7.14 Deceleration data for multiple final velocities ranging from 300 m/s down to 10 m/s. Time is the delay between the molecular beam valve trigger and detection laser pulse. The solid black trace is the free-flight data, scaled to match the baseline of the deceleration data. The free-flight background is essentially zero by 6 ms. The inset plot shows the 10 m/s data. The discrete peaks at each final velocity correspond to multiple, filled potential wells all with the same longitudinal velocity.

7.15 Measured and modeled number of molecules, normalized, as a function of final velocity. The black circles represent the data scaled by the reduction in the number of molecules from the exit of the last decelerator ring to the position of the laser due to transverse spread. The red squares represent the total area of the LPSA model, normalized to the area of the LPSA model at 300 m/s. Note the decreasing velocity axis and the lines connecting the points are just to guide the eye.
7.16 Deceleration data for a final velocity of 250 m/s using the alternative slowing scheme. The time axis represents the delay between molecular beam valve and detection laser triggers. The free-flight data are scaled to match the baseline of the deceleration data. As the number of bunching stages increase, more aggressive deceleration is applied to the molecular beam, which reaches the final velocity in a shorter distance. This leads to a time delay in the arrival of the slowed packets of ND$_3$.

7.17 Measured and modeled number of molecules, normalized, as a function of the number of bunching stages. The black circles are the integrated ND$_3$ signal, normalized to the integrated signal using zero bunching stages. The red squares represent the total area of LPSA model, normalized to the area of the LPSA model using zero bunching stages. All points represent molecules decelerated to 250 m/s. The data at zero bunching stages correspond to the typical deceleration scheme.

7.18 The purity of the molecular beam defined as the percentage of decelerated molecules out of all molecules detected within the integrated time-window containing the molecular packet. The number of decelerated molecules decreases at a different rate as compared to the non-decelerated molecular beam with increasing number of bunching stages. For a final velocity of 250 m/s, the maximum purity corresponds to 20 bunching stages.

7.19 (a) A n-channel push-pull amplifier. The rating of the FETs (QT or QB) determines the maximum output and rails ($\pm$HV). Arrows denote optical signal input. (b) Multiple FETs connected in series increases the maximum output voltage and rails. A resistor network controls the division of voltage equally across each FET. Figure adapted from Shyur (2018).
7.20 Schematics for a leader stage of the amplifier. (A) The FETs responsible for the majority of high voltage switching and current flow when the bank is enabled. (B) Circuitry for the driving signal delivery and global feedback. Q11 is the photoresistor of the optoisolator. (C) Local power supply to hold Q1 & Q2 biased open slightly when the amplifier is not enabled (no signal is delivered.) (D) Local feedback for adequate voltage sharing across stages. Figure adapted from [19].

7.21 Schematics for a leader stage of the amplifier. (A) The FETs responsible for the majority of high voltage switching and current flow when the bank is enabled. (B) Local power supply to hold Q1 & Q2 biased open slightly when the amplifier is not enabled (no signal is delivered.) (C) Local feedback for adequate voltage sharing across stages. Figure adapted from Shyur (2018).

7.22 Traces demonstrating the effect of bad 2N6660 FETs on amplifier output performance. Yellow traces show the output voltage as measured by the control box (1 V=1.5 kV.) Blue traces are the voltage measured across a 10Ω resistor in between the low side of the capacitor and ground (1 V = 100 mA). The red trace is a fast Fourier transform (FFT) of the current output. As seen in a), there are extremely fast oscillations with amplitudes nearly a third of the full waveform amplitude. With the time division zoomed in b), the oscillation periodicity and profile becomes more apparent. FFT of the signal determined the oscillations to vary between ~20-30 MHz in frequency.

7.23 Circuit diagram for the first follower of the amplifier bank. Components of the circuit that we modified to troubleshoot the high-frequency oscillations are marked in color. Full schematics are included in Appendix A.
7.24 Photos of the amplifier #7 autopsy. Residue from vaporized components are indicated by the white arrows. This residue most likely came from the high-power 10Ω on the drain side of the IXTF1N450 FETs. This amplifier also showed signs of a short between the top bank leader and first follower (circled in blue). The residue and oxidation found on these copper pads was found on multiple other amplifiers. . .

7.25 Example output traces of amplifiers with “floating issues.” This refers to the “float” of the voltage output towards one of the rails when the active feedback is not on. This does not affect the deceleration of molecules, but does indicate damage of the amplifiers.

7.26 Signs of heating was found in multiple ways. a) Some banks had faint burn-like outlines. b), c) Blue or black oxidation was found on many top banks. It was sometimes chalky and sometimes semi-liquid. d) In the case of amplifier 7 it was accompanied by signs of a short between stages.

7.27 A photograph of two amplifier banks comparing the wall design. The amp in the foreground has the new single-FET copper pads. The amp in the background has the original wall design, with copper pads printed on a PCB board. The amp in the foreground is not potted, while the amplifier in the back is.

7.28 Wall fabrication benefits from Loctite ES1001 epoxy being spread on all surface before attached pieces. (a, b) Epoxy is spread on frame and boron nitride first, (c) then the panels are placed with light pressure. Make sure the bottom has a teflon layer and is laid level.

8.1 Rendering of the core components of the combined TWSD-LIT-TOFMS ensemble. Components original to the ion trap are labeled in blue, the Stark decelerator is labeled in green, and the components new to the integration experiment are labeled in purple (the hexapole and the shutter.)
8.2 Details of hexapole mounting. Above photos show an end-on view of the downstream end of the decelerator (a) before and (b) after the hexapole mounting is installed. (c) End-on view of the downstream end of the hexapole before integration with the ion trap. The two discs that provide electrical connection between alternating rods are visible. Outside these disks is a glass sleeve that insulates the hexapole rods from the mounting cap. (d) Partially exploded CAD view of the hexapole and mounting structure. Also shown is the direction of the end-on perspective for the prior photographs.

8.3 CAD rendering of the integrated experiment, with correlated photos from the construction process. The orange box highlights the end of the decelerator. The purple box shows the coupling of the decelerator and the hexapole. The green box labels the end of the decelerator, with two photos. One is less complete, showing the glass sleeve that protects the hexapole rods from the mounting cap; the photo to the right is later in the construction process, with the hexapole placed inside the reducing nipple, and a cap mounting the end of the hexapole to spherical octagon that encloses the ion trap. Lastly, a top view photograph of the trap with the integrated hexapole is indicated by the blue box.

8.4 Side view of the fully integrated experiment during the building process. The first open flange on the left shows the end of the decelerator and the beginning of the hexapole. The ion trap is on the right, with the flight tube extending directly below. Off the side of the flight tube is a titanium sublimation pump.

8.5 Top view of the fully integrated experiment during the building process. The open flange on the right shows the end of the decelerator and the beginning of the hexapole. The ion trap can be viewed on the open spherical octagon on the left.
8.6 Deceleration data for multiple final velocities ranging from 300 m/s down to 10 m/s. Time is the delay between the molecular beam valve trigger and detection laser pulse. The solid black trace is the free-flight data, scaled to match the baseline of the deceleration data. Figure adapted from Greenberg (2021). 187

8.7 (a) A Uniblitz shutter in its original housing and (b) with the housing removed. This shutter opens due to electromagnetism, with the speed of opening modulated by the current applied across the coil shown. The manually opened shutter blades are shown in panel (c). 187

8.8 (a) A side view of the downstream end of the decelerator and upstream end of the hexapole, with entry cap missing. This cap is not yet installed, having a shutter (b) mounted on it. This shutter will be installed before a final characterization of the beam output and subsequent reaction studies. An exploded view of the hexapole mounting (c) demonstrates this removable cap and its position on the hexapole mounting structure. 189

8.9 Particle trajectories in the LIT-TOFMS system. Ions are released from a distribution near the center of the trap that is modeled after either a Coulomb crystal (top), or an ionized molecular beam (bottom). This simulations demonstrate a high relative loss of ions when modeled as a ionized molecular beam, and very low losses when modeled as a dense, small, crystal. 192

8.10 Ion trajectories (left) and electric fields (right) for the original rod voltage settings of top/bottom 2000/1860 V (top) and final settings 2000/1480 V (bottom). The figures together demonstrate the field gradients and resulting focusing of the trajectories. This focusing can be tuned with different combinations of voltages on the rods. We found that the 2000/1480 V gave the best transmission through the hole at the top of the flight tube, and paired best with our Einzel lens to achieve maximum signal at the MCP plates (not shown.) 193
8.11  (a) Electric fields simulated by COMSOL\textsuperscript{[20]} for a standard operating of voltages in
our linear hexapole. Here, alternating voltages of $\pm 2$ kV and the resulting electric
fields, are shown. (b) A graph of the electric field verses distance (mm) along
a transverse line across the hexapole (marked in blue on (a)). This plotted field
distribution demonstrates the harmonic nature of the field’s dependence on $r$.

8.12 Expected and measured relative ND\textsubscript{3} signal for 160 m/s final velocity at 3.6 kV\textsubscript{pp}
at various voltage turn-on times. Simulations predict peak density within the trap
rods when held on (blue), while predicting a single peak in signal at $\sim 1.7$ ms at the
Coulomb-crystal sized ($\sim 100 \mu$m by 0.5 mm) center of the trap (yellow.) Empirical
measurements (orange) show something somewhat different from either and similar
to both.

8.13 Results from hexapole simulations. On the right, a 3-D graph showing the number
of ND\textsubscript{3} molecules that successfully reach between the trap rods, as a function of the
hexapole peak-to-peak voltage, and turn-on time of that voltage (in this case, the
voltage stays on well past the removal of molecules from the fields.) This results
predict the highest transmission of ND\textsubscript{3} molecules with an immediate implementa-
tion of voltage. There are two peaks in signal associated with a “fundamental” (at
$\pm 1125$ V) and first “harmonic,” (at $\pm 2250$ V) as shown by the trajectories sketched
on the left. These trajectory graphs are projected against the $xz$ plane, where $z$
represents the long axis of the hexapole (entering on the left and hitting the crystal
on the right) and $x$ is represented by the long axis of the trap. On the far right the
hexapole cap radii and crystal size are represented by black lines.

8.14 Spread in decelerator (blue) and hexapole (yellow) outputs for 160 m/s outputs.
Particles are binned in 100 bins and fitted to Gaussian distributions. The average
and standard deviation are reported for (a) longitudinal and (b) transverse velocity
spreads. The uncertainty represents the 95\% confidence interval.
8.15 ND₃ detected at the ion trap for multiple final velocities at their respective empirically optimized hexapole-lensing parameters. Note that the distinct wells that were evident in the decelerator output data are no longer distinct. This is due to the additional \( \sim 0.5 \text{ m} \) length over which the longitudinal spread in velocities blurs the physical separation of the distinct wells.

8.16 ND₃ detected at the ion trap for multiple final velocities. The distinct shells that were evident in the data from the decelerator output are no longer distinct; this is due to the additional \( \sim 0.5 \text{ m} \) length over which the longitudinal spread in velocities blurs the physical separation of the distinct wells.

8.17 Three prior studies demonstrating energy dependence of the \( \text{NH}_3^+ + \text{NH}_3 \rightarrow \text{NH}_4^+ + \text{NH}_2 \) reaction rate constant. (a) Mass spectrometry measurements from thermal energies to 9 eV kinetic energy. Figure adapted from Ryan (1970.) (b) ICR measurements from thermal energies to 3 eV. Figure adapted from Marx (1973.) (c) Free jet flow reactor measurements with rotational temperatures from 12-20 K, and translation temperatures equivalent to 0.4-4 K. The thermal data point is an average of literature values. Figure adapted from Smith (1995.)

8.18 (left) Branching ratios for the three products of \( \text{NH}_3^+ + \text{ND}_3 \) as they depend on vibrational excitement and kinetic energy. (a) With vibrationally relaxed \( \text{NH}_3^+ \), the proton transfer product is enhanced at thermal kinetic energies. Conversely, the charge transfer product is significantly enhanced at higher energy. The deuterium abstraction is relatively independent of kinetic energy. (b,c) The aforementioned trends persist with the excitation of the ammonia umbrella mode. Overall, the proton transfer mechanism decreases with vibrational excitement, while the deuterium abstraction and charge transfer cross-sections increase with increasing internal excitement.

(right) Illustrations of possible direct models for (d) deuterium abstraction, (e) proton transfer, and (f) charge transfer. Figure adapted from Posey (1994.)
“We take well understood building blocks – well understood atoms, molecules – and go out looking for trouble. This is AMO physics these days.”

– Eric Cornell, Gordon Research Conference on Atomic Physics, 2023 (cited with permission)

Recent developments in atomic and molecular physics have rapidly expanded the tools available to manipulate and detect molecules. This has presented excellent opportunities to probe the underlying mechanisms of chemical reactions and apply the knowledge gained to relevant contexts. Ion-neutral, gas-phase chemical reactions are a particularly interesting class of reactions to study; they can be used to understand the fundamental reaction mechanisms in charged systems, as well as contribute to the understanding of important chemical environments, such as the Interstellar Medium (ISM).

Historically, the complex astrophysical environment has inspired substantial ion-neutral reaction research, from laboratory measurements, to astronomical observations, to computational modeling of this complex space. The complexity and diversity of the chemical composition of the ISM poses a scientific challenge, with at least two hundred unique molecules that have been found in the ISM.\cite{25,26,27,28,29} Modeling the numerous, interconnected reactions that contribute to the current composition of these regions of space is a complicated task and requires extensive knowledge of the identity, density, and reaction rates of the molecular constituents of the ISM.\cite{30,31,32,33} Among the pertinent classes of reactions, ion-neutral interactions play a particularly important
role. Ion-neutral reactions often have low or no reaction barriers and are therefore associated with fast reaction rates ($\geq 10^{-11}$ cm$^3$s$^{-1}$). This high reactivity, together with many detected ions and established ionization sources in space, suggests ion-neutral reactions play an important role on the present composition of the ISM.[34, 35, 36]

The significance of ion-neutral reactions has motivated substantial theoretical efforts.[37] Capture models have been largely successful in predicting kinetic trends of ion-neutral reactions. These models assume an ion-neutral reaction is dominated by long-range forces and predict rates by estimating the likelihood a pair of reactants form an adduct. Langevin’s calculated reaction rate theory is particularly famous, as it predicts a temperature-independent reaction rate between ions and neutrals that is determined by the neutral molecule’s polarizability.[38] Work from Su, Bowers, Chesnavich, and others extended this theory to reflect that long range effects, particularly the dipole moment, enhance the likelihood of capture. This leads to an ion-neutral reaction rate with temperature dependence for many systems.[39, 40] Similar approaches have been taken in assessing reactions from a quantum-mechanical perspective. This has been particularly necessary as pioneering tools have enabled reactions at progressively lower energies. Examples of such theory include adiabatic capture centrifugal sudden approximation (ACCSA)[41] and statistical adiabatic channel model (SACM).[42] Such theoretical advances have contributed to our ability to predict reaction kinetics. These kinetic theories of ion-neutral reactions aid tremendously in ISM modeling, but they are most compelling when used in conjunction with experimental investigations.[31]

The collaborative relationship of theory and experiment is perhaps even more evident in foundational explorations of reaction dynamics. Product branching and reaction mechanisms can elucidate fundamental principles and parameters involved in reaction dynamics.[43, 44] To probe these underlying mechanisms, experiments with extensive control of reactant properties and detection of product characteristics can be very beneficial. One notable frontier for such investigations is the boundary between reactions that can be treated as classical or quantum mechanical.[45, 46, 47] As such, a recent direction of the field has been to study this dichotomy of regimes by controlling and reducing the reaction energy. Investigations of reactions pertaining to chemical composition
have also led to fruitful investigations of chemical reactivity across isomers, conformers, and isotopologues. These avenues of inquiry require fine control over the reactants, detection of the products, and extensive theoretical work to understand and analyze the underlying mechanisms.

The experimental realization of ion-neutral reactions has been achieved with many types of experimental setups, each with different advantages and limitations. A few historically prominent experimental apparatuses include: selected ion-flow tubes; uniform supersonic flows (CRESU); crossed-beam methods including the use of velocity-mapped imaging; and Rydberg-Stark deceleration; as well as trap-based methods. Some experiments, including the one described in this dissertation, utilize radiofrequency (RF) traps to study ion-neutral chemical dynamics with Coulomb crystals. The term Coulomb crystal refers to the three-dimensional order that can be achieved by cold, trapped ions. Such an environment allows us to have precise control over the reactions to elucidate a new level of understanding of ion-molecule reactions.

1.1 Coulomb crystals for chemistry

To contextualize the work described in this dissertation, I will provide a brief overview of previous studies of reactions in Coulomb crystals to illustrate the diversity and versatility of this experimental design, and to highlight the excellent progress that has been achieved by the field. The main tool used by the field are Coulomb crystals, which rely on laser cooling of an atomic species. Alkaline earth metal ions are a natural choice for laser cooling as there are relatively simple cooling schemes and readily available lasers for these atoms. Doppler laser cooling can cool such ions to µK temperatures; co-trapped ions that are not directly laser cooled can also reach sub-Kelvin secular temperatures due to the Coulomb forces between ions in the trap. Cold, trapped ions at these temperatures form an ellipsoidal structure as shown in Figure 1.1. When these crystals are formed in dynamic RF traps and ultra high vacuum (UHV) environments, ion ensembles can

---

1 These cold configurations of ions have been formed in both Penning and linear ion traps; however, I will focus on such crystals formed in linear ion traps such as ours.
be stable for hours and provide abundant opportunities to manipulate and probe the system.

Figure 1.1: False-color fluorescence images of two Coulomb crystals, one of pure laser-cooled Calcium ions (left), and the other with co-trapped, sympathetically cooled acetylene ions (right). These images are taken by a CCD camera using microscope objective positioned above the RF trap.

Because ions can be cooled and trapped for long times, Coulomb crystals have proven to be an excellent environment in which to study ion-neutral, gas-phase reactions with substantial control over reaction parameters. In one such set of studies in crystals, reactions have demonstrated isotope-specific dynamics. An early example of such an investigation is that of laser-cooled Mg$^+$ reacted with HD, demonstrating a branching ratio of MgD$^+$ to MgH$^+$ of 5 to 1. A more recent paper reported an inverse kinetic isotope effect (in which reactions with the deuterated neutral are significantly faster than those with the hydrogenated neutral) for ammonia reacting with rare gas ions Xe$^+$, Kr$^+$, and Ar$^+$. Such isotope effects are unexplained by classical kinetic reaction rate theories, which predict slightly slower reactions in the deuterated case. These inverse cases may be particularly relevant for understanding the greater presence of deuterated molecules in the ISM than is expected from the relative abundances of hydrogen and deuterium (a phenomenon referred to as deuterium fractionation).

Studies have also demonstrated that chemical dynamics can be fundamentally influenced by
the structural and spatial isomers of the reaction participants. One example from our group is
the reaction of \( \text{C}_2\text{H}_2^+ + \text{C}_3\text{H}_4 \), which is dominated by long-range charge transfer for the allene isomer
of \( \text{C}_3\text{H}_4 \), but is influenced by short-range effects for propyne. Another example of isomer-
resolved chemistry includes the work of Yang et al., in which trapped \( \text{C}^+ \) was reacted with water
from a cryogenic buffer-gas beam to form \( \text{HCO}^+ \) and \( \text{HOC}^+ \) at cold (~20 K) temperatures. The
branching ratio of these two product isomers was determined by a second (“titration”) reaction
with neutral nitrogen gas, as \( \text{HOC}^+ \) reacts to form \( \text{N}_2\text{H}^+ \), while \( \text{HCO}^+ \) does not.

Another class of isomers with chemical ramifications are stereoisomers, which are distin-
guished by the same molecular connectivity, but different spatial arrangement. While traditionally
difficult to isolate, recent work has succeeded in using high electric fields to deflect stereoisomers
dibromobutadiene and 3-Aminophenol by their dipole moments, such that reaction rates can be
measured as a function of the relative population of the two isomers. Recent studies have demon-
strated an enhanced reaction rate in the isomer with the higher dipole moment; theoretical model-
ing of the reaction attributed this effect to stronger suppression of the centrifugal barrier and thus
greater likelihood of capture for the isomer with the larger dipole moment. Studies of reaction
dynamics with control over isomeric and isotopic variables in Coulomb crystal environments
have proven productive, and continue to be an avenue of interest. This dissertation will feature a
in-depth look at this experimental environment and discuss multiple recent reactions in such an
environment that we have investigated.

1.2 The road to energy-resolved ion-neutral reactions

Efforts to tune the energy of the neutral reactant in Coulomb crystals studies have been
fruitful as well. With the use of quadrupole guides, several molecules with large Stark shifts have
been filtered to lower velocities. This Stark filtering has been demonstrated for many molecules,
the most common examples of which are \( \text{CH}_3\text{F}, \text{ND}_3 \) and \( \text{CH}_3\text{CN} \). A recent application
of this method was demonstrated by Okada et al. in a reaction between cold, trapped \( \text{Ne}^+ \) and
velocity-filtered \( \text{CH}_3\text{CN} \). The reaction demonstrated an increasing reaction rate with decreasing
collision energy over $20K \geq T \geq 5K$ (where $T = E/k_B$, $E$ is energy, $k_B$ is Boltzmann’s constant).

There have been many other efforts to incorporate greater control over the collisional energy in cold ion-neutral chemical reactions. Cryogenic traps with buffer gas cooling, and merged beam techniques, have been particularly fruitful avenues for ion-neutral reactions. Zeeman and Stark deceleration of molecules for ion-neutral reactions has also been a recent emphasis of the field. A portion of this dissertation is dedicated to the description of the preparation and integration of a traveling-wave Stark decelerator to our ion trap to conduct energy-tunable reactions between a decelerated beam and trapped ions in a Coulomb crystal.

1.3 Outline of dissertation

This dissertation will begin with an overview of the experimental tools used to investigate ion-neutral gas-phase chemical reactions between thermal, neutral reactants and cold ions in Coulomb crystals. Chapter 2 will overview ion trapping, laser cooling, and other experimental methods involved in our linear ion trap (LIT) apparatus. In Chapter 3, I will discuss the theoretical tools available to assess the kinetics and dynamics of these reactions. This will include discussions of capture rate theories, quantum-chemical calculations, and potential energy surfaces. Together, these two chapters contextualize the experimental and theoretical tools utilized for three published reaction studies. These are the reactions of $\text{CCl}^+ + \text{CH}_3\text{CN}$ (Chapter 4), $\text{CCl}^+ + \text{C}_6\text{H}_6$ (Chapter 5), and $\text{C}_2\text{H}_2^+ + \text{CH}_3\text{CN}$ (Chapter 6). All three of these reactions are examples of astrochemically relevant reactants that demonstrated fast reaction rates in our LIT. Each reaction will be discussed in conjunction with theoretical work illuminating the thermodynamics of the reaction, as well as aspects of their reaction dynamics.

The last two chapters shift towards the future of the LIT experiment, which is the integration of a traveling-wave Stark decelerator (TWSD) to the LIT as an energy-tunable neutral beam source for reaction studies in Coulomb crystals. The principles of Stark deceleration and the char-
acterization of our TWSD will be outlined in Chapter 7. Chapter 8 will describe our in-progress preparations of the integrated experiment for reaction studies. I will report calculations and literature review that support the scope of planned reactions in this apparatus. A summary of this work and outlook for planned reactions will close this dissertation.
Chapter 2

Experimental tools for observing reactions between trapped ions and thermal neutral gases

“It is the skill of the experimentalist to carry out clear experiments in order to get answers to [her] questions undisturbed by undesired effects and it is [her] ingenuity to improve the art of measuring to ever higher precision. There are many examples in physics showing that higher precision revealed new phenomena, inspired new ideas or confirmed or dethroned well established theories.” –Wolfgang Paul, “Electromagnetic Traps for Charged and Neutral Particles,” Nobel Lecture, December 8 1989

This chapter concerns the experimental considerations of an ion-neutral gas-phase chemical reaction in our LIT-TOFMS (linear ion trap coupled to a time-of-flight mass spectrometer). This chapter will start with a technical overview of ion trapping and Doppler laser cooling to contextualize the cold energies of our trapped ions. This will be put into the perspective of the larger experimental apparatus and I will outline the equipment relevant for a full reaction data acquisition. This together will give a full picture of the experimental methods that define the conditions in which we can do reactions of cold trapped ions with thermal neutral molecules in the molecular flow regime. These are the conditions in which the reactions discussed in Chapters 4, 5, and 6 take place.
2.1 Principles of Ion Trapping

In this section, I will discuss some important principles for trapping ions with a detailed discussion of the electrodynamics of our linear Paul trap. I will overview the physics of Doppler laser cooling and its impact on cooling our trapped ions. This section will end with a reflection on molecular dynamic simulations produced by our group that demonstrate how the trapping and cooling dynamics come together to build a cohesive picture of the ion energies. We will build on this picture of the ion energetics for later characterizations of our reaction thermodynamics.

2.1.1 Ion traps

Ion traps are an excellent environment in which to study ions, both for reaction studies as well as spectroscopy of ions. A key benefit of ion traps is they tend to be quite stable, which provide opportunities to work under low pressures with low loss rates. In our case, this enables excellent opportunities to study two-body reactions in isolation; in addition, this simulates the astrochemical environment, where three-body collisions are usually unimportant. It also allows for more state control, as ions can be manipulated with lasers or allowed to relax from possible excitations from the ionization process with minimal temporal constraints. Both of these benefits contrast with flow methods like flowing-afterglow (FA) or selected ion-flow tubes (SIFT) which rely on high-density flows of gases through a constrained apparatus length. These methods are responsible for a substantial amount of the field’s knowledge of ion-neutral chemical reactions and have been extremely effective. Nevertheless, the spatial confinement of ion traps have paired excellently with high fidelity detection schemes, as well as quantum and thermodynamic control to push forward the frontiers of the field.

An important contextualization for the development of ion traps is a constraint of physics itself. Earnshaw’s theorem states that a collection of point charges cannot be stably held in equilibrium by static electric fields alone. A stable equilibrium requires that no perturbation can disrupt the equilibrium. This would require that all forces on a trapped particle restore it to its original
position (i.e. the divergence of the field must be negative.) Mathematically this is impossible with static electric fields, as a result of Gauss’ law, since the divergence of any electric force field is zero in free space:

\[ \nabla \cdot \mathbf{F} = \nabla \cdot (-\nabla U) = -\nabla^2 U = 0 \quad (2.1) \]

Thus, an arbitrary static electric field is insufficient to trap ions as it will only produce a saddle point, not a maxima or minima. Fortunately for us, there are ways around this problem that won the 1989 Physics Nobel Prize. Hans Dehmelt and Wolfgang Paul developed two such solutions, which became the basis of modern ion trapping.

The Penning trap, developed by Hans Dehmelt, was named after F. M. Penning as the technique was inspired by Penning’s vacuum gauge design. The Penning trap relies on a quadrupole electric field for axial confinement, with a strong homogenous magnetic field to confine particles radially.\[96, 97, 98\] These Penning traps (or ICR cells) were first used for mass spectrometry and were later developed for ion-neutral reaction studies once ions could be stably trapped in the range of milliseconds to seconds.\[99, 100, 57\] Building such traps with cryogenic cooling has substantially extended their applications.\[101, 102\] This trapping method benefits from minimal losses and non-destructive mass detection. A significant drawback of this trap, however, is the large magnetic field required for the trapping. In addition, the geometric setup often complicates access to the trapping region and limits the access of lasers, molecular beams, and/or time-of-flight measurements.

Electrodynamic methods are also quite prevalent. Macroscopic quadrupole and 22-pole traps have historically been the most prevalent, although the more recent designs of traps for quantum information and computer applications usually involve chip-based traps.\[59, 103, 104\] The 22-pole trap benefits from low micromotion due to a pseudopotential that is flatter than the more harmonic potentials of lesser-poled traps. But note that this also results in a lower density of trapped ions than the harmonic potentials; this leads to lower Coulomb-Coulomb interactions in the trap and thus laser cooling does not effectively sympathetically cool co-trapped ions. Yet they are a great
candidate for cryogenic buffer gas cooling and this type of trap has been particularly productive for studying reactions with H₂. Higher-order-pole traps can be somewhat limited by the need for cryogenic and buffer gas cooling as these cooling techniques have their own technical challenges, including freeze-out of most neutral reactant candidates at cryogenic temperatures.

2.1.2 The linear Paul ion trap

Electrodynamic traps began with Wolfgang Paul’s Nobel-winning design, the quadrupole ion trap (also appropriately called a Paul trap). This technique utilizes dynamic fields to produce trapping with an oscillating saddle potential. The original design is shown in Figure 2.1. Opposing RF is driven on the ring electrode (A) and the hyperbolic endcaps (B), such that the ions would oscillate between being elongated axially (along the z axis) and radially (x-y).

![Figure 2.1: Figure from Paul’s original patent.](image)

A somewhat different geometric design utilizing this principle is the linear quadrupole trap, where four parallel electrodes produce the RF (Figure 2.2). In this configuration, pairs of rods experience RF out of phase to produce the “flapping” saddle point that characterizes the RF trap. These saddle point potentials represent the trapping fields in the radial direction, where the RF
produces a stable well along one axis of the radial direct while simultaneously destabilizing in the other. If the RF is switched between the two fast enough, the ions will be stably trapped. The frequency of the switching between the two saddle point potentials is the frequency of the RF (\(\Omega_{RF}\)). This linear quadrupole geometry is what we use in our experiment, and the rest of this chapter will explore the mathematical parameters associated with this system's trapping stability and dynamics.

![Diagram](image)

Figure 2.2: Schematic of the RF fields generated by a linear Paul trap. a) and b) represent an effective radial energy potentials produced at two points separated by 180° of the driving RF frequency. The frequency of the switching between these two potentials is determined by the frequency of the RF. The magnitude of the potential is determined by the amplitude of the driving RF frequency.

As mentioned above, this saddle potential (or if you are hungry, Pringle-like potential) represents just the radial trapping fields. One more component is required for stable trapping in a linear ion trap: an axial trapping potential. As seen in Figure 2.3, a linear our trap like the one in our experiment has three segments on each rod, such that the outer components on each can hold a DC voltage for axial trapping, often referred to as the endcaps. Ideally all eight endcaps can be
held at the same voltage to produce a harmonic trapping potential in the axial direction. This is schematically shown in Figure 2.3.

Figure 2.3: Schematic representation of an linear ion trap geometry. An isometric view is given on the left, while the side view is given on the right. The eight outer segments are the endcaps, while the four center sections exert RF trapping fields on the ions.

\[
\Phi(x, y, z, t) = \phi_{RF} + \phi_{EC} \tag{2.2}
\]

The radial, time-varying potential is described by:

\[
\phi_{RF}(x, y, t) = 2V_{RF}\sin(\Omega t) \frac{x^2 + y^2}{2} \tag{2.3}
\]

with \( V_{RF} \) is the amplitude of the applied RF, \( \Omega \) is the angular frequency of the RF, and \( x, y \) and \( t \) are the two radial space components and time, respectively.

A DC voltage on the eight outer electrodes produces an approximately harmonic potential on the axial direction, described by:

\[
\phi_{EC}(x, y, z) = \frac{\kappa V_{EC}}{z_0}(z^2 - \frac{x^2 + y^2}{2}) \tag{2.4}
\]

with \( \kappa \ (< 1) \) representing a geometrical factor, \( V_{EC} \) is the DC endcap voltage applied, and \( z_0 \) is half the length of the center electrode (see Figure 2.3)
The full combination of both trapping potentials describes the full picture of dynamics in an ion trap. Unfortunately, this equation does not have an analytical solution for multiple ions in the trap. Numerical solutions can solve these system with high accuracy and will be discussed in Section 2.1.5. However, there are a few simplifications that can be made that yield substantial insight into the properties of ions in these traps.

The first simplification comes from considering the forces on a single positively charged ion of charge $q$ and mass $m$. In this case, the equations of motion spatially separable and simplify to the so-called Mathieu equation:

$$\frac{\partial^2 u}{\partial \tau^2} + \left(a_u - 2q_u \sin(2\tau)\right) = 0 \quad (2.5)$$

where $u$ and $\tau$ are generalized coordinates, and $a_u$ and $q_u$ are dimensionless parameters referred to as Mathieu parameters. Equation 2.5 describes the equations of motion in the case that:

$$u = \{x, y, z\} \quad (2.6)$$

$$\tau = \frac{\Omega t}{2} \quad (2.7)$$

$$a_x = a_y = -\frac{a_z}{2} = -\frac{q}{m} \frac{4kV_{EC}}{z_0^2 \Omega^2} \quad (2.8)$$

$$q_x = -q_y = -\frac{q}{m} \frac{4V_{RF}}{r_0^2 \Omega^2}; q_z = 0 \quad (2.9)$$

In the case that $q_u \ll 1$ and $a_u \ll 1$, Equation 2.5 can be sufficiently approximated by the first term in a Taylor expansion. The ion’s equation of motion is then given by:

$$u(\tau) \simeq A^{(1)}_u \cos(\omega_u \tau + \phi_u)(1 + \frac{q_u}{2} \cos(\Omega \tau)) \quad (2.10)$$
where
\[ \omega_u = \frac{\Omega}{4} \sqrt{a_u + \frac{q_u^2}{2}} \]  

(2.11)

is the radial \textit{secular frequency}. This frequency describes the secular motion of the ion within in the trap. As this frequency depends on the Mathieu parameters, it is also then mass-dependent, as well as dependent on the trap parameters. The amplitude of the frequency is given by \( A_u^{(1)} \), and \( \phi_u \) is the phase. Both of these factors depend on the initial conditions of the ion. As will be seen in \( 2.2.2 \), this can be viewed as a feature of ion traps that will be used to our advantage in reactions studies.

Another interesting result from this approximation considers the stability of an arbitrary mass in an ion trap. The solutions to the Mathieu equation have stable and unstable solutions. Here, stable motion requires that the ions oscillate in the x-y plane with constrained amplitudes that do not hit the trap electrodes. Unstable motion grows exponentially in the x axis, y axis, or both; this leads to trap losses. Clearly, we are interested in stable motion for as wide a range of masses as possible, but note – one application of quadrupole traps is mass filters, which operate by stabilizing only a narrow mass range. This application is particularly appealing as that only certain masses have stable oscillations in the rods and the stability conditions depend solely on \( a \) and \( q \) and not the initial conditions.

However, we care about the stability regions, which can be mapped generally as seen in Figure \( 2.4 \). Figure \( 2.4a \) is a depiction of the overall stability diagram for a two-dimensional quadrupole field. Figure \( 2.4b \) is the lowest possible region for simultaneous trapping in radial and axial directions (shaded ‘A’ region on Figure \( 2.4a \)). The stability is also sometimes represented by the unitless parameter \( \beta \) which is also sketched as continuous lines on Figure \( 2.4b \). This stability parameter, also referred to as the Mathieu characteristic parameter, is defined as:

\[ \beta \approx \sqrt{a_u + q_u^2} \]  

(2.12)

This approximation is true for \( a_u \ll 1; q_u \ll 1; \beta \ll 1 \). Stability in this region requires \( 0 < \beta_u < 1 \),
as is also noted on Figure 2.4b.

Figure 2.4: Diagram showing the stability regions for the radial and axial directions (a, left). The lowest region of mutual stability is shaded in the left diagram as “A” and is represented at a larger scale in the right figure (b). (c) shows that within this region, only a more constrained region is stable due to the geometrical features of our specific ion trap. Figures (a) and (b) from March (1997),[4] (c) from Greenberg (2020).[1]

However, the $a_u$ and $q_u$ parameters are further constrained by the geometrical parameters of the trap. The geometrical parameters of the trap are given in Table 2.1, and the resulting effective stability diagram for our specific linear ion trap is shown in Figure 2.4c. Note that all the aforementioned results come from the assumption of a single ion in the trap.

Table 2.1: Typical trapping parameters and trap geometry variables. Reproduced from Greenberg (2020).[1]

<table>
<thead>
<tr>
<th>Trap parameters</th>
<th>Calculated trap values for Ca$^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF frequency</td>
<td>$\Omega_{RF} = 2\pi \cdot 3.552 \text{MHz}$</td>
</tr>
<tr>
<td>RF voltage</td>
<td>$V_{RF} = 200 \text{ V}$</td>
</tr>
<tr>
<td>endcap voltage</td>
<td>$V_{EC} = 3.5 \text{ V}$</td>
</tr>
<tr>
<td>endcap separation</td>
<td>$2z_0 = 7 \text{ mm}$</td>
</tr>
<tr>
<td>inscribed radius</td>
<td>$r_0 = 3.91 \text{ mm}$</td>
</tr>
<tr>
<td>geometric factor</td>
<td>$\kappa = 0.22$</td>
</tr>
<tr>
<td>rod radius</td>
<td>$R = 4.5 \text{ mm}$</td>
</tr>
<tr>
<td>Mathieu q param</td>
<td>$</td>
</tr>
<tr>
<td>Mathieu a param</td>
<td>$</td>
</tr>
<tr>
<td>radial frequency</td>
<td>$\omega_{x,y} = 2\pi \cdot 162 \text{kHz}$</td>
</tr>
<tr>
<td>radial trap depth</td>
<td>$D_{x,y} = 12.6 \text{ eV}$</td>
</tr>
<tr>
<td>longitudinal frequency</td>
<td>$\omega_z = 2\pi \cdot 43.8 \text{kHz}$</td>
</tr>
<tr>
<td>longitudinal trap depth</td>
<td>$D_z = 0.77 \text{eV}$</td>
</tr>
<tr>
<td>ion density</td>
<td>$n_0 = 4.58 \cdot 10^7 \text{cm}^{-3}$</td>
</tr>
</tbody>
</table>
2.1.3 Ion energetics

Another approximation that is quite useful in its applications and insight is the pseudopotential approximation. In the limit that $a_u \ll 1$ and $q_u \ll 1$, we see from equation 2.11 that $\omega_u \ll \Omega_u$. In this case the trapping potential can be modeled as a harmonic, mathematically described by

$$\phi^*(x, y, z) = \frac{qV_{RF}^2}{m\Omega^2 r_0^4}(x^2 + y^2) + \phi_{EC}(x, y, z)$$

(2.13)

The potential energy of an ion due to radial trapping fields can then be related back to the Mathieu parameter:

$$PE_{x,y} \leq \frac{q_{x,y}V_{RF}}{4}$$

(2.14)

$$PE_{x,y} \leq \frac{qV_{RF}^2}{mr_0^2\Omega^2}$$

(2.15)

Notice that this approximation effectively averages over each RF cycle, “blurring” the impact of the micromotion on the ion’s kinetic energy. Thus the energy and velocity from the flapping of the trap is not accounted for, although the motion from cycle-to-cycle is. Nevertheless, these so-called secular energies are a very useful metric for the energy of a Coulomb crystal. Further intuition can be gained by calculating the actual kinetic energy, or secular energy of the ion by combining equations 2.10 and 2.11:

$$KE_u = \frac{1}{2}m\langle \dot{u}^2 \rangle = \frac{1}{4}mA_u(1)^2(\omega_u^2 + \frac{1}{8}q_u^2\Omega_u^2)$$

(2.16)

$$KE_u = \frac{1}{2}mA_u(1)^2\omega_u^2$$

(2.17)

if $a_u \ll q_u$, as in the case of stable trapping in our linear ion trap. This is of course heavily dependent on the amplitude of secular excitation $A_u$, which in practice initial conditions in the trap in the absence of any damping force.
There are a few key results from this derivation. Firstly, the masses we can stably trap—as well as the effective trap depth for each mass—are dependent both on our geometrical trap parameters, as well as on our trap parameters. While a faster $\Omega$ will allow trapping of lighter ions, it will also contribute to more micromotion heating. We see that the lighter ions will experience a deeper potential then the heavier ions and that the resulting frequency associated with the secular motion will depend on the $m/z$ ratio. We also see that the magnitude of unwanted motion caused by the dynamical fields is dependent on the initial conditions of the trap. However, we may see how quenching of this motion can reduce this magnitude significantly. Thus, introducing a damping force into our trap to cool the ions down can significantly reduce the energy of our ions down to sub-Kelvin effective “temperatures.” In our experiment, we do this with Doppler laser cooling.

2.1.4 Laser cooling

Laser cooling is a technique that has revolutionized the atomic-molecular-optical (AMO) physics community, winning the Nobel Prize in 1997. There are several notable techniques to manipulate atoms with lasers that have developed in the last few decades. These methods have been pivotal to the development of modern AMO physics experiments. Broadly speaking, if an AMO group works with an alkali metal atom or alkali earth ion, odds are extremely high they are laser cooling that atom. These columns of the periodic table are not random, but rather contribute significantly to what atoms can be (at least easily) laser cooled, due to their “hydrogen-like” nature. In this context I will briefly discuss the mechanics of Doppler laser-cooling specifically and discuss the relevant details for cooling the Ca$^+$ ions we use in our experiment.

Recall that light has momentum, $\hbar k$, where $\hbar$ is Planck’s constant and $k$ is the momentum of light. If a photon is counterpropagating to a particle with velocity $v$, then the absorption of this photon would necessarily result in a reduction of the velocity of the atom due to momentum conservation. This is shown in Figure. In the model that a particle could absorb such photons repeatedly with no consequences, this would be sufficiency to cool an atom down indefinitely.
However, an atom is a quantum object and can neither absorb an arbitrary wavelength of light, nor hold on to the absorbed photon indefinitely. If we describe the atom with a simplistic two-state internal energy structure, the absorbed photon must correspond to an internal excitation of the atom and this excited energy state has a finite lifetime, $\tau$. Note that we must red-shift the light in order to simultaneously increase the scattering rate for an atom moving towards the light and decrease the scattering rate for an atom moving away from the light. This aspect gives Doppler cooling its name. After a successful absorption of an on-resonance photon, the probability that the photon energy is re-emitted by the atom between time 0 and $t$ is described by $P(t) = 1 - e^{t/\tau}$. When this photon is remitted, it is spontaneously released in an arbitrary direction. Again conservation of momentum instructs us that this will result in translation velocity “kick” of the atom of magnitude $\hbar k/m$ in the opposing direction to the photon. While this necessary kick will result in a limit to the cooling efficacy, this resonant absorption of laser light followed by stochastic re-emission is can provide appreciable cooling in the right atomic systems. For most atoms and ions, this Doppler laser cooling limit is on the order of a few hundred microkelvin. In addition, significant work has contributed towards general approaches to laser cooled molecules as well. This has already been achieved for several systems.[116, 117, 118]

But this idealized two-level energy state must be modified to account for the realities of electronic structure in atoms. For a relevantly detailed discussion, consider the electronic structure of calcium ion as shown in Figure 2.6. Ground state Ca$^+$ has nineteen electrons, with three filled (closed) shells of electrons with one electron in the final 4s shell, which can be spin up or down. This gives us effective shielding of the eighteen electrons in lower orbits; thus, we can model the one lone electron as participating in a “pseudo-hydrogen” atomic structure (in which selection rules “pseudo-apply.”) The excitation of interest is moving this 4s electron to the p-orbital of Calcium with a $\sim$397 nm photon. This photon energy excites the electron specifically to the $P_{1/2}$ state, which has a lifetime of 7.1 ns. However, we break from our two-level model as selection rules do allow decays into the $D_{3/2}$ state as well as the $S_{1/2}$ with a ratio of 1:12, respectively. This D-state decay back into the ground state is mostly forbidden with a lifetime of 1.2 s. Driving a single UV
laser would produce an optical pumping into this D-state and render the laser cooling ineffective. However, an ≈866 nm laser can re-pump the trapped ions into the P\textsubscript{1/2} state and avoid losing ions from the cooling cycle. A careful examination of dipole selection rules for this system will reveal that this still would produce optical pumping into the ±3/2 D-states by electron dipole selection rules. However with the presence of a magnetic field \textit{perpendicular} to the polarization of the pumping lasers we can re-pump these ±3/2 states. A sufficient magnetic field provides a quantization axis for the angular momentum in the direction of the magnetic field and leaves the angular momentum of the Ca\textsuperscript{+} ill-defined in the two perpendicular directions. In this case \(m_J\) is not a good quantum number on the axis of the laser’s polarization and we can address all the D\textsubscript{3/2} states and pump them into the P\textsubscript{1/2} state. Note that even just earth’s magnetic field (≈50 mT) is enough to mix the states, but the laser cooling efficiency can be further optimized with the addition of an external magnetic field. We do this in our system with a magnetic coil that provides a local

Figure 2.5: Simple schematic of laser cooling. a) A photon and atom propagate in opposite directions. If this photon is absorbed b) the atom is slowed. c) When the photon is remitted, a recoil will be experienced by the atom. [5]
magnetic field along the axis of the Stark decelerator, perpendicular to the axial direction of the trap. The cooling beams propagate along the axial direction of the trap.

![Diagram of energy structure of Calcium ion](image)

Figure 2.6: The energy structure of the Calcium ion. Two lasers drive laser cooling, with a primary driver at 397 nm and a re-pump laser at 866 nm.

Since our ions are usually loaded at very high energies, we usually drop the trap RF to effectively *evaporatively cool* the trap, effectively bringing the ions within reach of a decent redshift of our UV laser (~70 MHz with a laser linewidth of ~10 MHz). The laser frequency can be then moved closer to a redshift of (~40 MHz) for the reaction. The detuning is intimately related to the saturation of the cooling transition, the relative populations in different states, the Doppler cooling temperature limit and the damping force felt by the ion. These parameters are not directly relevant to the reactions studied in this thesis and will not be explored in depth here. However, for the interested reader, there are excellent resources that go into these equations and derivations.\[^{[1, 75, 115, 119, 120]}\]

While atomic systems are much simpler candidates for laser cooling than molecules, the last few years have seen significant advances in cooling molecules.\[^{[118, 121, 122, 117]}\] This has been pursued by bonding a functional group to a commonly laser-cooled atom or ion. If you choose a molecule with one lone electron not participating in bonding (i.e. a radial) you can, in principle, still maintain a relatively simple laser cooling cycle. Leading work has been with M-O-R (metal,
oxygen, and “rest of the molecule”) molecules. However, this is still technically very challenging as molecules necessarily complicate the orbital structure and the rigor of the selection rules (and thus the number of re-pump lasers needed). These advances are currently in a nascent phase, but the next decade may see experiments impacted by this new technique as well as a drastic expansion of interest in molecular spectroscopy. Ultracold molecules are expected to have significant implications in many branches of physics, from precision measurements to quantum information to ultracold chemistry. In the same way that laser cooling of atoms revolutionized the study of atomic physics, these advances can open molecular physics experiments to colder temperatures and open new avenues of investigation.

Within our system, laser cooling plays a foundational role to cool Ca$^+$ directly in our trap, indirectly damping the motion of the co-trapped “dark” ions. This cold environment of the trap is integral to energetic assumptions we can make about the barrierless reactions that occur in the trap. Since future directions of this experiment intend to study reactions as a function of reaction energy, the aforementioned physics of RF trapping and Doppler laser cooling have been employed to numerically model the energy and dynamics of the trap. The next subsection concerns these simulations.

2.1.5 Simulations of Ion Dynamics

I supervised a former group member, Andrés Villani Dávila, on a project to modify an existing molecular dynamics simulation\cite{123} for use in our experiment. He did extraordinary work that studied the impacts of the aforementioned mass-to-charge ratio, m/z, on the crystalline structure of Coulomb crystals of our trapping parameters, particularly looking at the impacts of different ion masses on the Calcium ion temperature distribution. The interested reader is directed to his undergraduate honors thesis.\cite{6} I will present an overview here to demonstrate that these simulations reproduce the dynamics already discussed in this section, as well calculate the velocities and energies of the ions in our trap. These results are critical for accurately modeling the collisional energies with future reactions with Stark decelerated beams. I will discuss the capabilities of these
These simulations use a molecular dynamics simulation package called LAMMPS. This package is an extremely versatile open-source code developed by Sandia National Labs. Recently, a Python/Matlab wrapper for this amazing, but somewhat esoteric, bundle of code was developed by Bentine et al. While the work done was already quite advanced for utilizing features of LAMMPS to simulate laser-cooled ions in an RF trap, there were a few features in need of more work. One of these had to do with the laser cooling, which Dávila re-developed to cool down to only the Doppler limit (previously it acted as an idealized damping force that could reach 0 K in the absence of micromotion, rather than acting like a stochastic force). The second development he added was the processing of the simulation output to mimic our imaging system in order to allow direct comparison between experiment and simulations. He then investigated the feasibility of an energy-resolved study that would look at a charge-transfer reaction as a function of the temperature of the ions; this focused on the relation of ion energies on numerous factors in our trap including the number of parasitic or non-reactive, non-laser-cooled ions. Unfortunately, he demonstrated that this proposed experiment was below the signal-to-noise of our setup. However, these simulations have since allowed us to use his simulations for new applications in both understanding and modeling ion dynamics in our trap.

The first thing the simulations allowed us to visualize is the actual motions within an RF cycle. Figure 2.7 shows the position of ions in three frames at three different points within one RF cycle. The full video of 20 points along one RF cycle is quite striking, animating the motions of the ions as they oscillate along the x and y directions out of phase. It is worth noting here that the micromotion is not a rotation, but that of a “flapping” or “breathing.” This is perhaps unsurprising, since the RF is indeed flapping between the two orientations, as discussed prior. However, many intuitive pictures of RF trapping present the idea of a “rotating saddle” to envision how trapping occurs and why the frequency of the oscillating RF voltage matters. This picture is perhaps useful for seeing why the secular motion of the ions is a rotation (another result from these simulations),
but within an RF cycle they do not rotate.

Figure 2.7: Plotted positions of a Coulomb crystal within one rf cycle, viewed on end.  

A second result reproduced by these simulations is the effect of laser cooling on the long-range order of ions in the trap. These simulations beautifully reproduced the energies and positions of a hot cloud of ions, and their simultaneous ordering into a Coulomb crystal as a result of simulated laser cooling. This is depicted in Figure 2.8. This simulation included 800 Ca$^+$ ions (blue) and 800 $m/z$ 35 ions (red). Strikingly, the ions form ordered rings along which the ions sit. A qualitative observation over many simulations with a variety of constituents indicates a inverse relationship between ring clarity with temperature. This is perhaps unsurprising if the lowest energy configuration is tightly defined orbits around the center of the trap, as appears to be the case. It should be noted that we are by no means the first group to study these structures computationally and there are many interesting experimental and computation studies of Coulomb crystals that are worth reading.  

The most experimentally relevant result of these simulations was the calculation of secular ($v_{RMS}$) and instantaneous velocities from these numerical simulations. Figure 2.9 shows the positions and secular velocities for the different groups of ions in bi-component crystals. In addition, we are able to look at the micromotion energies for any of the ions and can calculate it for a variety of trap constituents, and trapping parameters. These numerical solutions allow us to calculate center-of-mass energies for reaction. Particularly in future experiments, where a neutral beam may be decelerated down to 20 m/s, our neutral reactant will have velocities less than, or on the order
of, the instantaneous velocities of the ions with which they collide. If we indeed want to fully characterize how our reaction kinetics and dynamics depends on the center of mass velocity of the reaction, the ions velocity distribution in the trap will be critical to an accurate and precise analysis.

However, these simulations are not necessary for every estimate of the collisional energy. For experiments in which neutral reactant gas is leaked in at room temperature, the velocities of the neutral reactants are far greater than that of the ions (thermal $N_2$ is centered at $\sim 500$ m/s, for example.) For this reason, the center-of-mass collision energy for these reactions is dominated by the neutral gas energy. In the limit that the ions energy is much smaller than that of the neutral molecule, the collisional energy can be approximated without consulting numerical solutions. A general treatment of collisional energy will be discussed in Section 3.1.3.

### 2.2 Experimental Apparatus

This section will briefly walk through the prominent pieces of the experimental apparatus shown in Figure 2.10. I will walk through a typical reaction procedure and discuss each important aspect of the experiment as it arrives in the chronology of an experimental run. This will provide an overview of a normal data run and the moving (and non-moving) pieces that are critical to a
Figure 2.9: Distributions of secular ($v_{RMS}$) velocities of calcium (left) and dark ion (middle), with a plot of positions from an axial view (right). The top row is for the case with 800 Calcium ions (blue) and 800 $m/z$ 45 dark ion (red). The second row also has equal numbers (800 each) of Calcium (blue) and $m/z$ 35 dark ion (red).

successful reaction study.

Figure 2.10 shows the experimental apparatus used for gas phase reactions of trapped ions with room temperature molecules. This entire apparatus is in ultra high vacuum (UHV), typically sitting on the order of $\sim 10^{-10}$ Torr.

2.2.1 Loading the trap

Ions are loaded into the trap by ionizing neutral molecules with pulsed ultraviolet (UV) lasers. In the case of Ca$^+$, the atoms are loaded by a diffuse source of calcium, labeled as the calcium oven in Figure 2.10. This is comprised of a steel tube filled with solid calcium that is sublimed through a $\sim 2$ mm hole when current is sent thorough this tube. A shutter is remotely controlled such that this source has a line of sight to the trap only when we want to load calcium. A skimmer
While reactions can be done with the Ca\(^+\) ions themselves, all of the reactions discussed in this thesis involve non-calcium “dark” ions co-loaded into the crystal. Generally, this is done by loading a molecule precursor seeded into an atomic gas at a few percent. This diluted gas backs the piezoelectric (PZT) valve that pulses gas into the chamber in short (~100 \(\mu\)s) pulses at high (very roughly, \(10^{12} - 10^{13}\) cm\(^{-3}\)) densities. The details of this valve design and operation have been described in detail in Travis Briles’s thesis.\(^{130}\) We also use a PZT valve for the source of our Stark decelerated molecular beam; the exact properties of the valve and produced beam are more relevant to favorable production of a decelerated beam so more details on this source included in that discussion (Chapter 7). For this context, the relevant details are that the produced beam is...
internally cold to allow for efficient resonant ionization processes and is skimmed to provide a high
quality beam and good differential pumping between the source chamber and the main chamber.
This valve is operated at 10 Hz, producing a molecular beam that can be easily synchronized with
a laser to ionize the molecular precursor.

The details of the laser and precursor depends on the reaction studied. One of these is
acetylene, which have known techniques by which they can effectively ionized. This technique is
referred to as REMPI (resonantly enhanced multiphoton ionization). It refers to a scheme where
an atom or molecule absorbs light that resonantly excites it to an electronically (in the case of
molecules, usually also vibrationally) excited intermediate state, from which it can be ionized.
Usually the excited intermediate state is a metastable (long-lived) state. In the case of molecules,
the final state is usually in the electronic ground but vibrationally excited state as shown in Figure
2.11. Not that here the details of initial and final states are chosen for pedagogical purposes. The
exact initial, intermediate and final states of the process are flexible, restricted only by selection
rules and the details of the atom/molecule in question. Also note that this figure includes internal
structure (symbolically shown by tiers in a Morse-like vibrational potential) for all the states, which
would not be relevant to atoms.

The notation for REMPI indicates the number of photons required and whether one or two
colors of light is required. For example, a (2+1) REMPI transition is all one frequency, with
two photons required to reach the excited intermediate and one additional photon to ionize. If
the process requires two difference frequencies of light, it would be denoted (2+1’). (1+1), then,
indicates one photon is required for each and both are of the same frequency of light. The ionization
light is often single-photon, but this is not required. In the case of multiple photons required to
reach the excited intermediate, this is said to proceed through virtual states. The important point
here is that those photons must be absorbed simultaneously. Thus, the cross-section of a (3+1)
process be less efficient than a (2+1) or (1+1) process, assuming all other things are equal. “All
other things” are usually not equal though, and the best process for any given molecule also depends
on the cross-section of the transitions involved, the power of the laser you are using, the accessibility
Figure 2.11: Three common schemes for REMPI ionization of a molecule. Molecular excited states are indicated by Morse-like potentials; periodic lines symbolically indicate internal (ro-vibrational) states. In (2+1) REMPI (left), the first excitation requires two photons to bring the neutral molecule to an excited intermediate state. The ionization occurs with one photon of the same color, depicted here as exceeding the threshold for ionization indicated by the purple line. In (2+1'), the ionization photon is a different color. In (1+1) REMPI (right), the initial excitation does not proceed through a virtual state, but rather is directly excited by one photon to an excited state. In this schematic, one photon of the same color ionizes the molecule. Not that the inferred vibrational structure in this diagram will not be relevant for REMPI of atoms, which must solely proceed through resonant excitation of electronic states.

While REMPI does not always leave an ion in its ground electronic and vibrational states, this is not a barrier for our reaction applications. In the case of ion-neutral reactions, our experimental time scales are much longer than the lifetimes of any electronic and vibrational states (assuming dipolar ions, as is the case for work in this thesis.) The time required to load our reactant ions and calcium is usually sufficiently long (40 s) that we can be confident our ions are fully relaxed by the time we start a reaction. We have used REMPI for many ions, including C₂H₂⁺, ND₃⁺, O₂⁺, and Ar⁺. Of these, C₂H₂ and ND₃ pertain to these thesis for reaction studies and decelerator output.
characterization, respectively. In the case of ND$_3$, a REMPI transition was deliberately chosen to detect relative populations of a specific initial state of deuterated ammonia, as will be discussed in more detail in section 7.1.4. The REMPI process for acetylene, on the other hand, was chosen for its high cross-section with cold molecules in a molecular beam, and particularly for its accessibility with the dye laser wavelengths accessible to us.

Both isotopologues of acetylene (C$_2$H$_2$ and C$_2$D$_2$) have multiple available (1+1) REMPI processes. For the reaction of C$_2$H$_2^+$ + CH$_3$CN (Chapter 6), we excited the acetylene into the $v_3' = 4$ (trans-bending vibration) of the lowest lying electronic state. This is achieved with 216 nm and 218 nm light for C$_2$H$_2^+$ and C$_2$D$_2^+$, respectively. Overall, such resonant processes not only provide higher cross-sections for ionization, but also better “cleanliness” of the outcome ion composition. Non-resonant multiphoton ionization usually has less predictable distribution of the energy into rovibrational modes and causing fragmentation of the molecule into multiple products.

However, sometimes non-resonant ionization is necessary or preferred. In the case of the ion CCl$^+$, we used 216 nm light to break apart tetrachloroethylene (C$_2$Cl$_4$) seeded in helium. In this case, two or more photons are required to ionize and necessarily fragment the molecule into a CCl$^+$ fragment. These photons must arrive simultaneously and thus this process is usually not as efficient as most REMPI processes (especially when the product is not purely the sought-after ion). The fragmentation due to non-resonant light absorption is also less predictable and so ionization schemes like that used to make CCl$^+$ in our group are found through trial and error. This process was found to be most effective in argon (Ar), although we did still see CCl$^+$ produced in helium (He) and nitrogen (N$_2$). Argon was also ionized in this process, probably facilitating the formation of CCl$^+$ with charge transfer reaction with the precursor and subsequent unimolecular fragmentation. However, we do believe CCl$^+$ was also being directly ionized, as we were able to load CCl$^+$ when the precursor was seeded in helium, (which has ionization potential of 24.6 eV). However, using Ar loads Ar$^+$ ions in the trap as well, which can be difficult to clean out since they overlap in mass with Ca$^+$; for this reason, our published data was ultimately taken with CCl$^+$ produced from (C$_2$Cl$_4$) seeded in helium. I will also note that we used chloroform CHCl$_3$ as a precursor.
as well. We generally found that using chloroform with 216 nm light produced less ions overall, particularly of CCl$^+$. As far as we are aware, our reaction studies may be the first example of CCl$^+$ produced with lasers. However, as mentioned prior, this causes fragmentation to multiple different ionic products, including Cl$^+$, C$_2$$^+$, CCl$^+$ CCCI$^+$. In the few other studies looking at CCl$^+$, it was studied as a primary product from another reaction, \cite{132, 133, 134} or produced from electron bombardment. \cite{135} Altogether, the effective use of CCl$^+$ in our apparatus requires us to be able to select only the desired ions for reaction studies and can circumvent the problems of fragmentation. In addition, Chlorine comes in a natural abundance of $\sim$3:1 of Chlorine-35 to Chlorine-37 such that filtering particular $m/z$ ratios can allow isotope-specific reactions as well. The ion trap provides an excellent way to do this with the use of secular excitations.

### 2.2.2 Cleaning the trap

The RF driving electronics were developed by prior researchers in our lab. James Greenberg’s thesis is an excellent resource for details on the experimental realization of RF trap electronics, \cite{1}. One piece of these electronics that has seen a fundamental change during my time on this experiment is the secular excitation scheme. Excellent work by Schmidt et al. \cite{8} demonstrated that a quadrupole excitation is far more effective in ejecting ions out of a linear Paul trap than a dipolar excitation and we switched to the quadrupolar excitation in response. In this section, I will briefly remind us what a secular excitation is, describe the differences in dipolar and quadrupolar excitations, as well as some commentary on the effect it had on our cleaning schemes.

In section 2.1.2, the derivation for a single ion secular frequency was presented. Recall that by equation 2.11 this frequency depended on the Mathieu parameters, and indirectly on the ratio of the mass to charge ($m/z$). This then allows the secular frequency to be used to mass-selectively excite and eject ions in the trap. This use of secular frequency has a historical place in ion trapping, typically used in the past as a rough detection of the contents of the trap. \cite{127, 61, 136, 125} This was accomplished by “tickling” the ion with the secular frequency by exciting it (but not ejecting it from the trap). For a laser-cooled ion, this produces a change in fluorescence due to Doppler broadening.
By sweeping over a range of frequencies, peaks in fluorescence as a function of secular frequency can probe the contents of the ion trap – even for non-laser cooled ions. While this method lacks the number precision and high resolution of mass spectometry, it is an inherent, non-destructive method in ion traps that allowed significant advances in the field prior to integration of mass spectrometry. Even today, some groups rely on the florescence of their ions, often in conjunction with simulations, to infer the contents of their ion traps in reaction studies.\cite{58, 75, 68, 137, 138}

A representation of the different effects of these modulations on the pseudopotential and thus the ion are demonstrated in Figure 2.12. The dipolar excitation (also called “displacement driving”) was enacted by adding the secular frequency, $2\pi \omega_u$, directly on the four trapping rods. This effectively shakes the trap’s center at frequency $2\pi \omega_u$, hence the reference to it as a “dipolar” drive. The quadrupolar drive, or \textit{parametric excitation} and is effectively a modulation in the trap depth caused by variations in the RF amplitude at $2\pi \omega_u$. Effectively, we do this by using an RF splitter/combiner to add our trapping frequency with our secular frequency. This creates a quadrupole-like oscillation of the trap depth.

Figure 2.12: Ion trajectories under the influence of an a) oscillating linear electric field at the resonant secular frequency, and b) oscillating quadrupole electric field applied to the RF electrodes. Inset c) demonstrates the total energy of the ion on a logarithmic scale versus time, where the quadrupole field can be seen to be much more effective at ejecting an unwanted ion.\cite{8}
Note that in either case these modulations of the electric fields are felt by all the ions but have a resonant effect for a particular $m/z$ ratio. This resonance frequency is experimentally often slightly different than the frequency calculated by Equation 2.11 since that equation was derived for a lone ion in the trap. In reality, we usually excited parasitic ions out of the trap when the ions are in an uncrystallized cloud. In practice, the challenge of an effective use of secular excitation for cleaning often requires investigation of a range of the frequencies, amplitude and time that the secular frequency is enacted. In addition, these excitation often cause losses to neighboring masses if they are not efficient enough.

Empirically, we found the parametric excitation to be far more effective at ejecting the unwanted ions, particularly without ejecting other ions as well. Generally these types of excitations can tend to heat and eject other ions as well. This issue can be particularly problematic when the unwanted ions are quite close to the desired reactant’s $m/z$ (this can be particularly problematic when you want to remove C$_2$H$_3^+$ and leave C$_2$H$_2^+$, for example). The reason that the parametric excitation is more effective can be seen in Figure 2.13. This figure is taken from t=2.54 ms in Figure 2.12 where the two lines intersect. At this point it is easily seen that for using the excitation for the same amount of time and the same amount of energy gained by the ions, the excitation is much “sharper” for that of the parametric excitation. A potential explanation for this may be in Figure 2.12 where the displacement of the ion in the case of displacement driving is much more linear, verses the exponential change in displacement for parametric excitation. In this way, there is far more opportunity for the motion of the ion to couple with that of nearby ions (close in $m/z$) in the case of displacement driving. Thus the quadrupolar excitation is more selective and thus more efficient in its ejection of only the target ions.

In summary, the use secular frequencies are crucial to effectively cleaning the trap. This upgraded parametric excitation scheme is particularly effective at cleaning our trap and significantly eases our efforts to work with very pure samples of reactant ions. As a result of these schemes, a typical experiment will have less than 10% of “contaminant” ion loaded, with an achievable goal of less that 5% of any one unwanted ion.
2.2.3 Exposure to reactant gas

With a cold, clean trap our experiment is now ready to start a reaction. In the trap environment there are only very small partial pressures of trace gases, usually assumed to be atmospheric gases or water. In the case that we are concerned about our ions reacting with trace gases in the $10^{-10}$ Torr background pressure, we can let the trap sit and see how the contents change over time. Invariably some of our Ca$^+$ reacts with water to form CaOH$^+$, a reliable process that always provides a steady metric to our background water pressure. Such a “background” reaction also allows us to verify that we do not have any trap losses that may be associated with imbalanced RF or inefficient cooling, which is seldom the case, but is good practice to verify.

Reactions take place with the introduction of $\sim 10^{-9}$ Torr of gas through a leak valve backed by a three-way valve, as shown in Figure 2.14. The variable leak valve is a standard UHV tool that is primarily comprised of steel plate with a sharp edge that cuts into a copper gasket when tightened. This can be very precisely loosened, as is an excellent tool for introducing small amounts of gas into the chamber. The leak rate is dependent only on the backing pressure of the leak valve and the amount by which it is opened. However, these are extremely difficult to open and close.
reproducibly or quickly. For this reason, we open the valve at the beginning of an experiment and “pulse” the gas flow into the chamber with a three-way valve that backs the leak valve. This three-way valve can be remotely switched between a source of our neutral reactant gas (usually at approximately room pressure), or to a line pumped to rough vacuum (≈ mTorr). This allows for very fast (on the order of seconds) opening and closing, as well as excellent reproducibility in the gas pressure during each exposure to neutral gas. This reproducibility is extremely important, as this reduces the uncertainty in our reaction rate measurements.

![Diagram of pulsed leak valve configuration](image1)

**Figure 2.14**: (Left) The pulsed leak valve configuration made of a variable leak valve backed by a three-way solenoid valve. (Right) Ion gauge data from the valve opening and closing which shows excellent stability in gas pressure over time. [1]

The gas introduced is usually a ≈5-15% mixture of the reactant gas in Ar, He or N₂. In this thesis, the reactions reported involve either acetonitrile (CH₃CN) or benzene (C₆H₆). Both of these are liquids at room temperature. These mixtures were made by putting either liquid sample in a small steel reservoir and purifying the sample through several rounds of freezing, pumping, and thawing (FPT). These cycles gradually reduce the partial pressures in the lines of anything but the liquid sample. Then we backed the line with the correct amount of buffer gas such that the vapor pressure of the liquid sample made a ≈5-15% mixture in the buffer gas. Historically, a mixture process was used to reduce issues due to chemical compatibility, such as o-rings swollen by...
exposure to ammonia, causing leaks in the three-way valve. This “dilution is the solution” response to chemical incompatibility is less relevant now due to an upgrade in the three-way valve. The new valve installed is a Valcor Teflon 3-way Solenoid valve. The all-teflon body circumvents the issues of chemical compatibility, as teflon is fairly resilient to most gases. Nevertheless, mixing our gases can aid in accurate measurement of partial pressures of our neutral gases since the carrier gases we dilute in are generally better calibrated for measurement by ion gauges and this practice has continued. The resulting partial pressures generally require an exposure time of up to $\sim 300\,\text{s}$ for a full reaction curve. This is remarkably slow in the grand scheme of ion-neutral reactions and allows us to clearly differentiate between primary and secondary products. To probe the reaction products over time, we choose several time points between 0 s and this $\sim 300\,\text{s}$ to destructively measure the $m/z$ of the ions in our time with time-of-flight mass spectrometry.

### 2.2.4 Mass spectrometry

Time-of-flight mass spectrometers (TOF-MS) operate on relatively basic principles. When ions experience an electric field, this produces a force on the ions. This leads to an acceleration that is dependent on the $m/z$ ratio of the ion. If such accelerated ions are allowed a decent amount of “flight” time to spread out, their arrival at a detector is staggered and can be well-resolved. This is implemented in our experiment with a quenching of the RF fields and subsequent pulse of high voltage on the trapping rods. Below the trap is a grounded plate with a small hole for the ions to fly through, into a grounded flight tube that shields stray fields. While the principles are simple, high resolution is technically difficult, as you want to ensure that the arrival time is the same for all ions of a $m/z$ regardless of its exact starting position. An excellent resource for understanding the technical realization of high resolution time of flight mass spectrometers is Wiley and McLaren’s seminal 1955 paper.[139]

Our the TOF-MS in our trap has a resolution of $m/\Delta m \geq 1100$. This metric can be interpreted as the largest mass that can still be resolved from the neighboring mass. Needless to say, this is more than enough to resolve neighboring masses (but alas, not nearly good enough to tell
the different between $C_3H_4^+$ 40.0639 and $Ca^+$, 40.078, as one reviewer to one of our papers pointed out). This high resolution is largely due to how cold the ions are, but our experiment in particular benefits from excellent of the RF and high voltage (HV) switches in the trapping electronics. The quick speeds by which the RF is damped, the short time by which the ions are allowed to expand, and the extremely fast hv pulse that sends the ions down the flight tube are all important influences on excellent resolution. The interested reader can learn more about this in Greenberg (2020).

The ions flight down the flight tube and hit microchannel plates (MCP) that amplify this signal. These plates are designed to have many small holes (order few $\sim \mu m$). These plates are coated with a thin semiconductor layer. This material is designed to have a high efficiency of second electron emission when struck with a charged particle. The plates are further biased by high differential voltages that accelerate these electrons as in Figure 2.15 to produce amplifying cascades of electronic signal. In our trap, these channels are actually at an angle ($\sim 10^\circ$) and we have two plates at alternating angles (Chevron configuration).

![Figure 2.15: A graphic rendering of the holes in a microchannel plate, in which signal can be amplified, as shown in b.](image)

The resulting electronic signal can be read out on an oscilloscope. We split our output signal and display it two separate channels of a a very fast (1 GHz) oscilloscope, where one channel has vertical resolution optimized for the $Ca^+$ signal, and the other channel is optimized to record down to single ion signals. In this way, we can accurate count 1000s of ions and single ions simultaneously. Example mass spectra for “zoomed out” and “zoomed in” traces can be seen in Figure 2.16. For
reference, the top left figure is showing roughly 200 \( \text{C}_2\text{H}_2^+ \) ions and 800 \( \text{Ca}^+ \) ions. In the bottom right, one can view \( \sim 5 \) ions at the \( m/z \) 41 channel, in between the larger \( m/z \) 40 \( \text{Ca}^+ \) and \( m/z \) 42 \( (\text{C}_2\text{H}_3\text{NH}^+) \) peaks.

Figure 2.16: Sample TOFMS data from the \( \text{C}_2\text{H}_2^+ + \text{CH}_3\text{CN} \) reaction. On the top are mass spectra from the loading of ions. Below are after 400s of exposure to \( \text{CH}_3\text{CN} \). The left traces are zoomed out, while the right shows a “zoomed in” trace recorded on a second channel of our oscilloscope.

2.2.5 Full ensemble

This full system is automated with Labview-directed drivers that were well described in Greenberg (2020). The timing triggers for lasers, shutters, valves, and ejection of ions are all produced by a digital input/out (DIO) board. Further, the software allows us to randomize a large set of sequences with different amounts of neutral reactant time preceding the HV pulse that sends the ions to the TOF-MS. Thus, we can randomly scan over multiple reaction times, taking high statistics of mass spectra at different reaction times. A typical experiment will include \( \sim 10 \) runs of 5-6 different time points, chosen to show well-distributed points along the reaction curve. Ideally,
we react until a bit after the depletion of the reactant ion. This is the experimental procedure used for the reactions discussed in Chapters 4, 5, and 6.

The environment in which these reactions take place is quite interesting: as we saw, the ions are quite translationally cold. Since we can sit for seconds after ionization, we ensure vibrational relaxation. Exposure to black-body radiation of the room temperature chamber will result in a thermal rotational distribution. Our neutral molecules are translationally and rotationally at room temperature but vibrationally and electronically cold. All these degrees of freedom have varied degrees of influence over the course of an ion-neutral reaction. To understand how these energy states affect the interactions between our ions and neutrals, as well as have a theory comparison for reaction rates in our environment, we must turn to theoretical methods.
Chapter 3

Theoretical tools for calculating ion-neutral gas-phase kinetics and dynamics

“Molecules are smarter than us: they solve the Schrödinger equation exactly.”
–Roald Hoffmann, Georgiana F. Michl Lecture Series at CU Boulder, March 12, 2018

This chapter will review kinetic rate theory from a historical perspective, with an emphasis on capture theories. This will provide context for a detailed discussion of the kinetic rate theories necessary to model the class of reactions investigated in our apparatus. These theories allow comparison of our experimental results to theory and provide insight complementary to the experimental investigations. This will frame a discussion of the thermodynamics of our room temperature neutral gas reactions and a proper derivation of our center of mass energies or “temperature” of the reactions discussed in Chapters 4, 5, and 6. Then this chapter will review potential energy surfaces and transition state theory, exploring how they can further illuminate the actual dynamics of a reaction complex. This will include a study into modern methods of calculating molecular bond energies, from the early formations of molecular orbital theory and Hartree-Fock ab initio methods to modern methods such as Density Functional Theory (DFT) and post-Hartree Fock methods.
3.1 An Introduction to Kinetic Rate Theory

Efforts to fully understand the dependence of chemical reactions on all factors in general, but energy and temperature in particular, has long been a pursuit of physical chemistry. The historical evolution of classic kinetic and dynamic rate theories still heavily influence the treatment of modern ion-neutral reactions. A brief overview of this history will set the stage for our analytical treatment of ion-neutral reactions, including the calculation of reaction rates.

3.1.1 Introduction to reaction rate theories

The impacts of temperature on reaction kinetics was first studied quantitatively in 1850 by Ludwig Wilhelmy and in the following decades many researchers proposed an analytical form for this dependence, including particularly influential work by Jacobus Henricus van’t Hoff. Most famously, Nobel Laureate Svante Arrhenius pioneered the equation that most see in their high school chemistry textbooks, aptly referred to as the Arrhenius equation. This equation relates the rate of reaction \( k \) with the magnitude of the activation energy \( E_a \) to the temperature \( T \):

\[
k = Ae^{E_a/RT}
\]

(3.1)

where \( R \) is the universal gas constant and \( A \) is an experimentally-found prefactor. This simple and empirical dependence of \( k \) on \( \ln(T) \) was rather controversial in its time – particularly due to the narrow temperature range that was experimentally available – but was generally accepted by the community by 1910. This empirical prefactor \( A \) was better understood in the community after parallel efforts by Henry Eyring, Meredith Gwynne Evans and Michael Polanyi in 1935 established equations of similar form to Equation 3.1 that defined and motivated these terms from statistical mechanics arguments. This is considered the beginning of what we call transition state theory, which looks at the equilibrium rate constant in terms of the thermodynamics and statistical mechanics of a reaction complex. These approaches are still used, decades later. Transition state theory has some additional relevance to our calculation.
understanding potential energy surfaces in reactions and will be discussed in more depth in Section 3.2.4.

However, we must first appreciate that the ion-neutral reaction systems of relevance to this dissertation are exothermic, having energetic barriers to the formation of products that are submerged. The traditional Arrhenius picture of a limiting activation barrier does not directly apply and the reaction rate is more often determined by the rate of the formation of the initial reaction complex. Thus, the calculation of an ion-neutral reaction rate is more concerned with the kinetic theory or collisional theory of the reaction. A kinetic approach to defining Arrhenius’s prefactor $A$ was pursued independently by Trautz[151] and Lewis[152] in the 1910s. This work built off of a simple collision model pioneered by Langevin[38] and considered the collision rate of two bodies ($A$ and $B$) modeled as hard spheres with number density $N$, radius $r$ and mass $m$. A calculation for the number of collisions per unit time and unit volume yields:

$$Z_{AB} = N_A N_B (r_A + r_B)^2 \sqrt{8 \pi k_b T \frac{m_A + m_B}{m_A m_B}}$$

where $k_b$ is the Boltzmann constant and $T$ is temperature in Kelvin.[147, 149] This equation had only limited success in predicting warm neutral-neutral reaction rates (an empirical steric factor was necessary to accommodate for significant deviations in the value) and it completely ignored long-range interactions in the molecules. However, this was the first example of a reaction rate models based on the rate of reactant collisions.

As experimental investigations progressed in the first half of the 20th century, it became clear that long-range forces created significant deviations from calculated reaction rates. The first calculation of the classic collision cross section accounting for long-range forces was presented by Eyring et al. in 1936 for the system of $H_2^+ + H_2$[153]. Beginning in the 1950s, Eyring’s solution was generalized with heavy inspiration from Langevin’s 1905 work to accommodate for the polarizability of the neutral atom. This led to a series of works to consider the effects of dipole moments and higher order potentials on this rate constant. These reactions comprise capture rate theories, still
incredibly useful models for ion-neutral gas-phase reactions.

### 3.1.2 Capture models for calculating reaction rates

Capture models are united by the assumption that once a reaction complex is formed the reaction will proceed with unit probability. Thus the probability of “capture” or reaction complex formation determines the reaction rate. These methods all account for long-range interactions due to Coulomb forces. We will discuss a few notable models, starting with the simplest and chronologically first model: the pure polarization or Langevin theory. In this section, I will provide a derivation and discussion of the first capture model and generalize the approach to higher-order long-range forces. Much of this formulation follows the derivations found in Chapter 3 of a book edited by Bowers (1979),[10] as well as a few other other excellent resources.[95, 154, 37] The interested reader is directed to these resources for a more exhaustive discussion of the historical details of, and numerous variations on, this collection of models.

We approach the system of an ionic reactant and neutral, polarizable reactant. This derivation begins by assuming that both of the reactants can be modeled as point charges. The long-range force felt by the neutral with polarization $\alpha$ at distance $r$ is then described by:

$$V(r) = -\int_r^\infty F(r)dr = -\int_r^\infty 4\pi \varepsilon_0 \alpha q^2 \frac{dr}{r^5} = -\frac{\alpha q^2}{8\pi \varepsilon_0 r^4}$$

where $q$ is the charge of the ion. Thus we can describe the relative energy of the system, $E_r$ at finite $r$ as the sum:

$$E_r = \frac{1}{2} \mu v^2 = E_{kin}(r) + V(r)$$

where $\mu$ is the reduced mass of the system $v$ is the relative velocities.

This kinetic energy term can be broken into two components: the $E_{rot}(r)$ describing the energy of relative rotation of the particles, and $E_{trans}(r)$, the translational energy along the line of centers. This rotational term can be considered in terms of classical orbiting angular momentum $l = \mu vb$ where $b$ is the impact parameter, as shown in Figure 3.1b. Like the Coulomb potential,
this rotational term also has a dependence on $r$:

$$E_{\text{rot}}(r) = \frac{l^2}{2\mu r^2} - \frac{\mu v^2 b^2}{2r^2}$$  \hfill (3.5)$$

![Diagram](image)

Figure 3.1: a) Schematic for an ion-molecule collision. b) capture cross section of ion-molecule collisions. c) Plot of the effective potential vs. distance from Equation 3.6. Figures from Su & Bowers (1979).[10]

The effective potential of the system is the sum of the Coulomb potential $V(r)$ and the rotational energy term $E_{\text{rot}}$, combining Equations 3.3 and 3.5

$$V_{\text{eff}}(r) = -\frac{q^2 \alpha}{8\pi\varepsilon_0 r^2} + \frac{\mu v^2 b^2}{2r^2}$$  \hfill (3.6)$$

We see now we have competing terms. Below a particular value of $r$ the so-called centrifugal barrier will dominate, while at larger distances the induced dipole will dominate. If the complex has enough energy to surmount the centrifugal barrier, capture will occur. This turning point can be associated with a critical impact parameter $b_c$, as shown in Figure 3.1c. We find this turning point by setting $\partial V_{\text{eff}}(r)/\partial(r) = 0$, or where $E_r = V_{\text{eff}}(r)$.

$$\frac{\partial V_{\text{eff}}(r)}{\partial r} = -\frac{l^2}{\mu r^3} + \frac{q^2 \alpha}{2\pi\varepsilon_0 r^5}$$  \hfill (3.7)$$
\[
V_{\text{eff}}(r) = \frac{l^2}{2\mu r^2} - \frac{q^2\alpha}{8\pi r^4} = E_r
\]  (3.8)

These equations yield parameters:

\[
r_c = \frac{q}{b_c} \sqrt{\frac{\alpha}{2\pi\varepsilon_0 E_r}}
\]  (3.9)

and

\[
b_c = 4 \sqrt{\frac{q^2\alpha}{2\pi E_r}}
\]  (3.10)

We can re-write this impact parameter in terms of a cross section \(\sigma\) as shown schematically in Figure 3.1c:

\[
\sigma_c(v) = \pi b_c^2 = \pi q \sqrt{\frac{\alpha}{2\pi\varepsilon_0 E_r}}
\]  (3.11)

This cross section can be interpreted as the likelihood of a collision per unit area around the ion, given a neutral reactant of energy \(E_r\). If we multiply this by the speed of neutral reactant we get the reaction rate constant:

\[
k_L = v\sigma_c = v\pi q \sqrt{\frac{\alpha}{2\pi\varepsilon_0 E_r}} = q \sqrt{\frac{\pi\alpha}{\varepsilon_0\mu}}
\]  (3.12)

a velocity-independent reaction constant in SI units of \([m^3/s]\). This is known as the Langevin rate constant. This can be related to a reaction rate when the density of the reactants are known. Note that several assumptions were made here, including that particles are point charges. The finite size of the particles will introduce an inverse dependence on \(v^2\) at high energies (“high energy” meaning a few electron volts or so, much higher than our system). On the extremely cold end, we have to consider quantization of the momentum, as well as short range effects such as tunneling and scattering resonances. However, for our cold (~10-150 K) ion-neutral studies, these regimes are not applicable. For many systems, the Langevin rate constant has been a succesful method for predicting most systems involving ions with non-polar, but polarizable, molecules.
Nevertheless, this is not the full story for many systems. In particular, one can easily see that a permanent dipole moment in the body-fixed frame can introduce a much larger long-range effect. A dipole will have an additional interaction with the ion governed by the term \( q\mu_D \cos(\theta)/4\pi\varepsilon_0 r^2 \), where \( \theta \) is the angle between the dipole and the line of centers of the collision and \( \mu_D \) is the neutral molecule dipole moment. However, the velocity- and time-dependent interaction of the dipole with the charge can be treated several different ways. The simplest approach is to assume that the dipole perfectly aligns and “locks in” (\( \theta = 0 \)) for the entirety of the reaction.

From this approach, treating it much like the case of polarization already discussed, you get an additional term on the rate for this locked dipole (LD) approach:

\[
k_{LD}(v) = q \sqrt{\frac{\pi\alpha}{\mu\varepsilon_0}} + \frac{q\mu_D}{2\mu\varepsilon_0 v}
\]

(3.13)

In the case that the reaction is described by a Maxwell-Boltzmann distribution of gas at temperature \( T \), we can integrate over the \( v \) dependence with the Boltzmann distribution \( P(v) \) as our weighting:

\[
\int_{0}^{\infty} \frac{P(v)}{v} dv = \sqrt{\frac{2\mu}{\pi k_b T}}
\]

(3.14)

Then our equation becomes:

\[
k_{LD}(v) = q \sqrt{\frac{\pi\alpha}{\mu\varepsilon_0}} + \frac{q\mu_D}{2\mu\varepsilon_0} \sqrt{\frac{1}{2\mu\pi k_b T}}
\]

(3.15)

This LD reaction rate constant can clearly be seen as the Langevin rate constant with an addition term dependent on the dipole moment. Indeed, in the case that \( \mu_D \) approaches zero, we recover Equation 3.12. However, this LD rate constant usually overestimates a reaction rate by a significant amount. Considering that we assumed a perfectly locked dipole at all times, this is perhaps not so surprising. A common correction to Equation 3.15 is to add a dipole locking constant \( c \) to the strength of the ion-dipole interaction. This essentially is assuming that there is some empirically determined factor that affects the ability for the dipole to lock. This can be
thought of as either a constant orientation that is imperfect, or a consistently changing orientation with an average orientation with $\theta' \neq 0$. This so-named \textit{Average Dipole Orientation (ADO)} theory has the form:

$$k_{ADO}(v) = q\sqrt{\frac{\pi \alpha}{\mu \varepsilon_0}} + \frac{cq\mu D}{\varepsilon_0} \sqrt{\frac{1}{2\mu \pi k_b T}}$$

with

$$c = \cos \theta'$$

Here $c$ is experimentally determined, usually by comparing a nonpolar and polar isomer if possible. Again, in the limit $\theta' = 0$ this is our LD approximation, and for $\theta' = \pi/2$ it recovers Langevin's equation.

A key aspect that allows Equation 3.16 to be useful in modern ion-neutral reaction analysis is the semi-empirical calculation of $c$ versus $\mu_D/\alpha^{1/2}$ for constant temperature, as shown in Figure 3.2.[11] An important impact of this work by Su and Bowers was that it demonstrated the temperature dependence of systems with dipolar neutral reactants. This inverse temperature dependence is quite fascinating, particularly as it is opposite from the Arrhenius equation. However, a simple intuitive picture makes some sense of this: the faster a neutral molecule is going, the less time it has to “lock” effectively, assuming its response to turn towards the electric field is uncoupled to its translational energy.

The last modification of this theory we will discuss are the \textit{parameterized trajectory equations}, also eponymously referred to as the Su-Chesnavich (SC) method.[39] The SC approach is the most widely-used capture theory model for ion-dipole systems in our cold, classical regime.[37] In this methodology, the dependence of $c$ (Equation refADO) on $\alpha$ and $\mu_D$ is empirically fit with classical mechanics and \textit{trajectory calculations}[157, 158]. It also built off of work with transition state theory for calibrating the equations, unifying the two approaches.[159] These trajectory calculations begin
with a model Lagrangian describing the ion-dipole system:

\[
L = \frac{1}{2} \mu (\dot{X}^2 + \dot{Y}^2 + \dot{Z}^2) + \frac{1}{2} I (\dot{x}_1^2 + \dot{x}_2^2 + \dot{x}_3^2) + \frac{q \mu_D}{4 \pi r^2} \cos(\theta) + \frac{q^2 \alpha \beta}{8 \pi r^4}
\]

where the first term is the translational energy of the system, the second is the rotational energy of the system (the ion is assumed to be a point charge), and then we have our dipolar and polarization term, respectively. This equation can be numerically solved for an infinite combination of initial positions and dipole angles. These numerical calculations demonstrate that the divergences of ion-dipole systems from Langevin’s equation depend only on,

\[
x = \frac{\mu_D}{\sqrt{2 \alpha k_B T}}
\]

such that,

\[
k_{SC} \frac{k_L}{k} = \begin{cases} 
0.4767x + 0.6200 & x \geq 2 \\
\frac{(x + 0.5090)^2}{10.526} + 0.9754 & x \leq 2
\end{cases}
\]

in cgs-esu units. Again, this approach is unified in assumptions and form as the ADO formulation, but approaches the determination of the dipole locking from a numerical standpoint using trajectory
This discussion of capture models is not exhaustive, nor does it mean to be. Many scientists have contributed approximations, corrections and efforts through the last hundred years, resulting in many variations on these equations. For example, two useful extensions I did not discuss here are models accommodating higher multipole moments and a more rigorous treatment of conservation of angular momentum, leading to AQQO\textsuperscript{160} and AADO\textsuperscript{161} theory, respectively.\textsuperscript{95, 11, 37} Nevertheless, I have attempted to outline the foundational works for ion-neutral theories in our region of interest. On a practical note, we used Langevin and ADO theories for the analysis of our CCl\textsuperscript{+} + C\textsubscript{6}H\textsubscript{6} and C\textsubscript{2}H\textsubscript{2}\textsuperscript{+} + CH\textsubscript{3}CN reactions, respectively. The SC and ADO methods were both used to look at our expected rate constants over a span of temperature in the CCl\textsuperscript{+} + CH\textsubscript{3}CN reaction. Note that all of these treatments are classical in nature, reflecting the \~100 K translation temperatures and room-temperature distribution of rotational energies for the reactions discussed in this thesis. In the case of very cold collisional velocities and small numbers of rotational states, a more quantum mechanical approach must be taken. I will very briefly mentioned such quantum mechanical treatments.

Very nice reviews of the state-of-the-art in theoretical and experimental ultracold chemistry have been presented elsewhere.\textsuperscript{59, 37, 46, 45} In particular, Heazlewood & Softley’s 2021 review (reference \textsuperscript{46}) is a very nice contextualization of the different theoretical treatments appropriate for different energy regimes in collisional chemistry. In addition, nice reviews of elastic and inelastic collisions from a first-principles quantum mechanical approach can be found elsewhere.\textsuperscript{95, 154, 37, 162} For this subsection, I will overview the principles that make these formulations distinct.

The primary defining difference in the treatment of a reaction scattering from a quantum mechanical perspective is the quantization of angular momentum, \(|L| = \hbar\sqrt{l(l+1)}\), with \(l\) constrained to non-negative integers. A prominent example of the application of this principle is the adiabatic centrifugal sudden approximation (ACCSA).\textsuperscript{111, 163} This formalism calculates the rate constant as it depends on the quantum numbers \((J, j, K, \Omega)\). Here, \(J\) is the total angular momentum of the system, \(j\) the rotational angular momentum of the neutral molecule, \(K\) is the projection
of $j$ onto the molecule-fixed axis, and $\Omega$ is the projection of $J$ and $j$ onto the body-fixed axis. If coupling between different $\Omega$ states is ignored (the centrifugal sudden approximation, CSA), then cross section $\sigma(j, K, E)$ can be determined by diagonalizing the Hamiltonian in the basis of the rotational wave functions. Ultimately, this cross section can be used to determine a reaction rate dependent on quantum numbers $j$ and $K$: $k_{jK}$. The overall rate constant is obtained by weighting these state-dependent reaction rate with the quantized density of states:

$$k_{\text{ACCSA}} = \frac{\sum_{j,K} g_{jK} \exp[E_{jK}/(k_B T)] k_{jK}(T)}{\sum_{j,K} g_{jK} \exp[E_{jK}/(k_B T)]}$$

(3.21)

Where $g_{jk}$ is the state degeneracy and $E_{jK}$ is the barrier height for the corresponding potential curve. An important prediction from this method is that the reaction rate increases with lower rotational states and lower energy. Like ADO theory, this is attributed to an enhancement of the dipole alignment. Another similar method is the statistical adiabatic channel model (SACM), which is very similar in formulation and assumptions. A primary difference between these two leading theories is that SACM treats the problem more analytically, whereas ACCSA more numerically.

Experimentally testing such theories with reaction rates determined by single- or few-rotational state reactions is a frontier of the field. The observation of enhanced and suppressed reaction rates due to Feshbach and shape resonances has been recently seen in atomic collisions with future prospects for ultracold bimolecular (neutral) reactions. Ion-neutral reactions have likewise been pushing to colder temperatures, albeit not as cold, but often with more opportunities for control. Two methods approaching these energy scales are crossed beams of metastable atoms (ion-like) with neutral molecules and combined MOT-ion traps. As our tools for cooling and controlling such systems improve, this regime is expected to expand in scope, allowing rigorous comparisons of experimental results with the aforementioned theories.
3.1.3 Energy in the collision’s center-of-mass frame

This section is dedicated to providing a simple derivation to solving center-of-mass velocities and kinetic energies for our reactions. We will first walk through it generally, then discuss the case of cold ions and thermal neutral gas specifically.

First, we need a technical definition of our collision kinetic energy. To do so, we need to work in the center-of-mass (COM) frame of the reaction. To do so requires some simple Newtonian relativity. Let us start with the case of the collision of two particles with mass \( m_1 \) and \( m_2 \) with velocities \( v_1 \) and \( v_2 \), respectively. We find the velocity of the COM frame as follows:

\[
v_{\text{COM}}(m_1 + m_2) = m_1 v_1 + m_2 v_2 \tag{3.22}
\]

\[
v_{\text{COM}} = \frac{m_1 v_1 + m_2 v_2}{m_1 + m_2} \tag{3.23}
\]

Within this frame moving at \( v_{\text{COM}} \), objects 1 and 2 have velocities \( v'_1 \) and \( v'_2 \), respectively:

\[
v'_1 = v_1 - v_{\text{COM}} = \frac{(m_1 + m_2)v_1}{m_1 + m_2} - \frac{m_1 v_1 + m_2 v_2}{m_1 + m_2} = \frac{m_2(v_1 - v_2)}{m_1 + m_2} \tag{3.24}
\]

and

\[
v'_2 = \frac{m_1(v_2 - v_1)}{m_1 + m_2} \tag{3.25}
\]

With our frame-shifted velocities we get the total kinetic energy in the COM frame:

\[
KE = \frac{1}{2} m_1 \left( \frac{m_2(v_1 - v_2)}{m_1 + m_2} \right)^2 + \frac{1}{2} m_2 \left( \frac{m_1(v_2 - v_1)}{m_1 + m_2} \right)^2 \tag{3.26}
\]

\[
= \frac{1}{2} \frac{m_1 m_2}{m_1 + m_2} (v_2 - v_1)^2 \tag{3.27}
\]

\[
= \frac{1}{2} \mu (v_{\text{rel}})^2 \tag{3.28}
\]

where \( \mu \) is our reduced mass and \( v_{\text{rel}} \) the relative velocities in the originally defined (lab) frame of reference. We can further state that if we want the expectation value of this kinetic energy, we will need the expectation value of the relative velocity squared:

\[
\langle KE \rangle = \frac{1}{2} \mu \langle v_{\text{rel}}^2 \rangle \tag{3.29}
\]
We now have our collision energy for two particles with known velocities. Let us generalize this to the case where the probability that $m_1$ has $v_1$ described by an arbitrary function $f(v_1)$ and $m_2$ has a distribution of velocities $g(v_2)$ where,

\[
\int_{-\infty}^{\infty} dv_1 f(v_1) = 1 \tag{3.30}
\]

and

\[
\int_{-\infty}^{\infty} dv_2 g(v_2) = 1 \tag{3.31}
\]

So then we re-write Equation 3.29 as:

\[
\langle KE \rangle = \frac{1}{2} \mu \int_{-\infty}^{\infty} dv_1 \int_{-\infty}^{\infty} dv_2 f(v_1) g(v_2) (v_2 - v_1)^2 \tag{3.32}
\]

If we let $v_{rel} = v_2 - v_1$ and $v_1 = v_{rel} - v_2$ we can express this integral as:

\[
\langle KE \rangle = -\frac{1}{2} \mu \int_{-\infty}^{\infty} dv_{rel} v_{rel}^2 \int_{-\infty}^{\infty} dv_2 g(v_2) f(v_2 - v_{rel}) \tag{3.33}
\]

where the integral over $dv_2$ may be easily recognized as a convolution, sometimes mathematically denoted as $(f * g)(v_{rel})$. Some consideration shows that this makes good physical sense as a convolution effectively computes the resulting probability distribution of $v_{rel} = v_2 - v_1$ given a function $f(v_1)$ and $g(v_2)$. Note that Equation 3.33 is agnostic to the functional form of the velocity distributions, a fact we will need later. However, we will turn our attention to the case of Maxwell-Boltzmann velocity distributions, as this is a useful case with which we can draw more conclusions from this derivation.

Firstly, we will begin by acknowledging everyone’s favorite representation of the Maxwell-Boltzmann (M-B) distribution, the probability of finding a particle with velocity $v$ in the three-dimensional velocity space $d^3v$:

\[
f(v)d^3v = 4\pi v^2 \left( \frac{m}{2\pi k_B T} \right)^{3/2} \exp \left[ -\frac{mv^2}{k_B T} \right] dv \tag{3.34}
\]

with the expected variable dependencies: $m$ is the mass of the particle, $T$ the temperature, and $k_B$ is Boltzmann’s constant. However, if we take a step back, we recall that this famous equation is for
the case of an ideal gas with spherical symmetry in its velocity distribution. Also note that in this context the temperature is a defining feature of the distribution. That is to say, in the case of ideal gases, the meaning of temperature is a description of the equilibrium conditions that produce this distribution of velocities. A more general case arises from decomposing each of the three spatial dimensions:

\[ u = \{x, y, z\} \quad (3.35) \]

to rewrite Equation 3.34 explicitly in three dimensions:

\[
 f(v)d^3v = \prod_{u=1}^{3} \left( \frac{m}{2\pi k_B T_u} \right)^{1/2} \exp\left[\frac{-mv_u^2}{k_B T_u}\right]dv_u
\quad (3.36)
\]

Now if we use our M-B description of gases from 3.36 and use it for the convolution of our two collisional partners in Equation 3.33 we get six-dimension integral that is the general calculation for the kinetic energy of collisions between two gases following M-B distributions with each spatial component uniquely defined:

\[
 \langle KE \rangle = -\frac{1}{2^6} \prod_{u=1}^{3} \left( \frac{m_1}{2\pi k_B T_{u,1}} \right)^{1/2} \left( \frac{m_2}{2\pi k_B T_{u,2}} \right)^{1/2} \int_{-\infty}^{\infty} dv_{u,rel} \int_{-\infty}^{\infty} dv_{u,2} \exp\left[\frac{-m_1(v_{u,2} - v_{u,rel})^2}{k_B T_{u,1}}\right] \exp\left[\frac{-m_2(v_{u,2})^2}{k_B T_{u,2}}\right]
\quad (3.37)
\]

This relationship defines both collisional partners as M-B gasses, but it still allows each component to have a different distribution (i.e. a different characteristic temperature).

For the analysis of the ion-neutral reactions presented in this thesis, we are interested in a thermal neutral gas (let it be \(m_1\), such that \(T_{u,1}\) is the same for \(x, y, z\). This is not true for the trapped ions, which have cylindrical symmetry due to trapping conditions, and are not M-B distributions (as we saw from simulations in section 2.1.5). However, if we approximate the distributions of the ions as Gaussians, we can treat them as effective M-B distributions. We will make another erroneous assumption by imposing spherical symmetry on the ion distribution. As
we will see in a moment, for the case of room temperature distribution of neutral, we will take the limit of the ion temperature to \( \sim 0 \) K, so our incorrect assumption will not matter. It will, however, simplify Equation 3.37 to:

\[
\langle KE \rangle = \frac{1}{2} \mu \left( \frac{m_1}{2\pi k_B T_{\text{u,1}}} \right)^{3/2} \left( \frac{m_2}{2\pi k_B T_2} \right)^{3/2} \\
\left[ \int_{-\infty}^{\infty} dv_{\text{rel}} v_{\text{rel}}^2 \int_{-\infty}^{\infty} dv_2 \exp\left[ \frac{-m_1(v_2 - v_{\text{rel}})^2}{k_B T_1} \right] \exp\left[ \frac{-m_2(v_2)^2}{k_B T_2} \right] \right]^{3/2}
\]

We note that this is a convolution of two Gaussians – a special case that is well-known in mathematics:

\[
\int_{-\infty}^{\infty} dt \exp^{-a(x-t)^2} \exp^{-bt^2} = \sqrt{\frac{\pi}{a+b}} \exp\left[ \frac{-abx^2}{a+b} \right]
\]

This can be used to derive an explicit analytical description for the average kinetic energy. However, as this specific case models both collisional partners as a M-B distribution with a definitive temperature, temperature is a nice metric for this energy. If the variance of a convolution of two Gaussians with variances \( a \) and \( b \) is \( ab/(a+b) \), then we can describe two systems with M-B distributions described by variance \( T_1 k_B/m_1 \) and \( T_2 k_B/m_2 \) to have an effective variance:

\[
\left( \frac{T}{m} \right)_{\text{eff}} = \frac{m_1}{T_1} + \frac{m_2}{T_2} = \frac{m_1 T_2 + m_2 T_1}{m_1 m_2}
\]

If we let \( m_{\text{eff}} \) be the reduced mass \( \mu \) then we get a very nice mass-weighted temperature average for the effective temperature for our center-of-mass collisional temperature:

\[
T_{\text{eff}} = \frac{m_1 T_2 + m_2 T_1}{m_1 + m_2}
\]

This equation is valid for any two spherically symmetric M-B gases. But as promised, we take the case where our ion temperatures approach zero, \( T_2 \to 0 \). Then Equation 3.41 becomes,

\[
T_{\text{eff}} \to \frac{T_{\text{neutral}}}{1 + \frac{m_{\text{neutral}}}{m_{\text{ion}}}}
\]
This is the relationship used to described the center-of-mass temperature for our ion-neutral reactions with thermal leaked gases described in Chapters 4, 5, and 6. In the true limit of motionless ions, we do have a thermal distribution of center-of-mass velocities, and this use of the word “temperature” is justified. This is a good approximation to the degree that it impacts our treatment of capture rate theories. However, these ions, while extremely cold, are not actually motionless, do not actually have M-B distributions, and are not in thermal equilibrium. This is important to keep in mind when temperatures become relevant to transition state theory in Section 3.2.4, as well as the case that a decelerated beam of molecules is reacted with ions in future experiments. These reactions of a decelerated beam of molecules will require a more general treatment of the form described by Equation 3.33, where the convolution is acted upon more custom functions than M-B distributions. Indeed, we will need the simulations demonstrated in section 2.1.5, as well as estimations of the decelerator output distributions, (which are also not described by M-B distributions,) to appropriately describe the collisional energies in this case. We will return to this in section 8.3.1.

3.2 Potential Energy Surfaces

Complementary to kinetic calculations, potential energy surfaces are another excellent tool with which to dive deeper into the reaction dynamics and further compare experimental results with theoretical expectations. I will first give a practical discussion for using quantum chemical packages to find critical points on PESs. Then I will give a brief introduction to the theory behind such numerical techniques behind these packages, including a description of Self-Consistent Field (SCF) methods to calculate energies and geometries of different reaction complex configuration. Lastly, I will briefly describe how such surfaces can be combined with transition state theories such as Rice-Ramsperger-Kassel-Marcus (RRKM) to approximate the branching ratios for comparison against experiment.
3.2.1 An Introduction to Potential Energy Surfaces

First, we must step back and describe what is we mean by a potential energy surface (PES) and what is involved in finding one. I will give a brief overview here; as always, excellent references exist for more in-depth studies. [12, 175]

The purpose of PESs is to determine the series of bonding and geometric rearrangements required within a molecule to form a pathway from reactants to products. In our specific context of cold ion-neutral reactants, we are further looking for such a pathway with submerged barriers such that even with a scant \( \sim 10 \text{ meV} \) of kinetic energy the reaction can proceed. Such a study indicates what products can be formed within the energetic constraints of our system, and can yield information about the expected rates and ratios of such products. In order to find and communicate such a PES in an effective way, we need two things. Firstly, we need a understanding of how to model and communicate the potential energy landscape involved in a reaction. Secondly, we need the means to calculate the energy of this landscape so that we can model the kinetics and dynamics of the system.

A challenge in communicating and visualizing potential energy surfaces of multi-atom systems is the dependence of the internal potential energy on many dimensions. To illustrate this, we will first discuss a simple reaction case: a three-body reaction. As can be seen in Figure 3.3, the electronic potential energy of three-body system requires three variables to describe fully, and all three dimensions must be considered to find a local or global energy minimum. To understand how such systems are understood and communicated, let us further the case \( AB + C \rightarrow A + BC \).

Let us imagine that \( C \) approaches with the \( AB \) bond length held at a local minimum with respect to energy. In this instance, we could draw a 3-D graph with the energy on the z axis, with the x and y axises each showing this dependence on the angle \( \alpha \) and interatomic distance \( BC \). An example of such a system is given in Figure 3.3. In the lower left of the 3-D graph, we see an ozone molecule with a large angle \( \alpha \) and large \( AC \) (O–O) bond length. This is at a local minimum with respect to all dimensions and is colloquially called a minimum or intermediate state. As this angle
closes and the bond shortens, the complex increases in energy until it reaches a local maximum along that particular coordinate of motion. This saddle point is called the transition state. Once over this transition state, the local minimum is a stable equilateral triangle configuration – another intermediate state – as shown in bottom right. A common 2-D representation of this 3-D surface (which would be 4-D if we varied AB length also) is given in Figure 3.3. Here, the transition state and intermediate states, (collectively called stationary points,) are plotted versus energy. In this way, the 2-D representation is a slice of the higher-dimension PES that communicates the energetic extremes and geometric details of what changes are happening in the molecule. This is the compromise made to still mathematically treat the system with higher dimensions, even though we cannot represent it graphically in its full dimensionality. This becomes even more relevant as we move to large systems.

I will take this a step further and specifically demonstrate how to interpret a more complicated and more realistic system. Let us consider the reaction CCl\(^+\) + CH\(_3\)CN. It is a lovely reaction (although I am biased in this matter) and its surface will show up again in the next chapter. This
reaction involves not three atoms, but eight. This corresponds to eighteen \((3N - 6\) for nonlinear molecules) dimensions required to fully express the molecular geometry and calculate its energy. Let us consider the potential energy surface, and in particular what is happening at one transition state.

Figure 3.4a shows the first few steps of the potential energy surface for the reaction of \(\text{CCl}^+ + \text{CH}_3\text{CN}\). The energy of the reactants can be determined the limit that they are infinitely far away; this is the relative energy reference for the reaction at 0 eV. Carbon atoms are shown in black/gray, hydrogen in white, nitrogen in blue, and chlorine in green. The first intermediate states is formed via a bond between the carbon of the \(\text{CCl}^+\) group with the nitrogen of the \(\text{CH}_3\text{CN}\) molecule. This configuration (labeled INT1 on Figure 3.4a) is stabilized with the geometry requiring about 2 eV less potential energy for such a bonding structure. The methyl group from the original \(\text{CH}_3\text{CN}\) still persists in INT1 but quickly changes when a hydrogen is passed over to the neighboring carbon and forms a planar structure, INT2. There is a saddle point (TS1) in which all coordinates are minimized except those associated with this passing of the hydrogen. This particular coordinate is called the intrinsic reaction coordinate (IRC), associated with a vibrational mode of the molecule with an imaginary frequency. This IRC represents the pathway with the largest gradient down either side of the saddle point. Note that the energy is maximized relative to exactly one coordinate, but this coordinate can involve multiple bond lengths and angles. Transition state TS1 is a nice example in which to see the relationship between the vibrational mode and the IRC. Figure 3.4b shows the movement of the vibrational mode associated with the IRC. In this vibrational mode, a hydrogen moves between the two carbons (labeled 1 and 2 in red) with a coupled up-and-down motion of a hydrogen atom left behind on the methyl group of the reaction complex. This vibrational mode is associated with the rearrangement of the reaction complex from INT1 to INT2 as the complex morphs from a bent structure with a methyl group to a planar complex with a hydrogen abstracted to the neighboring carbon.

Consider what it might look like to extrapolate these rearrangement in the 2-D Figure 3.4 to the full 18-dimension figure. We cannot graph anything like this for a eight-atom reaction, but
Figure 3.4: (Top) Full PES for the reaction $\text{CCl}^+ + \text{CH}_3\text{CN}$ with relative energy on the y-axis. Highlighted is the first transition state (TS1). Reactants are denoted by REA, products by PRD, intermediate states by INT. (Bottom) Graphical demonstration of the motion of the reaction coordinate for TS1, found as the imaginary frequency of the computed saddle point.

such a surface still exists! This relationship between all 18 dimensions is what we mathematically probe when finding the transition and intermediate states that connect our reactants to products. It demonstrates whether a particular series of rearrangements are energetically viable and often yields insight into the mechanisms involved in the reaction. The high dimensionality of our systems can complicate the communication and understanding of the reaction dynamics. However, with the proper understanding and interpretation of what a PES represents, the full picture can be found, communicated, and understood effectively.

I will include two notes of caution against common misunderstandings. It is tempting to think
of this reaction system as moving “linearly” through these transition and intermediate states, left
to right, reactants to products, and actually making these exact geometrical changes. There are two
issues with this natural intuition. Firstly, there is no rule that says the molecule has to move left
to right. Rather, the movement of the complex depends on the distribution of energy in different
modes. As such it is governed by statistical mechanics; this will be discussed more explicitly in
section 3.2.4. For our reaction interpretation, the important principle here is that once the complex
reaches the reactants or products, this is an irreversible process. Every other move on the surface
is reversible and probabilistic.

Another interpretation of these graphs I will note explicitly: the molecule doesn’t actually
“fall into the wells,” but rather “skims along the top.” This is another way of saying the molecule
does not lose its total energy, as there no energy is removed from the system during the duration
it spends on the surface (usually on the order of ~1 ns, but can be as long as ~ μs.) This is not
nearly enough time for a reaction complex to radiate away its extra energy, nor for a collision with
a third-body collision to quench the energy in a UHV system like ours. Once the reactants join
the surface, the total energy remains the same. However, stabilized wells and submerged barriers
provide opportunities for the bond energy (by which we mean the potential energy due to interatomic
forces) to become to internal energy (by which we mean energy in the ro-vibrational modes of the
molecule) from the transition to intermediate states, respectively. While a PES provides us with
the lower bounds for potential energy and the path of highest gradient, the actual complex can
proceed pathways that require more potential energy (as long as they stay within the bounds of
the total energy of the system.) Thus, the complex is not constrained to the exact geometries that
make up the stationary points, nor does it rise and fall in total energy during its time on the PES.
It is, however, constrained to the total energy and thus determining pathways that are under this
constraint are an important marker for the feasibility of that pathway.

To summarize, potential energy surfaces highlight the pathway of lowest potential or bond
energy that connects reactants to products. The process starts with a “capture” (callback to
section 3.1.2) to form the initial intermediate complex. Movement within the surface is determined
by the distribution of kinetic energy at any given point on the surface. The total amount of energy is maintained throughout the entire process, such that rovibrational and potential energy is exchanged as the molecule undergoes geometrical rearrangement of its atoms. This rearrangement is what we think of as bond breaking and formation and does not need to follow the lowest energy path. However, finding the energy path between these local minima and maxima verifies that the process is viable under the energetic conditions of the reaction. The process ends when the complex fully breaks a bond and form a two-body product or reactant; this is irreversible and the reaction is over.

Now that we know how to properly interpret a PES, let us move on to our second challenge: how we actually compute one. The next section will discuss some very practical notes on using quantum chemical packages to find the transition and intermediate states already discussed. Then we will discuss the actual quantum mechanics “under the hood” of these packages, to better understand what approximations are being made as well as how to compare trade-offs of accuracy and computational cost.

### 3.2.2 Finding a PES: a practical discussion

The two quantum chemical packages I worked with in this dissertation are Gaussian 16\cite{gaussian16} and Psi4\cite{psi4}. Gaussian is a proprietary software with a nice graphical user interface that is set up for calculations with a variety of methods, while Psi4 is open-source code that is more optimized for computationally costly methods. We often used Gaussian to find our transition and intermediate state with computationally cheap DFT methods and then used these results as starting points for computations at higher levels of theory in Psi4.

As mentioned, we are interested in reactants, products, intermediate states, and transition states. The first three can be effectively found by inputting a starting geometry and requesting your computational package the minimize the system. It will iteratively move each coordinate and re-evaluate the energy, determining the global minimum once a set perturbation of each coordinate returns equivalent or larger energy. This is a pretty straightforward process, and will of course be...
more efficient the closer you are to the minima. Smart guesses on the intermediate state geometry, or using the outcome of other computations, is a nice way to be efficient in this process.

Transition states are a little more fickle. They need to have one coordinate in which the energy is maximized, while the other coordinates are minimized. The closer you are to the saddle point, the more likely the software will be able to find this point. In practice, one can find this by scanning over a suspected reaction coordinate. A scan is a function of quantum chemical packages wherein you can calculate the energy of a system as a particular coordinate changes. For example, you could ask it to stretch just one bond by 0.1 Å for 20 steps and it will move the bond accordingly, finding the minima of all the other coordinates with each scanning step. Then you can see the effect of changing this coordinate on your complex. If you choose a coordinate involved in the transition state, there will be a maximum of energy with respect to your chosen coordinate. The actual coordinates associated with a saddle point are (usually) more complicated than a simple bond stretch or an angle variation that can be easily scanned over, so the local maximum found from a scan is (again, usually) not actually the saddle point, but is still close enough that it is a feasible starting point for the software. It is good practice to check the vibrational modes calculated for all geometry optimizations. A complex with all real vibrational modes is a minimum. A complex with one imaginary vibrational mode is a transition state and that vibrational mode is the reaction coordinate of interest.

Another very nice capability of these packages is that these imaginary vibrational modes can be used to find neighboring intermediate states. This is usually referred to as a scan over the intrinsic reaction coordinate (IRC) and effectively uses the vibrational mode associated with the maxima of the saddle point as the scanning direction. This is a convenient way to see the energy of the complex drop as the complex falls off the saddle and towards the closest local minima. Sometimes these IRC scans can take you all the way to the minima, and sometimes they are used to get close to a geometry that can be used as the input for an optimization to a minima.

I have used the term “finding” a PES in this chapter as well as “calculating.” Both are relevant for this procedure: the computer does the calculating, you do the finding. The challenge
of this process (and what comes with experience and skill) is the intuition and thoroughness to look for all the reasonable pathways. There are certain transition states that will certainly be significantly higher than your starting point; there are more reasonable guesses that stem from chemical intuition. This procedure benefits from cultivating an intuition for the reaction mechanism. This intuition is followed up with the aforementioned tools to find potential stationary points, with re-evaluation of the initial guesses as a result of the computational outcomes. One practical note is that when computationally exploring a PES, you can explore from multiple points of the surface simultaneously; this is efficient, but difficult to document carefully. It is difficult to keep track of multiple parallel computations, especially before the full surface has come into focus. Experience helps with both organizational skills as well as intuition for a logical and energetically viable path forward. One benefit of the conditions of our reaction systems is such that anything endothermic to the starting reactants can be immediately abandoned, which nicely simplifies things. A future implementation of such a search may be almost entirely automated: exciting work at Sandia national labs has begun to automate the search of potential energy surfaces. \[178, 179\] While this does not accelerate individual computations, it is able to immediately take the results of a calculation to begin guesses on the next step of a reaction, drawing on patterns in reaction dynamics for the guesses. While it is unlikely to entirely eliminate the role of a physical chemist overseeing the process, it drastically simplifies some of the tedium.

An input that must be decided in all of these calculations is the level of theory (LOT) with which to calculate the structures. The prominent \textit{ab initio} (i.e. non-empirical) LSOT are split into DFT and post-HF. The distinction between the two and their capabilities come down to which approximations are made to calculate the molecular wavefunctions. This is the topic of our next section.

3.2.3 Calculating a PES: self-consistent field methods

This section will overview a few different categories of methodologies to optimize the geometry and energies of atoms and molecules. I will begin by pointing out that many excellent books are
written on the subject of computational chemistry. Many undergraduate physical chemistry textbooks give a nice introduction to this topic as well (of these, I have referenced McQuarrie and Simon’s classic text in this discussion. In addition, Walter Kohn and John Pople won the 1998 Nobel Prize in chemistry for their contributions to this field. This section is not intended to represent a thorough review of or rigorous derivation for modern computational physical chemistry methods. Rather, it is intended to give a conceptual overview of the core mathematical principles involved in computational quantum chemical methodologies. For this section, I will endeavor to present just the basics necessary to appreciate the complexity and assumptions, strengths and weakness, of different methods that comprise the bulk of molecular geometry and energy calculations required to calculate potential energy surfaces. This discussion arises from the use of such methods for calculating PESs, but note that much of this has applications for spectroscopy of atoms and molecules, solid state physics, and more.

Our discussion begins with the first problem: why not solve the Schrödinger equation exactly for our atomic and molecular systems? With the Born-Oppenheimer assumption, we can treat the atomic and electronic wavefunctions separately, due to their large discrepancy in masses. The result is the electronic Schrödinger equation. Such an equation for helium, with the coordinate system fixed at the nucleus of the atom, is written thus:

\[
\frac{\hbar^2}{2m_e} \left( \nabla_1^2 + \nabla_2^2 \right) - \frac{e^2}{4\pi\epsilon_0} \left( \frac{1}{r_1} + \frac{1}{r_2} \right) + \frac{e^2}{4\pi\epsilon_0|\mathbf{r}_1 - \mathbf{r}_2|} \psi(r_1, r_2) = E \psi(r_1, r_2) \quad (3.43)
\]

The first two terms are our kinetic energy of the electrons, the next two terms are the potential energy of the electrons, and the last term is electron-electron Coulomb repulsion. Without this last term, we could express the solution as a combination of two, separable, hydrogen-like orbitals. With this term, we do not have an analytical solution. Thus, anything with more than two electrons will need a numerical and/or approximate approach.

One excellent tool on our side is the variational principle. It can be shown that if you take a
trial wavefunction $\phi$, and calculate the expectation value of the energy with this wavefunction:

$$\langle E_\phi \rangle = \frac{\int \phi^* \hat{H} \phi d\tau}{\int \phi^* \phi d\tau} \geq E_0 \quad (3.44)$$

Then the calculated expectation energy $\langle E_\phi \rangle$ with any trial wavefunction will be larger than the actual energy, $E_0$. This is powerful as we can always know an approximation with this method is an upper bound and the lowest energy calculated with this method is the closest yet. The proof consists of the principle that you can cover all Hilbert space with the ground state wavefunction and all possible excited states. Thus, any trial wavefunction used for this calculation can be written in the basis set of the ground and excited states. This means that unless the guess is the exact solution, it must contain some of these higher energy wavefunctions and necessarily have an expectation value of energy higher than the ground state. A nice feature of this method is that it can be combined with tricks such as adding differentiable parameters in the trial wavefunction or weightings in combinations of possible solutions. After solving Equation 3.44 analytically, you can find the minimum energy as a function of these parameters. If you are really clever about your trial solution you can even converge upon the exact solution. As might be expected, this high accuracy has technical difficulties, such as choosing the right set of trial wavefunctions and finding the global minimum to Equation 3.44 over multiple variational parameters.

To understand the role of the variational principle, let us return to our Hamiltonian (Equation 3.43). How does the variational principle help us with the $\frac{1}{|r_1 - r_2|}$ term? It doesn’t – yet. It opens the door to using hydrogen-like orbitals to approximate solutions and using approximate waveforms to converge on a solution. The next step in approximating the solution to this Hamiltonian is to modify it. In particular, we let the solution be a combination of two independent (and uncorrelated) electronic densities, $\phi_1$ and $\phi_2$, such that the solution in the helium atom would take the form:

$$\psi(r_1, r_2) = \phi_1(r_1)\phi_2(r_2) \quad (3.45)$$

Then we express the electron-electron repulsion term as the effect of one electron density on the other, that is to say:

$$V_{1\text{eff}}(r_1) = \int \phi_2^*(r_2) \frac{1}{r_{12}} \phi_2(r_2) d\tau_2 \quad (3.46)$$
and our new Hamiltonian (sometimes called the Fock Operator), now becomes

$$\frac{\hbar^2}{2m_e}(\nabla_1^2 + \nabla_2^2) - \frac{e^2}{4\pi\varepsilon_0} \left( \frac{1}{r_1} + \frac{1}{r_2} \right) + \int \phi_2^*(\vec{r}_2) \frac{1}{r_{12}} \phi_2(\vec{r}_2) d\vec{r}_2 + \int \phi_1^*(\vec{r}_1) \frac{1}{r_{12}} \phi_1(\vec{r}_1) d\vec{r}_1 \quad (3.47)$$

Now our Hamiltonian is defined by our solutions. This means we will need to iterate over solutions, using a trial $\phi_2$ to calculate the $V_1^{\text{eff}}$ to solve for $\phi_1$ to determine $V_2^{\text{eff}}$ to improve $\phi_2$. This iteration continues until the modified wavefunctions change very little through the iteration. This process is aptly referred to as a Self-Consistent Field (SCF) method. Particularly as we can start with linear combination of atomic orbitals (LCAO) as nice guesses for molecular orbitals, this is a very powerful technique.

There is one more ingredient to make a Hartree-Fock orbital or to call this a Hartree-Fock method. That is to take these single-electron orbitals and accommodate for Fermi statistics. The Fermi Exclusion principle necessitates that no two spins can occupy the same orbital and that the overall wavefunction must be antisymmetric. This is enabled with a bit of clever mathematics by using determinants. Let us return to helium one last time. Let us assume we have two spatial wavefunctions in the two orbitals; let us call the electron spin either $\alpha$ or $\beta$. Now if we set up a matrix where each column has a distinct spatial wavefunctions and the spins progress down the rows like so:

$$\Psi(1, 2) = \det \begin{vmatrix} \phi_1 \alpha(1) & \phi_2 \beta(1) \\ \phi_1 \alpha(2) & \phi_2 \beta(2) \end{vmatrix} = \phi_1 \alpha(1)\phi_2 \beta(2) - \phi_1 \alpha(2)\phi_2 \beta(1) \quad (3.48)$$

Our resulting determinant will have several key features that obey Fermi statistics. First note that if we swap the labels of electrons 1 & 2 (or calculate $\Psi(2, 1)$) we would get the same solution but with a sign change. Further, if we try to build a matrix with an electron with the same spin and the same orbital, the determinant will be zero. Together, these features of determinant make for an excellent mathematical convention to efficiently assign appropriate combinations of spatial and spin orbitals to produce an antisymmetric wavefunction. When used in this way these
determinants are called *Slater determinants*, and can be generalized to describe larger systems:

\[
\Psi(1, 2, ..., N - 1, N) = \det \begin{vmatrix} 
\phi_1(1) & \phi_2(1) & \cdots & \phi_{N-1}(1) & \phi_N(1) \\
\phi_1(2) & \phi_2(2) & \cdots & \phi_{N-1}(2) & \phi_N(2) \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\phi_1(N-1) & \phi_2(N-1) & \cdots & \phi_{N-2}(N-1) & \phi_{N-1}(N-1) \\
\phi_1(N) & \phi_2(N) & \cdots & \phi_{N-2}(N) & \phi_{N-1}(N)
\end{vmatrix}
\]  

(3.49)

for a system with \(N\) electrons, where each \(\phi\) is an orthonormal spin orbital. A swapped row corresponds to a switched electron and will flip a sign. A repeated column will result in a determinant of 0, appropriate for the forbidden case of two electrons in the same state. The exact convention for naming the orbitals varies, but they are typically labeled in such a way to reflect the system it is calculating (such as a lithium atom have two identical and one distinct \(s\) orbitals, etc).

However, there is a major problem with our analysis so far. We took a direct Coulomb repulsion between electrons and replaced it with interactions between “smeared out,” or average, field potentials. This means we will get energies associated with the interactions of the average motions of the electrons, but we have completely omitted their actual correlated motions and positions. While we did account for the fact that two spins cannot occupy the same orbital, our replacement of repulsive pairs of moving electrons with that of each electron in charged clouds is the major deficiency of the Hartree-Fock method. A lovely analogy from Lewar’s book put it this way: “If you walk through a crowd, regarding it as a smeared-out collection of people, you will experience collisions that could be avoided by looking at individual motions and correlating yours accordingly. The Hartree-Fock method overestimates electron-electron repulsion and so gives higher electronic energies than the correct ones, even with the biggest basis sets, because it does not treat electron correlation properly.”

Without accounting for electron correlation, HF methods can generally can get within 99% of the actual ground state energy. This 1%, however, is on the order of a chemical bond and is unsatisfactory for our applications. Note that this mention of a “full basis set” implies that we can use the variational principle to get extremely close or arrive at our real
expectation value for our Fock operator. However, this operator is not the true Hamiltonian of the system. That is what we lost by replacing our electron repulsion term with our effective coulomb potentials.

These principles set up our problem: we have a nice way to make our Hamiltonian numerically solvable, but we have lost a physical effect – electron correlation – in doing so. This is what is referred to in the field as the *Hartree-Fock limit*. A (reductionistic) summary of the goal of computational quantum chemistry is to find a spectrum of compromises between computational cost and accuracy to modify our Fock Operator or calculate our electron correlation and add it back. There are two broad categories for dealing with this issue. Altering the Fock operator comprises *Density Functional Theory (DFT)* and calculating the electron correlation back is entailed in *post-Hartree-Fock* methods. We will look just a bit closer at the approach that DFT takes and then mention a few of the predominant post-HF techniques.

Density functional theory receives its name from its emphasis on calculating the electron probability density function rather than the wavefunction. This has a few benefits: for one, electron density is measurable, and thus can be semiempirical and more readily testable; secondly, the electron density is only a function of position and thus is dependent on three variables for the entire system, while a wavefunction requires four variables *per electron*. DFT operates on the two Hohenberg-Kohn theorems, the first of which states that any ground state property of a molecule depends only on the electron density. That is to say that there exists a functional ($F$) that can calculate energy based on the electron density. The second Hohenberg-Kohn theorem is very similar to the variational principle, stating that any trial electron density function will yield a higher energy than the actual ground state energy. Together these theorems form the basis of a set of equations that can be iterative worked over to simultaneously refine the electron density distribution and the functional $F$ in a Hartree-Fock-like iterative process. Historically, DFT was first popular for solid state physics applications, but considered too inaccurate for molecular physics. This changed when the available functionals were modified to account for electron correlation by Kohn and Sham. These electron correlations come at the price of introducing *Kohn-Sham orbitals* into the electron
density functions – and increasing the dimensionality. However, this increase in complexity is no more computationally intensive than the original Hartree-Fock calculations, with the addition of (approximately) accounting for electron correlation. Such functionals in DFT that accommodate electron correlation in this way are sometimes called hybrid functionals and include famous methods such as B3LYP. An important point about DFT functionals is that they are all approximations and models. As such, they always handle some aspects of atomic behavior better than others. Some handle short range interactions well, but not long range interactions. Some do not replicate the behavior of halogens well. Some are calibrated against experimental values (semi-empirical). The assembly of DFT functionals that are available is a dynamically growing as computational chemists work on finding the balance of computational cost and accuracy for different applications. Thus, not all functionals are created equal, particularly not for any given system of interest. While some can be quite accurate, they do not approach the accuracy of some of the more expensive post-Hartree-Fock methods.

The first post-HF method discussed here is Møller-Plesset (MP) perturbation theory. As the name suggests, this calculation indeed involves perturbation theory. Specifically, MP theory involves treating the real molecule as a perturbation of the Hartree-Fock system. To do this effectively, you also need to involve a large basis set. What we mean by this is that the theory works best when unoccupied orbitals (sometimes called virtual orbitals or excited Slater determinants) are involved in addition to the typical lowest-energy orbitals involved in a HF calculation. Allowing higher-order spatial wavefunctions allows the electrons to avoid each other more effectively. The first correction of Møller-Plesset arrives at the second order of the perturbation theory (MP2) and corrections up to the fourth order can be used (MP4). Note that the variational principle is not used past our HF starting point. The perturbation theory corrections oscillate in sign: MP2 gives an answer that is lower in energy than the actual value. MP3 moves back closer to the HF starting point, MP4 back down again. The actual value is usually anticipated to be between MP3 and MP4. In practice, MP2 with a decently large basis set is commonly used for many applications.[12][130]

The configuration interaction (CI) method also benefits from the use of additional orbitals.
Multiple determinants are written, including that of Equation 3.49, but also several combinations with electrons singly or doubly excited into higher orbitals. We take our trial wavefunction to be a linear combination of these ground state and excited determinants. The result is a weighted combination of ground state and electronic excited-state wavefunctions. This linear combination of determinants can now be iterated upon in a HF-like manner and the weighting factors for all the contributing determinants can be minimized with the variational principle. In theory, with an infinitely large basis, this could achieve the exact ground state energy for the system. In practice, large basis sets give excellent results. When single excitations are included this method is denoted as CIS, and when singles and doubles are included it is referred to as CISD.

Closely related to both of these methods is the coupled cluster (CC) method, which is generally a gold standard within the community, especially when taken to CCSD(T)/CBS. The primary distinction from CI methods is that the correlated wavefunction is expressed by allowing a series of operators to act on the wavefunction where each of the operators promotes different combinations of electrons into virtual spin orbitals. This is in contrast to building and adding together multiple determinants. The operator is of the form $e^{T}$ and must be Taylor expanded to operate on the HF wavefunction. Note that this method is not variational. Depending on the number of terms included, you can get coupled cluster doubles (CCD), singles and doubles (CCSD) or where singles and doubles are included and triplet excitations are added in an perturbative way. A common favorite level of theory is CCSD(T), which is most successful used with a large basis set. The most complete basis set is the complete basis set (CBS), where the energy is plotted against progressively larger basis sets and the relationship is extrapolated to its mathematical asymptote. This is more computationally expensive than other post-HF and certainly than DFT methods, but is often considered worthwhile for the improvement in accuracy.

In our theoretical work, we typically started a calculation of a stationary point with geometry calculation using a “cheap” DFT method. For my computational work on the CCl+ reactions, this was done in the M06-2X functional, as it performs fairly well with small nitrogen- and chlorine-containing molecules.[184] Then, we usually treat the resulting optimized geometry as a starting
point in a higher LOT, such as Møller-Plesset theory (MP2). We usually try to use this optimized structure as a starting point for a final geometry calculations at CCSD and then do fixed energy calculations at that geometry at CCSD(T)/CBS (the first term denotes the method, the second is the basis set.) A nice way to denote a geometry calculation at one level of theory and a single-point energy calculation at a higher level is to label it as [energy calculation LOT//geometry calculation LOT]. For example, our CCl\(^+\) + CH\(_3\)CN surface was calculated at [CCSD(T)/CBS//MP2/aug-cc-pVTZ] level of theory. We did not do a full surface for CCl\(^+\) + C\(_6\)H\(_6\), but the reactants and products were calculated to [CCSD(T)/CBS//CCSD/aug-cc-pVDZ].

As a last practical note, I will address the fact that I have only named a few of many many DFT methods, only the three most prominent post-HF methods, and only a few basis sets. There is an entire spectrum of options for DFT methods and basis sets, as well as a couple other possible HF methods.\([180, 181, 12]\) Exploring other methods and basis sets is something that should be done when approaching a new system. The entire process requires some research that is specific to the system of interest, as well as iterative explorations with different levels of theory and methods. However, it is my hope that this section can at least give an introduction and overview to the “flavors” of options that are available, as well as what makes them distinct.

### 3.2.4 A glimpse into transition state theory and its relevance to branching ratios

As the title suggests, this section will be quite brief. Transition state theory (TST) and Rice-Ramsperger-Kassel-Marcus (RRKM) calculations are not used by our group in-house, but we have worked with theory collaborators that have used such theories on our system to help us compare the kinetic and dynamic results to theoretical expectations. In addition, the concepts underlying these theories complements the understanding of how one interprets a potential energy surface, and the effect it will have on branching ratios and rate constants. To develop some of the intuitions given by TST and RRKM, I will give a brief overview of the fundamental concepts and assumptions underlying these methods in order to give a launching point for further reading.\([147, 175, 185]\)

TST starts with the assumption that there is a bottleneck or point of no return in a reaction.
This essentially simplifies a reaction rate into a counting of the statistical probability that a reaction complex will pass through that barrier (and thus form products) versus dissociate into reactants. In this sense, the reaction is split up into two sections: from the initial reaction complex to a critical transition state, the dynamics of which determine the reaction rate; and from the transition state to final complex before bimolecular product are formed, the dynamics of which determine the distribution of energy in the products. This essentially simplifies a potential energy surface such as Figure 3.4 to an Arrhenius-like profile. Thus, we come full circle to a rate constant associated with the height of the barrier, \( \exp \left(-\frac{E_0}{k_BT}\right) \). In this case, the prefactor for this rate is directly related to the distribution of energy within the molecule. Mathematically, this is calculated by the statistical distribution of energy among the available kinetic, rotational, vibrational, and electronic modes for all but the reaction coordinate, normalized by the distribution of energy among all the modes available in the reactants (or neighboring well.) TST further assumes that the reactants and transition state are in thermal equilibrium – this is to say, we describe their densities of states by canonical ensembles \((Q)\). In the case of a two-body reaction proceeding through a transition state, \( A + B \rightarrow AB^\dagger \rightarrow \text{products} \), we can calculate our reaction rate thus:

\[
k = \frac{k_B T}{h} \frac{Q^\dagger}{Q_A Q_B} \exp \left(-\frac{E_0}{k_BT} \right)
\]

where \(Q^\dagger\) is our canonical ensemble for the degrees of freedom not involved in the reaction coordinate, and \(Q_A\) and \(Q_B\) are our canonical ensembles for our reactants. As always, \(k_B\) and \(h\) are Boltzmann’s and Planck’s constants, respectively.

A common approach when working at lower pressures (where our reactants and transition state are not necessarily in equilibrium) is to work with microcanonical ensembles \((\rho(E, J))\) instead. This is the primary distinction of RRKM from general TST theory. This formulation is related but distinct:

\[
k(E, J) = \frac{N^\dagger(E - E_0)}{\rho(E)}
\]

(3.51)
where \( \rho(E, j) \) is the density of states of the reactant and where \( N^\dagger(E, J) \) is defined:

\[
N(E) = \int_0^E \rho(x)dx
\]  

(3.52)

The primary takeaway here is that TST counts the distribution of states from a thermal (constant-temperature) standpoint, while RRKM utilizes an energy-based perspective. This allows us to utilize results of quantum chemical calculations to look at the possible rovibrational modes in a well beside a large barrier as a metric for the probability of transmission over a rate-limiting barrier – without assuming that this complex is in thermal equilibrium with our reactants. Nevertheless, there are several assumptions made in both of these formulations that need to be recognized.

The first assumption is that this system behaves classically. All the presented formulations are for classical systems. This can be partially adapted to quantum mechanical systems by treating the partition functions as sums of discrete states, math that is well established in statistical mechanics. However, this formulation will not account for quantum behaviors such as tunneling, which can occur in reactions with light atoms like hydrogen. It also usually assumes harmonic potentials when modeling the density of vibrational states; the actual anharmonicity of the vibrational potentials can and should be accounted for with highly excited complexes.

Further, these formulations simplify the motion over the barrier as being along the reaction coordinate only. These equations separate the reaction coordinates from the other coordinates and use the exact barrier height; this assumes the path over this barrier is along that highest-gradient-lowest-energy saddle point. As I pointed out in section 3.2.1, this does not have to be the case.

Another assumption was noted at the beginning, that these formulations assume at their core that there is no re-crossing back over our critical barrier. Physically, this can happen and may reduce the actual reaction rate relative to the calculated one. In this sense, these methods provide an upper bound to reaction rates. Nevertheless, these approximations allow us to have a mathematical model with which to compare the real behavior of the system. In the limit of high barriers, thermal equilibrium, and classical energies, it becomes an excellent model. This must be
taken into account when we compare the results of such theories with the behavior of our system.

Since our group’s experimental interest is usually more focused on the accurate reporting of branching ratios rather than rate constants, our primary interest in RRKM theory is in relative formation of products. Some level of intuition can be gained from what has been discussed of RRKM: a large barrier will discourage a fast rate along that path, and a deep well will discourage movements back over what is now a large barrier. However, to truly treat the system properly under these equations and obtain numerical branching ratios for multiple pathways in a real surface like that of Figure 3.4, a more systematic approach is necessary. Common practice is to use a time-dependent, multiple-well master equation (ME) to model the full surface. These equations are usually too complex to resolve each energy state, and thus they must be energy-grained, that is to say, solved as a function of states with energies between $E$ and $E + dE$. With this assumption, you can yield a set of coupled linear differential equations to describe the energy distribution and chemical transformations that occur on a multiple well potential energy surface. Such methods utilize the stationary points calculated to find such a surface to predict the rates and branching for different products on that surface.\cite{186,187,188} This method was used to compare with our experimentally observed branching ratios in the reaction of CCl$^+$ + CH$_3$CN, which will be discussed in the next chapter.

Beyond predicting branching ratios, there are many aspects in which PESs can also help us understand reactions better. One example is isotopologue effects. Capture theories predict a very small slowing of a capture rate due to a large mass that would come from isotope substitution such as deuteration. However, there are cases where deuteration has actually increased the rate constant. This behavior has been ascribed, at least tentatively, to the changes in distribution of rovibrational levels in the stationary points of the reaction.\cite{67,69,68} Cases like this require more theoretical study, as there appear to be situations where the isotopologue influences the distribution of energy among internal modes in a way that is not yet understood.

In addition, potential energy surfaces can indicate the importance of energy on the reaction product branching. A specific example of this includes optical stimulation of vibrational modes
critical to a reaction progress. A recent study in a cryogenic 22-pole trap demonstrated that the optical excitation of a particular vibrational mode could hinder the reaction of a \( cC_3H_2^+ + H_2 \) reaction.\cite{80} In a crossed-beam experiment of \( F^- + CH_3I \), product formation was enhanced by the excitation of a crucial vibrational mode. Together with some tunability in collisional energy, this study was able to present and verify the dominant pathways on their potential energy surface.\cite{189}

Similarly, collisional or kinetic energy can impact the branching ratios in particular systems. One aim of our integrated linear Ion Trap-Stark Decelerator ensemble is to extend our reaction studies to this endeavor. If our system has a branching in products that is sensitive to the starting translation energy, a reaction between cold ions and a decelerated beam may be able to demonstrate an impact of the collisional energy on the branching ratios. This combined experiment and its status will be discussed further in Chapter 8.
Chapter 4

Isotope-specific reactions of acetonitrile with trapped, translationally cold CCl$^+$

“What really is the importance of CCl$^+$ in the ISM?”

–Reviewer #1, 2021

The following chapter is adapted from a work of the same name that was published in the Journal of Chemical Physics. Of the work presented in this section, I was a primary contributor to the accumulation and analysis of the data presented. Former postdoc Katherine Catani and I contributed equally to the computational calculations of the potential energy surface. The energy grained master equation simulations that were used to produce Figure 4.8 were the result of work from theory collaborators Sri Sundar and Gabe da Silva at the University of Melbourne.
4.1 Introduction

Nitriles and nitrogen-containing compounds play a prominent role in the chemical reactions thought to take place in the interstellar medium (ISM). These molecules permeate space: from small cyanides such as HCN and DCN found in the Orion Nebula\textsuperscript{191, 192} to larger molecules such as benzonitrile, whose initial discovery in the ISM was relatively recent.\textsuperscript{193} Nitriles, defined by their C–N functional group, are of particular interest as pre-biotic molecules and potential precursors of amino acids. Several nitriles have been identified in the atmosphere of Titan using the Ion Neutral Mass Spectrometer on the Cassini spacecraft, and are believed to be important in tholin formation,\textsuperscript{194} as well as astrobiology.\textsuperscript{195}

Acetonitrile (CH$_3$CN; the neutral reactant in this study) has been found abundantly throughout many regions of space since its initial identification in the ISM in 1971.\textsuperscript{196} It has been observed in cold dark clouds,\textsuperscript{197} low-mass protostars,\textsuperscript{198, 199} and is considered an indicator of the presence of hot cores.\textsuperscript{200, 201} CH$_3$CN has also been discovered in dust from comet Halley,\textsuperscript{202} Hale-Bopp (C/1995 O1)\textsuperscript{203} and, more recently, at the surface of comet 67P/Churyumov-Gerasimenko.\textsuperscript{204} These cometary identifications can yield critical glimpses into the past conditions and evolutionary history of the Milky Way. Deuterated variants CD$_3$CN and CDH$_2$CN have been identified in hot cores and star-formation regions,\textsuperscript{205} and the presence of isotopologues of CH$_3$CN is used to study relative populations of hydrogen and deuterium in some regions of the ISM.\textsuperscript{206}

Halogen-containing compounds have also been identified in the ISM, but their role and evolution are less well understood. In particular, chlorine has been found in the ISM in several small molecules (NaCl, AlCl, KCl, HCl),\textsuperscript{207} as well as in CH$_3$Cl\textsuperscript{208} and H$_2$Cl$^+$.\textsuperscript{209, 210} The only halogenated carbocation to be observed thus far in the ISM is CF$^+$,\textsuperscript{207} whereas CCl$^+$ has been predicted to occur, although only in low abundances.\textsuperscript{211} CCl$^+$ can be produced from reactions of C$^+$ + HCl,\textsuperscript{212} and once formed, has been assumed to be predominantly nonreactive. Specifically, room-temperature Selected-Ion Flow-Tube mass spectrometry (SIFT) measurements demonstrated that CCl$^+$ does not react with HCN (or CO$_2$, CO, O$_2$, H$_2$O, CH$_4$, H$_2$)$^{133}$. However, it was shown
to react with NH$_3$ and H$_2$CO.\cite{135} Recent work from our group demonstrated that CCl$^+$ reacts with acetylene (C$_2$H$_2$), producing small fundamental carbocations after losing neutral Cl or HCl.\cite{213} Predictions and models of chemistry involving CCl$^+$, paired with measurements of reaction products and approximate rate constants, can indirectly investigate the potential abundances and plausible locations of this cation. Thus, we believe CCl$^+$ to be an important molecule to study for understanding astrochemistry, even preceding a conclusion regarding its presence in the ISM.

In contrast to CCl$^+$, laboratory reactions of nitriles have been much more widely studied. Ion cyclotron resonance (ICR) spectrometry has been used to measure reactions with HCN and carbocations,\cite{214} while other ion trap experiments have investigated reactions of CH$_3$CN with multiple carbocations,\cite{215} SIFT experiments demonstrated reactivity of CH$_3$CN with O$^+$, H$^+$, D$^+$, HeD$^+$, and HeH$^+$,\cite{216} as well as with C$_2$H$_4^+$,\cite{217} and C$_2$H$_2^+$.\cite{218} However, very few measurements have reported reactions of halogenated carbocations with any nitrile. The only reported reactions of this type are the reaction of CF$_3^+$ with CH$_3$CN and benzonitrile, both of which were shown to produce only the adduct.\cite{219} The reactions of CF$_3^+$ were executed in a higher pressure regime than that of the current experiment, where reactive intermediates are unable to be stabilized through collisions with background gas. The reactivity of halogenated carbocations with nitriles is in need of further exploration, particularly in a cold, low-pressure environment. This work seeks to understand more about this reaction class by studying the reaction of CCl$^+$ + CH$_3$CN in this regime.

There are multiple useful techniques for studying ion-neutral chemistry.\cite{220,221} Of particular interest here is the cold (~160 K), low-pressure environment provided by using a linear Paul ion trap (LIT), which is excellent for elucidating ion-neutral chemical reactions.\cite{62,45} This experimental setup affords a significant amount of control, including the manipulation of collisional energy,\cite{173,222} nuclear spin,\cite{223} and the measurement of isomer,\cite{73,7} isotope,\cite{171,68} and quantum state\cite{224,225,226,227} dependencies. Ions of interest are co-trapped and sympathetically cooled with laser-cooled Ca$^+$, forming a mixed species Coulomb crystal, achieving translationally cold, trapped ions. Reactions of these cold ions with room-temperature neutral gas result in colli-
sional energies characterized by temperatures on the order of ~160 K. While this is warmer than the coldest regions of the ISM, the energetics of these collisions impede endothermic reactions and interactions with significant barriers, resembling the constraints of the ISM. Furthermore, the addition of a time-of-flight mass spectrometer (TOF-MS) provides detection of ionic reactants and products with high mass resolution—a powerful tool for probing reaction products and kinetics.[65]

The reaction of sympathetically cooled CCl\(^+\) with CH\(_3\)CN is studied using our LIT TOF-MS. This work seeks to illuminate the role and reactivity of these novel species in the gas phase under experimental conditions that are approximate to that of the ISM and planetary atmospheres. The primary products are found to be C\(_2\)H\(_3\)\(^+\) and HNCCI\(^+\), which are unambiguously assigned through the use of isotope substitutions. Computational modeling also supports these product assignments, suggesting a reaction pathway requiring cleavage of the C=N bond of CH\(_3\)CN in order to form the observed products. Furthermore, the study of CCl\(^+\) + CH\(_3\)CN signifies an initial investigation in reactions of halogenated carbocations with nitriles.

4.2 Methods

4.2.1 Experimental Methods

Reaction data were collected using a LIT radially coupled to a TOF-MS. Detailed descriptions of the apparatus have been outlined previously,[65, 213] and only a brief summary focusing on the specific details relevant to the current experiment will be given here. CCl\(^+\) was produced using tetrachloroethylene (TCE, C\(_2\)Cl\(_4\)) seeded in a pulsed supersonic expansion of rare atomic gas (1.4% C\(_2\)Cl\(_4\) in ~1000 Torr He). The skimmed molecular beam was overlapped with a focused beam (216 nm) in the center of the trap. This beam was produced from a pulsed dye laser (LI-OPTEC LiopStar; 10 ns pulse, 100 \(\mu\)J/pulse), which was then frequency-doubled using a nonlinear BBO crystal. Non-resonant multiphoton ionization of TCE resulted in several fragments, including C\(^{35}\)Cl\(^+\), C\(^{37}\)Cl\(^+\), \(^{35}\)Cl\(^+\), \(^{37}\)Cl\(^+\), C\(_2\)\(^+\), and small amounts of C\(_2\)\(^{35}\)Cl\(^+\) (hereafter, the more abundant isotope \(^{35}\)Cl will be referred to as simply Cl, while \(^{37}\)Cl will be specified when appropriate).
Unwanted ions were ejected from the trap by sweeping over resonance frequencies of the specific mass-to-charge ratio ($m/z$) of undesired ions. This provided a clean sample of either CCl$^+$ or C$^{37}$Cl$^+$ with minimal impurities, as demonstrated in Fig. 4.1.

After removing unwanted ionization products from the trap, Ca$^+$ was loaded by non-resonantly photoionizing an effusive beam of calcium using the third harmonic of an Nd:YAG (Minilite, 10 Hz, $\sim 7$ mJ/pulse at 355 nm). The resulting Ca$^+$ ions were Doppler laser cooled by two external cavity diode lasers, forming a Coulomb crystal structure, which sympathetically cooled the co-trapped CCl$^+$ ions via the Coulomb interaction. Ca$^+$ ion fluorescence was collected using a microscope objective and focused onto an intensified CCD camera located above the trap, allowing for qualitative visual monitoring of the experiment. The heavier “dark” CCl$^+$ ions arrange themselves in outer shells around the Ca$^+$ ions, deforming the fluorescing Coulomb crystal as seen in Fig. 4.1b. A typical experiment utilized 150-250 CCl$^+$ ions trapped with $\sim 1000$ Ca$^+$ ions, all of which were translationally cold ($\sim 10$ K, primarily due to micromotion heating).

After CCl$^+$ and Ca$^+$ ions were loaded, neutral CH$_3$CN (9-10% CH$_3$CN or CD$_3$CN in N$_2$) was leaked into the vacuum chamber ($2 \times 10^{-9}$ Torr or $3 \times 10^{-7}$ Pa gas pressure at 300 K) for a set duration of time using a pulsed leak-valve scheme. Typical chamber base pressure is $4 \times 10^{-10}$ Torr ($5 \times 10^{-8}$ Pa). The measurements of gas partial pressures in the chamber were recorded using a Bayard-Alpert hot cathode ionization gauge. Because ion gauges are not well characterized at pressures below $\sim 1 \times 10^{-8}$ Torr, the partial pressure of neutral gas in the chamber is subject to systematic uncertainty. For this reason, emphasis will be placed on determination of experimental reaction products and branching ratios, rather than precision measurements of rate constants. The opening of the leak valve (LV) defined the zero-time point; the LV remained open for 0, 10, 30, 60, 90, 120, 150, 180, 210, 240, or 330 s before ejecting the ions into the TOF-MS. This process was repeated about 10 times for every time step and measured ion numbers from each mass were averaged over each time step. The average number of reactant and product ions were then normalized by the initial CCl$^+$ numbers and plotted against time, forming a reaction curve. These reaction curves were then used to determine the relevant rate constants. Reaction curves
Figure 4.1: a) TOF traces demonstrating before and b) after cleaning using secular excitations. After cleaning, only Ca$^+$ ($m/z$ 40, $m/z$ 42, and $m/z$ 44) and CCl$^+$ ($m/z$ 47) remain in quantities greater than $\sim$ 5 ions. Also included on the left is a false-color CCD image of fluorescing Ca$^+$ ions, the resulting Coulomb crystal is deformed primarily in the center section by the heavier CCl$^+$ ions which sit on the outside of the Ca$^+$ in the radial direction. This is seen by the deformation of the fluorescing ions from an ellipsoidal shape to one with the appearance of “flattened” sides. The crystal appears truncated because it expands slightly beyond the CCD camera frame.

were collected in the same manner for isotopologues C$^{37}$Cl$^+$ and CD$_3$CN, such that all four possible combinations of isotopologues were used. The chemical formula of each mass peak was confirmed by examining the shift in mass spectra as a result of isotopologue substitution (see section 4.3.2), a shift that can be seen due to the excellent mass resolution of the TOF-MS.[65] In addition, all of the ionic species were tracked via TOF-MS traces. The total number of ions were compared for each time point to ensure that the numbers were constant throughout the experiment; this ruled out systematic losses of ions from the trap. Figures illustrating conservation of charge over each reaction are given with more context in the supplementary material.
4.2.2 Computational Methods

Several theoretical methods were used to explore the potential energy surface for the reaction of CCl\(^+\) + CH\(_3\)CN. In a previous study, the M06-2X/aug-cc-pVTZ level of theory was found to produce accurate geometries and energies for small nitrogen- and chlorine-containing compounds,\[184]\ and was therefore chosen to determine possible stationary points. Scans over bond lengths, angles, and dihedrals allowed identification of minima and saddle points. Transition states were verified by visually inspecting the single imaginary frequency and also by using intrinsic reaction coordinate (IRC) analysis. The geometries of the reactants, products, intermediate states, and transition states were then used as starting points for calculations at the MP2/aug-cc-pVTZ level of theory. Zero point energy (ZPE) corrections from calculated harmonic vibrational frequencies (MP2/aug-cc-pVTZ) were added to CCSD(T)/CBS single point energies [CCSD(T)/CBS//MP2/aug-cc-pVTZ nomenclature is used in the subsequent discussions]. Additional higher order calculations were carried out at the CCSD(T)/CBS//CCSD/aug-cc-pVTZ level of theory for reactants and predicted products to provide accurate energetics for the thermodynamic limits of the reaction within 0.04 eV. Even though \(^{37}\)Cl and D isotope substitutions were used experimentally to determine the chemical formulas of the products, calculations accommodating these substitutions are outside the scope of this work. Density functional theory (DFT) calculations and relaxed potential energy surface scans were done using Gaussian 16,\[176]\ while the higher order MP2 and CCSD computations were done using Psi4 v1.3.2.\[177]\ 

Statistical reaction rate theory calculations were performed to simulate the kinetics of the CCl\(^+\) + CH\(_3\)CN reaction. These calculations were carried out using a custom version of the Multi-Well2020 suite of programs,\[230, 231, 232]\ modified to treat bath-gas collisions using the Langevin model. Simulations followed a general approach that we have used extensively to investigate ion reaction dynamics in a diverse range of instruments, including ion trap,\[233]\ tandem,\[234]\ and ion mobility\[235]\ mass spectrometers. Electronic energies, vibrational frequencies, and moments of inertia were from the CCSD(T)/CBS//MP2/aug-cc-pVTZ model chemistry calculations. Micro-
scopic rate constants were calculated via Rice-Ramsperger-Kassel-Marcus (RRKM) theory, on the basis of rigid-rotor harmonic-oscillator sums and densities of state. For barrierless ion-molecule reactions, association rate coefficients were set at the ADO theory value, with the restricted Gorin model\textsuperscript{[236]} then applied to fit an effective transition state structure. Energy grained master equation simulations were performed in order to predict the CCl$^+$ + CH$_3$CN reaction products. These calculations featured energy grains of 10 cm$^{-1}$ and a single exponential down collisional energy transfer model, with the average energy in deactivating collisions set at 200 cm$^{-1}$.\textsuperscript{[237]} Simulations comprised $10^{10}$ trajectories, and in each case a reaction was predicted to be complete within less than the time required for one bath-gas collision (i.e., effectively collisionless). Simulations were performed at a pressure of $2 \times 10^{-9}$ Torr N$_2$, where acetonitrile was assumed to be infinitely diluted in N$_2$. Temperature was varied between 40 and 400 K in order to examine predicted rates from atmospheric down to astrochemically relevant conditions. These simulations assumed statistical behavior, something that can be tested for in the future, when greater control over the energy of the neutral reactant becomes possible.

4.3 Results & Discussion

For the sake of clarity, the reaction thermodynamics will be discussed with the concluded chemical formula assignments in Section 4.3.1, followed by experimental support in Section 4.3.2. Finally, in Section 4.3.3 the modeled potential energy surface, branching ratios, and rate constants of the reaction are discussed.

4.3.1 Reaction thermodynamics

Overall, the reaction of CCl$^+$ + CH$_3$CN forms the primary ionic products C$_2$H$_3^+$ and HNCCl$^+$, which proceed to react with excess CH$_3$CN to form the secondary product protonated acetonitrile (CH$_3$CNH$^+$). This model is illustrated in Fig. 4.2.

Neutral CH$_3$CN was introduced into the vacuum chamber as a room temperature gas (300 K). Therefore, when reacting with translationally cold CCl$^+$ ($\sim 10$ K), the calculated collision energy
Figure 4.2: Reaction model for CCl\(^+\) + CH\(_3\)CN, noting the reaction order and identity of ions. Each arrow represents a reaction with a neutral CH\(_3\)CN molecule. Red number below the molecule denotes \(m/z\) ratio. The molecular ions are depicted above, with black indicating carbon, blue for nitrogen, white for hydrogen, and green for chlorine.

for the reaction is characterized by a temperature of about 160 K (\(\sim\) 15 meV). This provides an approximate upper limit to the reaction energetics. The observed products are all significantly exothermic and well below the upper limit provided by the calculated collision energy, as shown by Equations 4.1-4.4 [CCSD(T)/CBS//CCSD/aug-cc-pVTZ; accurate within 0.04 eV].

Primary products:

\[
\text{CCl}^+ + \text{CH}_3\text{CN} \rightarrow \text{C}_2\text{H}_3^+ + \text{NCl}
\]
\[
\Delta E = -1.17 \text{ eV}
\] (4.1)

\[
\text{CCl}^+ + \text{CH}_3\text{CN} \rightarrow \text{HNCCl}^+ + \text{C}_2\text{H}_2
\]
\[
\Delta E = -2.09 \text{ eV}
\] (4.2)

Secondary products:

\[
\text{C}_2\text{H}_3^+ + \text{CH}_3\text{CN} \rightarrow \text{CH}_3\text{CNH}^+ + \text{C}_2\text{H}_2
\]
\[
\Delta E = -1.41 \text{ eV}
\] (4.3)

\[
\text{HNCCl}^+ + \text{CH}_3\text{CN} \rightarrow \text{CH}_3\text{CNH}^+ + \text{NCl}
\]
\[
\Delta E = -0.48 \text{ eV}
\] (4.4)
These calculated limits assume the lowest energy isomers. For example, in Eqns. 4.2 and 4.3 the C₂H₃⁺ energy refers to that of the non-classical “bridge” isomer (see Fig. 4.2 or PRD2 in Fig. 4.7). This non-classical isomer is where the third H hovers between the two carbons, as opposed to the “classical” or “Y” structure (H₂C₂H⁺, see PRD3 in Fig. 4.7). Other possible isomeric products are discussed in Section 4.3.3.

### 4.3.2 Reaction measurements

One consideration here is that Ca⁺ reacts with acetonitrile[77] to produce CaCN⁺ (m/z 66) with no further reactions. This was verified by reacting Ca⁺ + CH₃CN – without loading CCl⁺ ions – and demonstrating the growth of the m/z 66 mass channel concurrent with the equivalent loss of ions in the m/z 40 channel. We compared the modeled reaction rate with and without the presence of CCl⁺ and concluded no statistically significant differences between the two cases. Furthermore, if CCl⁺ + CH₃CN had products that overlapped with this single Ca⁺ + CH₃CN product channel, there would be ions missing from the final CX₃CNX⁺ channel (where X denotes the appropriate H or D), which is not the case for any of our isotopologue combinations. For this reason, we believe we can fully delineate the products of the two reactions.

Curves that are produced from the reaction of CCl⁺ + CH₃CN are shown in Fig. 4.3. Here, CCl⁺ (m/z 47; blue) reacts to form two primary products: C₂H₃⁺ (m/z 27; green) and HNCCl⁺ (m/z 62; black). The reduction of the CCl⁺ population (blue) is concurrent with the growth of C₂H₃⁺ (green) and HNCCl⁺ (black). Both of the primary product populations then reduce over time as the secondary product CH₃CNH⁺ (m/z 42; red) population grows from reactions with excess CH₃CN. CH₃CNH⁺ is confirmed as a second order product because its maximum slope coincides with the maximum number of primary products.

Experimental reaction rates are determined by fitting the reaction data to a pseudo-first order model. CCl⁺ was modeled to branch into primary products C₂H₃⁺ and HNCCl⁺. These primary products were then modeled to react again with CH₃CN to form CH₃CNH⁺. This model
corresponds to the following set of differential equations:

\[
\begin{align*}
\frac{d[N_{CCl}^+]}{dt} &= -[N_{CCl}^+] \cdot (k_{CCl^+\rightarrow C_2H_3^+} + k_{CCl^+\rightarrow HNCCl^+}) \\
\frac{d[N_{C_2H_3^+}]}{dt} &= [N_{CCl}^+] \cdot k_{CCl^+\rightarrow C_2H_3^+} - [N_{C_2H_5^+}] \cdot k_{C_2H_5^+\rightarrow CH_3CN^+} \\
\frac{d[N_{HNCCl}^+]}{dt} &= [N_{CCl}^+] \cdot k_{CCl^+\rightarrow HNCCl^+} - [N_{HNCCl}^+] \cdot k_{HNCCl^+\rightarrow CH_3CN^+} \\
\frac{d[N_{CH_3CN}^+]}{dt} &= [N_{C_2H_3^+}] \cdot k_{C_2H_5^+\rightarrow CH_3CN^+} + [N_{HNCCl}^+] \cdot k_{HNCCl^+\rightarrow CH_3CN^+}
\end{align*}
\] (4.5)

Where “\([N]\)” refers to the number of ions of the denoted chemical formula, and “\(k\)” refers to the fitted rate constant from one indicated ion to another. This set of equations reflects the complete model for the unsubstituted reaction, as shown in Fig. 4.3.

Figure 4.3: Rate reaction data (points) and fits (curves) for pseudo-first order reaction of CCl\(^+\) + CH\(_3\)CN. CCl\(^+\) (blue x) reacts with excess CH\(_3\)CN resulting in first order products C\(_2\)H\(_3\)\(^+\) (green circle) and HNCCl\(^+\) (black asterisk). Each of these primary products then reacts with excess CH\(_3\)CN to form CH\(_3\)CNH\(^+\) (red box).

The primary product mass assignments, namely C\(_2\)H\(_3\)\(^+\) and HNCCl\(^+\), given by the initial reaction of CCl\(^+\) + CH\(_3\)CN were verified by using different combinations of isotopologues. Specifically C\(^{37}\)Cl\(^+\) (\(m/z\) 49) and CD\(_3\)CN (\(m/z\) 44) were used to form four possible combinations of reactants. Reaction curves were measured for each of the four unique pairs and mass peak shifts were recorded for each case. Specifically, when the reaction proceeded with C\(^{37}\)Cl\(^+\) + CH\(_3\)CN, only
one of the primary products shifted, \( m/z \) 62 → 64 (HNC\(^{37}\)Cl\(^{+}\)), identifying it as the only chlorine-containing product. In the case of CCl\(^{+}\) + CD\(_3\)CN, both primary products shifted: \( m/z \) 27 → 30 (C\(_2\)D\(_3\)\(^{+}\)), and \( m/z \) 62 → 63 (DNCCl\(^{+}\)). Furthermore, the secondary product shifted, \( m/z \) 42 → 46 (CD\(_3\)CND\(^{+}\)). In the final case, C\(^{37}\)Cl\(^{+}\) + CD\(_3\)CN, the mass shifts were consistent with the aforementioned products. An additional process occurs in reactions involving CD\(_3\)CN, which produces a small amount of a tertiary product \( m/z \) 45, assigned to CD\(_3\)CNH\(^{+}\). This tertiary process occurs possibly by either from H-D swapping or from contributions from a small number of contaminant ions remaining from the initial ion loading scheme (any given contaminant constitutes ≤ 5% of 150-250 initial CCl\(^{+}\) numbers).

Modeling these isotope-substituted reactions was slightly more complicated than the unsubstituted reactions as there was greater incidence of contaminant ions. Namely, the population of ions that were unable to be removed from the trap before the reaction was initiated each represented ≤ 5% of the initial CCl\(^{+}\) numbers (150-250), but together were more notable in the C\(^{37}\)Cl\(^{+}\) reactions. Many of these (for example, \( m/z \) 19, likely H\(_3\)O\(^{+}\), or \( m/z \) 25, C\(_2\)H\(^{+}\)) were suspected to be directly or indirectly contributing to the protonated acetonitrile signal, and were modeled as such:

\[
\frac{d[N\text{CCI}^{+}]}{dt} = - [N\text{CCI}^{+}] \cdot (k\text{CCI}^{+}\rightarrow\text{C}_{2}\text{H}_{3}^{+} + k\text{CCI}^{+}\rightarrow\text{HNCCl}^{+})
\]

\[
\frac{d[N\text{C}_{2}\text{H}_{3}^{+}]}{dt} = [N\text{CCI}^{+}] \cdot k\text{CCI}^{+}\rightarrow\text{C}_{2}\text{H}_{3}^{+} - [N\text{C}_{2}\text{H}_{3}^{+}] \cdot k\text{C}_{2}\text{H}_{3}^{+}\rightarrow\text{CH}_{3}\text{CNH}^{+}
\]

\[
\frac{d[N\text{HNCCl}^{+}]}{dt} = [N\text{CCI}^{+}] \cdot k\text{CCI}^{+}\rightarrow\text{HNCCl}^{+} - [N\text{HNCCl}^{+}] \cdot k\text{HNCCl}^{+}\rightarrow\text{CH}_{3}\text{CNH}^{+}
\]

\[
\frac{d[N\text{CH}_{3}\text{CNH}^{+}]}{dt} = [N\text{C}_{2}\text{H}_{3}^{+}] \cdot k\text{C}_{2}\text{H}_{3}^{+}\rightarrow\text{CH}_{3}\text{CNH}^{+} + [N\text{HNCCl}^{+}] \cdot k\text{HNCCl}^{+}\rightarrow\text{CH}_{3}\text{CNH}^{+}
\]

\[
+ [N\text{cont}] \cdot k\text{cont}\rightarrow\text{CH}_{3}\text{CNH}^{+}
\]

\[
\frac{d[N\text{cont}]}{dt} = - [N\text{cont}] \cdot k\text{cont}\rightarrow\text{CH}_{3}\text{CNH}^{+}
\]

This set of differential equations represents the model used to fit the reaction C\(^{37}\)Cl\(^{+}\) + CH\(_3\)CN (Fig. 4.4).

When deuterated acetonitrile is used, it is assumed that the hydrogen-containing contami-
nants still protonate acetonitrile (producing CD₃CNH⁺). In addition, a small turnover seen in the population of CD₃CND⁺ is attributed to H-D swapping either caused in the gas delivery lines, or do to small amounts of ambient water in the trap itself. In this case, our model becomes:

\[
\begin{align*}
\frac{d[N_{CCl^+}]}{dt} &= - [N_{CCl^+}] \cdot (k_{CCl^+\rightarrow C_2D_3^+} + k_{CCl^+\rightarrow DNCCl^+}) \\
\frac{d[N_{C_2D_3^+}]}{dt} &= [N_{CCl^+}] \cdot k_{CCl^+\rightarrow C_2D_3^+} - [N_{C_2D_3^+}] \cdot k_{C_2D_3^+\rightarrow CD_3CND^+} \\
\frac{d[N_{DNCCl^+}]}{dt} &= [N_{CCl^+}] \cdot k_{CCl^+\rightarrow DNCCl^+} - [N_{DNCCl^+}] \cdot k_{DNCCl^+\rightarrow CD_3CND^+} \\
\frac{d[N_{CD_3CND^+}]}{dt} &= [N_{C_2D_3^+}] \cdot k_{C_2D_3^+\rightarrow CD_3CND^+} + [N_{DNCCl^+}] \cdot k_{DNCCl^+\rightarrow CD_3CND^+} \\
&\quad - [N_{CD_3CND^+}] \cdot k_{CD_3CND^+\rightarrow CD_3CNH^+} \\
\frac{d[N_{CD_3CNH^+}]}{dt} &= [N_{CD_3CND^+}] \cdot k_{CD_3CND^+\rightarrow CD_3CNH^+} + [N_{cont}] \cdot k_{cont\rightarrow CD_3CNH^+} \\
\frac{d[N_{cont}]}{dt} &= - [N_{cont}] \cdot k_{cont\rightarrow CD_3CNH^+}
\end{align*}
\]

This model was used to fit data for the reactions CCl⁺ + CD₃CN (Fig. 4.5) and C³⁷Cl⁺ + CD₃CN (Figure 4.6).

The measured rate constants for primary products of CCl⁺ + CH₃CN are reported in Table...
Figure 4.5: Figure 4.5: (left): Rate reaction data (points) and fits (curves) for pseudo-first order reaction of CCl$^+$ + CD$_3$CN. CCl$^+$ (blue x) reacts with excess CD$_3$CN, resulting in first order products C$_2$D$_3^+$ (green circle) and DNCCl$^+$ (black box). Each of these primary products then reacts with excess CD$_3$CN to form CD$_3$CND$^+$ (red asterisk). (right) The same reaction curve fit, here also demonstrating the contaminant population (magenta +), and protonated acetonitrile formation, CD$_3$CNH$^+$ (cyan triangle).

Figure 4.6: Figure 4.6: (left): Rate reaction data (points) and fits (curves) for pseudo-first order reaction of C$^{37}$Cl$^+$ + CD$_3$CN. C$^{37}$Cl$^+$ (blue x) reacts with excess CD$_3$CN, resulting in first order products C$_2$D$_3^+$ (green circle) and DNC$^{37}$Cl$^+$ (black box). Each of these primary products then reacts with excess CD$_3$CN to form CD$_3$CND$^+$ (red asterisk). (right) The same reaction curve fit, here also demonstrating the contaminant population (magenta +), and protonated acetonitrile formation, CD$_3$CNH$^+$ (cyan triangle).

4.1 The Langevin capture model is a natural starting place for the analysis of experimental reaction rate constants, as it is the simplest and most general approach for predicting rate constants in
Table 4.1: Rate constants for isotopological variations of CCl\(^+\) + CH\(_3\)CN primary products. ‘X’ represents a hydrogen or deuterium from acetonitrile, and corresponds to the isotopologue used. Rates are in units of \(\times 10^{-9}\) cm\(^3\)/s, and reported statistical uncertainty is the calculated 90% confidence interval.

<table>
<thead>
<tr>
<th>Reactants</th>
<th>C(_2)X(_3)^+</th>
<th>XNCCl(^+)</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCl(^+) + CH(_3)CN</td>
<td>1.6 ± 0.5</td>
<td>2.2 ± 0.5</td>
<td>3.8 ± 0.4</td>
</tr>
<tr>
<td>C(^{37})Cl(^+) + CH(_3)CN</td>
<td>2.9 ± 0.7</td>
<td>3.0 ± 0.7</td>
<td>5.9 ± 0.3</td>
</tr>
<tr>
<td>CCl(^+) + CD(_3)CN</td>
<td>2.4 ± 0.5</td>
<td>3.0 ± 0.5</td>
<td>5.4 ± 0.3</td>
</tr>
<tr>
<td>C(^{37})Cl(^+) + CD(_3)CN</td>
<td>2.9 ± 0.8</td>
<td>3.4 ± 0.8</td>
<td>6.3 ± 0.3</td>
</tr>
</tbody>
</table>

Notably, temperature-independent, this theory estimates the likelihood of collisions between an ion and a neutral nonpolar molecule. The Langevin rate constant was found to be \(k = 1.11 \times 10^{-9}\) cm\(^3\)/s, 3-6 times smaller than the total reaction rate constant. This underestimation is most likely due to the polar nature of neutral CH\(_3\)CN, which is not accounted for in Langevin theory. Average dipole orientation (ADO) theory expands on Langevin theory to account for the polarity of the neutral reactant and should show closer agreement with the measured total reaction rate constant. This is reflected in the fact that CH\(_3\)CN has a rather large dipole-locking constant (\(c\)) of \(\sim 0.25\), leading to \(k_{ADO, unsub} = 3.74 \times 10^{-9}\) cm\(^3\)/s (calculated with the reduced mass of unsubstituted reactants). Parametrized trajectory calculations, a variation on ADO theory, were also carried out for this system, with a calculated rate constant of \(k_{traj} = 5.27 \times 10^{-9}\) cm\(^3\)/s. The parameterized trajectory theory value agrees with the ADO value within the precision of our experiments, and the subsequent analysis refers only to the ADO values. Our measured total reaction rate constant for CCl\(^+\) + CH\(_3\)CN, \(3.8 \pm 0.7 \times 10^{-9}\) cm\(^3\)/s (see Table 4.1), reflects good agreement with ADO theory. This agreement testifies to the high degree of efficiency of the CCl\(^+\) + CH\(_3\)CN reaction, where effectively every ion-molecule collision results in the formation of new reaction products, with little reformation of the reactants (vide infra). The high reactivity of CCl\(^+\) toward acetonitrile stands in stark contrast to much of the previous work on the reaction kinetics of this ion with neutral molecules.

The isotope substituted total reaction rate constants (also in Table 4.1) agree fairly well with the measured rate constant for CCl\(^+\) + CH\(_3\)CN, but are somewhat faster, between 5.4 – 6.4 \(\times\)
$10^{-9}$ cm$^3$/s, compared to the unsubstituted total reaction rate constant. This trend is not precisely captured by ADO theory, which predicts a very small ($\leq 5\%$) reduction in the rate constant for both C$^{37}$Cl$^+$ and CD$_3$CN substitutions. There is precedence for the trend of increased rate constant upon isotope substitution. Indeed, recently, this inverse kinetic isotope effect has been observed using a similar apparatus and Coulomb crystal environment by monitoring the charge exchange reaction between Xe$^+$ and NH$_3$ or ND$_3$. This effect, which was suggested to be due to intramolecular vibrational redistribution (IVR) occurring at a faster rate, and to a higher density of states in the deuterated ammonia.[68] It is possible that we are observing a similar effect here. It should be emphasized that we use a Bayard-Alpert hot cathode ionization gauge to measure the partial pressure of CH$_3$CN gas in the chamber. While sensitivity factors for the gases used in this study have been previously measured, they are not well characterized at pressures of $10^{-9} - 10^{-10}$ Torr (current regime). This systematic uncertainty is difficult to quantify, and is not reflected in our reported uncertainties. For this reason, we do not make a definitive assessment as to whether we are observing an inverse kinetic isotope effect. Instead, more significance is placed on the determination of branching ratios (see Table 4.2) and assignments of chemical formulas and structures of observed reaction products, rather than to individual rate constant measurements.

Table 4.2: Branching ratios for primary products by isotopological variations of CCl$^+$ + CH$_3$CN reaction. The calculated branching ratio represents the fraction of protonated acetylene rate constant, divided by the total CCl$^+$ decay rate constant. ‘X’ represents a hydrogen or deuterium, and corresponds to neutral reactant.

<table>
<thead>
<tr>
<th>Reactants</th>
<th>Branching Ratio $(k(C_2X_3^+)/k_{total})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCl$^+$ + CH$_3$CN</td>
<td>0.43 ± 0.16</td>
</tr>
<tr>
<td>C$^{37}$Cl$^+$ + CH$_3$CN</td>
<td>0.50 ± 0.17</td>
</tr>
<tr>
<td>CCl$^+$ + CD$_3$CN</td>
<td>0.44 ± 0.11</td>
</tr>
<tr>
<td>$^{37}$CCl$^+$ + CD$_3$CN</td>
<td>0.46 ± 0.17</td>
</tr>
</tbody>
</table>

The branching ratios shown in Table 4.2 are nearly 50% for each of the primary products; here reported as the rate of the C$_2$H$_3^+$ production over the sum of both primary product rate constants. If all products branched from the same final step of the potential energy surface (see
Fig. 4.7, the more exothermic product, HNCCl\(^+\), might be expected to be favored. However, as will be discussed in section 4.3.3, the potential energy surface is much more complex, with the existence of branching pathways, as well as multiple isomers of products. This necessitates an energy grained master equation approach to obtain quantitative branching ratio predictions.

Secondary reactions with excess CH\(_3\)CN are comprised of a proton transfer from either C\(_2\)H\(_3\)\(^+\) or HNCCl\(^+\) forming CH\(_3\)CNH\(^+\). Analysis of the kinetics for these reactions is more straightforward, and the relative proton affinities of the neutral molecules guide our expectations for the stability of the products. CH\(_3\)CN has a larger proton affinity than either NCCl or C\(_2\)H\(_2\) and thus both primary products transfer a proton to neutral CH\(_3\)CN to form the secondary product CH\(_3\)CNH\(^+\). Reaction dynamics predicted by relative proton affinities has precedence in ion-neutral gas-phase chemistry, and bounds on proton affinities have been determined by examining which proton transfers do or do not take place. In addition, these reactions are both energetically favorable, as per the reaction thermodynamics reported in Eqns. 4.3-4.4. As for the relative rate constants calculated for the second order reactions, ADO theory predicts a slightly larger rate constant for the C\(_2\)H\(_3\)\(^+\) + CH\(_3\)CN reaction (4.3 \times 10^{-9} \text{ cm}^3/\text{s}) due to its smaller reduced mass as compared to HNCCl\(^+\) + CH\(_3\)CN (3.5 \times 10^{-9} \text{ cm}^3/\text{s}). This trend is consistent with the reported experimental reaction rate constants in Table 4.3. Overall, there is reasonable agreement within the experimental uncertainty between the ADO calculated rate constants and those measured experimentally.

### 4.3.3 Modeling the CCl\(^+\) + CH\(_3\)CN reaction

The potential energy surface shown in Fig. 4.7 represents a few plausible reaction pathways of the CCl\(^+\) + CH\(_3\)CN reaction. It is a result of quantum chemical calculations and is comprised of equilibrium structures that bridge the reactants and the observed products. The experimental conditions are cold (\(\sim\)160 K) and very low pressure, which therefore means that there is no quenching of the internal energy of any of the intermediate low energy structures. Furthermore, the stationary points along this reaction pathway are all exothermic with respect to the reactants, such that the reaction complex can sample all these intermediary states until it leaves the surface irreversibly.
Table 4.3: Rate constants for isotope variations of CCl\(^+\) + CH\(_3\)CN secondary products. ‘X’ represents a hydrogen or deuterium from CH\(_3\)CN, and corresponds to the isotopologue used. Rates are in units of \(\times 10^{-9}\) cm\(^3\)/s, and reported statistical uncertainty is the calculated 90% confidence interval.

<table>
<thead>
<tr>
<th>Reactants</th>
<th>CX(_3)CN(^+)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(_2)H(_3)(^+) + CH(_3)CN</td>
<td>4.2 ± 1.7</td>
</tr>
<tr>
<td>HNCCl(^+) + CH(_3)CN</td>
<td>4.1 ± 1.2</td>
</tr>
<tr>
<td>C(_2)H(_3)(^+) + CH(_3)CN</td>
<td>6.2 ± 2.0</td>
</tr>
<tr>
<td>HNC(^{37})Cl(^+) + CH(_3)CN</td>
<td>3.8 ± 1.1</td>
</tr>
<tr>
<td>C(_2)D(_3)(^+) + CD(_3)CN</td>
<td>6.0 ± 1.5</td>
</tr>
<tr>
<td>DNCCl(^+) + CD(_3)CN</td>
<td>4.4 ± 0.9</td>
</tr>
<tr>
<td>C(_2)D(_3)(^+) + CD(_3)CN</td>
<td>6.2 ± 2.3</td>
</tr>
<tr>
<td>DNC(^{37})Cl(^+) + CD(_3)CN</td>
<td>5.9 ± 1.9</td>
</tr>
</tbody>
</table>

It is useful to consider the potential energy surface not only because it is an accessible way to explore the pathways to eventual exothermic products presented, but also because it provides a basis for the quantitative master equation-based kinetic modeling presented below. For clarity, the non-hydrogen atoms will be numbered C\(_1\), C\(_2\), N\(_3\), C\(_4\), Cl\(_5\), as marked on INT1 in Fig. 4.7.

In the presented potential energy surface, CCl\(^+\) and CH\(_3\)CN initially form the adduct INT1 as a bond is formed between N\(_3\) and C\(_4\). This structure then undergoes various changes in its bond lengths and angles isomerizing into the lower energy INT2 structure. INT2 can isomerize into INT4, which can dissociate without a barrier into PRD1 (HNCCl\(^+\) + HC\(_2\)H), PRD2 (C\(_2\)H\(_3\)\(^+\) + NCCl; where C\(_2\)H\(_3\)\(^+\) is the non-classical bridge structure), or PRD4 (HNCCl\(^+\) + H\(_2\)C\(_2\); where H\(_2\)C\(_2\) is the vinylidene isomer of C\(_2\)H\(_2\)). Determining the exact chemical identity of the C\(_2\)H\(_2\) isomer is beyond the scope of this study: while the \(m/z\) of ionic products is known based on the mass spectra, neutral products are speculative since they cannot be observed experimentally.

INT2 can also isomerize to INT3, which leads to the barrierless dissociation into PRD3, the classical “Y” C\(_2\)H\(_3\)\(^+\) structure and NCCl. The isomerization barrier between the two isomers of C\(_2\)H\(_3\)\(^+\) has been the subject of rigorous computational and experimental studies, and was found to be 4.8 meV as calculated at the CBS-APNO level of theory.\(^{239, 240, 241}\) Regardless of which
Figure 4.7: Potential energy surface for CCl$^+$ + CH$_3$CN, depicting equilibrium geometries connecting the reactants (REA) to the products (PRD1, PRD2, PRD3, and PRD4). In REA, PRD1, PRD2, PRD3, and PRD4, the bare ‘+’ denotes infinite distance between the ion-neutral pair, while the encircled ‘+’ indicates the ion of the ion-neutral pair. Geometries were calculated at MP2/aug-cc-pVTZ level, with CCSD(T)/CBS/MP2/aug-cc-pVTZ energies. ‘INT’ refers to intermediate states, while ‘TS’ indicates transition states. Asterisk denotes a step with an extremely shallow well, the depth of which depends on the level of theory).

isomer is produced in this reaction, both isomers are energetically allowed, with exothermicity larger than the isomerization barrier. Therefore, either C$_2$H$_3^+$ isomer may be the experimentally observed cation.

All of the outlined products are exothermic with respect to the reactants and there are only submerged barriers in the potential energy surface. This indicates that both products are likely to
form, which is perhaps reflected in the experimentally observed branching ratios being equal. This observation is tested below through RRKM theory/master equation kinetic modeling.

There are no previous measurements for reactions of CCl$^+$ with any nitriles with which to compare the current results. It does appear to be significant that the elucidated potential energy surface requires cleaving of the C≡N bond of CH$_3$CN. However, this is perhaps unsurprising given that once a bond is formed between the two reactants, more electron density will be pulled toward the more electronegative chlorine group. This is demonstrated in the first step of the PES, when INT1 (see Fig. 4.7) is formed. Two C-N bonds are of importance to this discussion: the C2-N3 bond, which originated from CH$_3$CN, and the C4-N3 bond, where the carbon from CCl$^+$ attaches to the terminal nitrogen of CH$_3$CN. The shift of electron density from the C2-N3 bond to the C4-N3 and C4-Cl5 bonds occurs in this first steps of this potential energy surface. On this surface, the shift of electron density between stationary points INT1 and TS1 (Fig. 4.7) suggests the C≡N functional group pairs with Cl over CH$_3$, stabilizing the complex with respect to the reactants. This is perhaps intuitive, as the highly electronegative Cl atom pulls electron density towards itself, forming a strong bond, further assisted by the electron donating methyl group of CH$_3$CN.

All products that are observed in this study are possibly a result of this shift and subsequent cleavage. Using the $^{13}$CH$_3$$^{13}$CN isotopologue as the neutral reactant could possibly provide more convincing experimental evidence of the C≡N bond cleaving mechanism, however, the cost of the reagent was prohibitive. While unsuccessful attempts were made to find a reaction pathway that did not cleave this C≡N bond, this did not constitute an exhaustive search of the PES. Regardless of whether a reaction pathway without cleavage of the C≡N bond exists, this theoretical mechanism is interesting in its own right.

To gain further insight into the CCl$^+$ + CH$_3$CN reaction, RRKM theory / master equation simulations were conducted on the basis of the potential energy surface reported in Fig. 4.7 (with PRD4 excluded). Predicted rate constants are plotted in Fig. 4.8 for the overall reaction and for formation of the PRD1 - PRD3 products as a function of temperature. Here, the overall rate constants reflect the ADO theory rates less any reverse dissociation of the ion-molecule complex.
back to the reactants. Also included in Fig. 4.8 is the experimental measurement made here and the ADO theory capture rate constants.

Figure 4.8: Theoretical (RRKM/ME) rate constants for the \( \text{CCl}^+ + \text{CH}_3\text{CN} \) reaction as a function of temperature. Values are included for the overall reaction (total) and for the formation of product ions \( \text{HNCCl}^+ \) (PRD1) and \( \text{C}_2\text{H}_3^+ \) (PRD2 + PRD3). Included for comparison are the experimental measurements (at the effective temperature of 160 K) and the ADO theory capture rate constants.

Fig. 4.8 indicates that the total rate constant is in good agreement with the experimental value, which in turn is similar to the ADO capture value. This reflects the high efficiency of the \( \text{CCl}^+ + \text{CH}_3\text{CN} \) reaction, which leads almost exclusively to new products. This is in turn attributed to both the low barriers for \( \text{CH}_3\text{CNCCl}^+ \) isomerization and the availability of dissociation channels for the subsequent isomers at below the reactant energy. Only at temperatures of around 300 K and above is the reverse dissociation channel significant, resulting in the predicted rate coefficients to fall below the upper limit set by ADO theory.

Branching between the \( \text{C}_2\text{H}_3^+ \) and \( \text{HNCCl}^+ \) product ions is approximately 50:50, again in accord with the experiments. Interestingly, product PRD3 is predicted to be the dominant pathway to \( \text{C}_2\text{H}_3^+ \), suggesting that it is formed in the classical, yet slightly higher-energy, vinylium form. This result is attributed to transition states TS2 and TS3 throttling the reaction flux from INT2.
to a similar extent. Once TS2 is overcome, dissociation to PRD1 outcompetes all other channels (including PRD2), due to its low energy and high entropy. Following TS3, INT3 prefers to dissociate further to PRD3 than to isomerize back to INT2, presumably due to the loose forward dissociation being highly favored in terms of entropy.

4.4 Conclusion and outlook

The gas-phase reaction of CCl\(^+\) + CH\(_3\)CN is presented, with primary products C\(_2\)H\(_3\)\(^+\) and HNCCl\(^+\) formed in approximately equal yields, and both channels producing a CH\(_3\)CNH\(^+\) secondary product. The LIT TOF-MS used in this study enables experimental conditions of low pressures and collisional energies, limiting the reaction dynamics to exothermic pathways without quenching the internal energy of the reaction complex. In addition, the high mass resolution afforded by the TOF-MS yields methodical product identification that is supported by isotope substitution and quantum chemical calculations. The presented potential energy surface pathways indicate a series of equilibrium structures shifting electron density from the original CH\(_3\)CN C\(\equiv\)N bond to the new C\(\equiv\)N bond formed with the carbon of CCl\(^+\). The experimental rate constants were reported and compared to Langevin and ADO theory capture rates, as well as to detailed master equation / RRKM theory-based simulations of the reaction kinetics on a multiple-channel multiwell potential energy surface. ADO theory, which includes the polarity of the neutral reactant, is in good agreement with the observed experimental primary product rate constants. The master equation modeling indicates that reaction is highly efficient, with the total rate constant predicted to approach the capture rate constant, consistent with capture-rate limited kinetics. Moreover, these calculations reproduce the experimentally observed branching fractions between the primary ionic products C\(_2\)H\(_3\)\(^+\) and HNCCl\(^+\). Although CCl\(^+\) has been predicted to not react with several neutrals, here, we see this is not the case, which is consistent with the previously observed reactions with C\(_2\)H\(_2\).\(^{[213]}\) This study presents the first example of this class of gas-phase reactions to be studied in a regime more closely comparable to that of the ISM and should aid in predicting the behavior of halogenated carbocations and nitriles in this region.
Future studies could further characterize CH$_3$CN with analogous reactions of various halogenated carbocations such as the astrochemically relevant ion CF$^+$. In theory, a reaction of CF$^+$ with CH$_3$CN would behave similarly, and the even more electronegative fluorine might be expected to reproduce chlorine’s behavior here. This would be particularly relevant to verify, as the presence CF$^+$ in the ISM is more firmly established. It would also be interesting to study the effects of various functional groups (possibly more electron donating or withdrawing) attached to the C≡N in lieu of the methyl of CH$_3$CN. For example, benzonitrile C$_6$H$_5$(CN) with its attached phenyl group could help stabilize intermediates or primary products and thus possibly shift the observed reaction rates. Studying the reaction of CCl$^+$ with various substituted nitriles might help elucidate a trend in nitrile reactivity in this low pressure and cold (~160 K) regime. Overall, probing the relative C≡N bond strength across nitriles might contribute to the understanding and predictions of the formation and reactivity of the nitriles present throughout the ISM. Although further isotope tagging is necessary to absolutely verify the experimental reaction mechanism, the computational results are suggestive, and open questions for the role and reactivity of the C≡N bond in nitriles.

For the LIT-TOFMS apparatus, future directions also include the integration of a traveling wave Stark decelerator\cite{19,17} to expand control over the internal and external energies of polar neutral molecules. The ability to slow molecules down into the millikelvin regime allows the elucidation of whether quantum mechanical effects to play a greater role ion-neutral chemical dynamics. In this way, it presents an opportunity to both understand this class of reactions at a fundamental level, as well as further our understanding of ISM chemistry.
Chapter 5

Formation of astrochemically relevant molecular ions: reaction of translationally cold CCl$^+$ with benzene in a linear ion trap

“Speculation and the exploration of ideas beyond what we know with certainty are what lead to progress. They are what makes science exciting.”

The following chapter is adapted from a work of the same name published in Physics Review A. I was the primary contributor to the data acquisition and analysis. I began the initial computational calculations, but they the majority of the work was completed by our excellent former postdoctoral researcher Katherine Catani.
5.1 Introduction

Rich chemistry takes place in regions that we still know relatively little about, such as areas of the interstellar medium (ISM) and planetary atmospheres. This chemistry is slowly being understood through a multidisciplinary effort focused on laboratory and theoretical studies, as well as physical measurements from new space exploration missions. Within this larger effort, ion-neutral reactions have been identified as requiring more experimental exploration, especially at lower temperatures. This is because ion-neutral reactions are known to have much faster rates than neutral-neutral reactions, and thus, are predicted to have a more prominent role in the chemistry present in these remote areas. Of particular interest are the ion-neutral reaction pathways that lead to carbon molecular weight growth and perhaps to polycyclic aromatic hydrocarbons (PAHs). Interest in PAHs is fueled by their ubiquity in, and importance to, the chemistry of many regions of the ISM. Interest has also been due to speculation that PAHs could be the carriers for the diffuse interstellar bands (DIBs), the mostly unidentified absorption features seen towards reddened stars and other extraterrestrial objects. Only C_{60}^{+} has been confirmed as a carrier, but the PAH hypothesis has fueled many spectroscopic and kinetic studies of potential PAH carriers and formation reactions. The spectroscopy of several PAHs has been well understood, but it remains to be demonstrated exactly how they form. A promising pathway involves additions of small ions to small aromatics (including benzene). Much work remains to investigate reactions within this category before a clear picture of this process can emerge. This requires exploration of candidate reactions to define their dynamics and potential role in such a process. Controlled, low temperature and pressure terrestrial kinetics and dynamics experiments can reproduce the conditions of the remote areas of the ISM and beyond, providing a clearer understanding of the complex reaction pathways and mechanisms in these environments.

Here, we report on the ion-neutral reaction of Cl^{+} + C_{6}H_{6}, measured for the first time in a low temperature and pressure regime. C_{6}H_{6} has been identified in the atmosphere of Jupiter,
Saturn, and Titan (one of Saturn’s moons) and has been tentatively identified in interstellar and circumstellar environments using mid-infrared spectroscopy. Benzenes participation in ISM chemistry is established, including reactivity with highly abundant atomic species such as H, O, C and N+. So far, CCl+ has not been considered a primary player in interstellar chlorine chemistry because its abundance is uncertain and was thought to be primarily inert to many (but not all) interstellar species. Only recently has the reactivity of CCl+ been illuminated through experimental efforts by our group. Specifically, its reactivity has been demonstrated with astrochemically relevant molecules acetylene and acetonitrile at low collision energies. These studies support the hypothesis that CCl+ has a hitherto underrepresented role in the chemistry that is occurring in the ISM. Potential abundances and plausible locations of CCl+ are inferred with the aid of measured reactions and rate constants, as well as predictions and models of chemistry involving CCl+. Thus, we believe CCl+ to be an important molecule to study, even preceding a definite conclusion regarding its abundance in the ISM. The main ionic products from the reaction presented here include C7H5+, C3H3+, C5H3+, and C3H2Cl+, of which C3H3+ has been identified and the rest have been speculated to exist in various areas in the ISM and beyond. Importantly, the reaction results in a carbon growth pathway that could be consequential to chemistry in the ISM, planetary atmospheres, and other remote areas.

The exploration of cold and controlled reactions is a vibrant and growing field. Our experimental apparatus shown in Fig. allows for the exploration of ion-neutral interactions under cold conditions. The setup is comprised of a linear Paul ion trap coupled to a time-of-flight mass spectrometer (LIT-TOFMS). While the ultra-high vacuum environment of the apparatus is denser than the sparsest regions of space, it mimics the single-collision conditions of space, in which three-body reactions are extremely unlikely. This apparatus also allows for controlled reactions between translationally cold, trapped ions and neutral reactant gas over long interrogation times. Low collision energies (here 8meV or ~93K) are achieved by direct laser cooling of Ca++, which sympathetically cools the translational motion of the co-
trapped CCl\(^+\) reactant ions. The cold conditions combined with the TOF-MS provide excellent mass resolution enabling clear chemical formula assignments from the resulting mass spectra. The significant energetic constraints on the reaction and identified chemical formulas enable more facile comparison to calculations at the CCSD(T)/CBS//CCSD/aug-cc-pVDZ level of theory, allowing for accurate determination of the thermodynamic limits of the reaction (within 0.04 eV). While temperature conditions in the ISM vary widely (from a few Kelvin to millions of Kelvin), we aim to understand reactions in the coldest conditions that we can achieve. This combination of experimental and computational tools allows for a clearer view of the chemistry of the important, and yet unexplored, reaction of CCl\(^+\) + C\(_6\)H\(_6\) under conditions comparable to various remote areas of space.

5.2 Methods

5.2.1 Experimental Methods

The linear ion trap coupled to a time-of-flight mass spectrometer (LIT-TOFMS) employed in this study is the same as was recently used to investigate the kinetics and dynamics of several different cations with various neutral species.\(^{[65, 225, 224, 213, 7, 190, 71]}\) This section will be dedicated to the experimental details pertinent to the current study. CCl\(^+\) ions are formed by overlapping a pulsed and skimmed molecular beam of tetrachloroethylene (TCE, C\(_2\)Cl\(_4\) 1.4% in 1000 Torr helium) with a focused 216 nm beam from a dye laser (LIOPTEC Liopstar; 10 ns pulses, 100\(\mu\)J/pulse) in the center of the trap. This non-resonant multiphoton ionization scheme produces several ions including CCl\(^+\) and C\(^{37}\)Cl\(^+\). Undesired ions are ejected from the trap by sweeping over resonant frequencies for a specific mass-to-charge ratio \((m/z)\) of the unwanted ion,\(^{[8]}\) leaving only CCl\(^+\) or C\(^{37}\)Cl\(^+\) (where not specified Cl, refers to more abundant \(^{35}\)Cl). When a clean sample of CCl\(^+\) is achieved, calcium is loaded from an effusive beam and non-resonantly ionized in the center of the trap using the third harmonic of an Nd:YAG (Minilite, 10 Hz, 7 mJ/pulse). Ca\(^+\) ions are then laser cooled, forming a mixed species Coulomb crystal in which the laser cooled Ca\(^+\) sympathetically
cools the co-trapped CCl$^+$ dark ions. The mixed species Coulomb crystal is monitored visually with a microscope objective and CCD camera. Visual inspection of the deformation of the crystal by CCl$^+$ and product ions allows for qualitative monitoring of the reaction.

Once a mixed Coulomb crystal is formed, neutral C$_6$H$_6$ (mixture of 10.9% in He) is leaked into the vacuum chamber containing the ion trap for a fixed amount of time (0, 10, 90, 170, 180, 240, 320, or 360 s) using a pulsed leak-valve (PLV) scheme. The base pressure during experiments is about 8×10$^{-10}$ Torr and the leaked-in C$_6$H$_6$ in helium raises the pressure to only 1×10$^{-9}$ Torr as the reaction proceeds. After a set interrogation time, the crystal is then ejected into the TOF-MS, and produces a highly resolved mass spectrum for that specific time step. The TOFMS provides clear and quantitative assignments of product masses by their $m/z$ ratio. Each initial Coulomb crystal consists of about 100-200 CCl$^+$ mixed with about 900-1000 Ca$^+$, all translationally cold ($\sim$10 K). This process is repeated about 12 times for each time step, and the accumulated mass spectra are averaged for each time step. The average number of ions for each mass channel of interest are normalized to the averaged number of the CCl$^+$ ions at $t = 0$, and plotted against time. This data can be fitted by modeling the reaction as a pseudo-first-order reaction since the neutral reactant is in excess throughout the course of the reaction.

Our experiments employ a Bayard-Alpert style hot cathode ionization gauge to monitor our neutral reactant pressures. These types of gauges are not well suited to measure pressures below 1×10$^{-8}$ Torr, well above the regime we are working in (8×10$^{-10}$ Torr). Therefore, our measurements of the partial pressure of the C$_6$H$_6$ reactant are subject to systemic uncertainty. This is mitigated by focusing on determination of branching ratios and actual product masses instead of precision measurements of rate constants.

5.2.2 Theoretical Methods

Electronic structure calculations are a powerful accompaniment to our experimental work. The cold nature of the reactant ions ($\sim$10 K including micromotion) provides a narrow center-of-mass collision energy $\sim$93 K (8 meV) when reacting with room temperature C$_6$H$_6$. This tight
thermodynamic limit allows focused exploration of the ionic and neutral products using quantum chemical computations.

Several theoretical methods are used to determine the possible ion-neutral isomeric pairs for each experimentally observed product mass. The m06-2X/aug-cc-pVTZ level of theory is used as a first step to determine structural isomers for each possible chemical formula. Viable isomers obtained from density functional theory searches are then used as a starting point for higher order CCSD/aug-cc-pVDZ calculations.[275, 276, 277, 278] Zero-point energy corrections from harmonic vibrational frequencies calculated at the coupled cluster singles doubles CCSD/aug-cc-pVDZ level are added to coupled cluster singles doubles and perturbative triples/complete basis set [CCSD(T)/CBS] single point energies.[279] Even though $^{37}$Cl isotope substitutions are used experimentally to verify chemical formulas of observed products, calculations of these isotope substituted species are outside the scope of this work. DFT calculations are done using Gaussian 16,[176] while higher order CCSD calculations are done using Psi4 v1.3.2.[177]

5.3 Results & Discussion

Kinetic data for the reaction of \( \text{CCl}^+ + \text{C}_6\text{H}_6 \) are shown in Fig. 5.2. As the reaction progressed, the majority of the trapped \( \text{CCl}^+ \) reacted away into four products: \( \text{C}_3\text{H}_3^+ \) (m/z 39), \( \text{C}_5\text{H}_3^+ \) (m/z 63), \( \text{C}_3\text{H}_2\text{Cl}^+ \) (m/z 73), and \( \text{C}_7\text{H}_5^+ \) (m/z 89). These observed products were used to construct a reaction model in order to fit the reaction data and extract reaction rates and product branching ratios (see Tab. 5.2). Under our experimental conditions, \( \text{C}_6\text{H}_6 \) is in excess, allowing for the use of a pseudo-first-order kinetic model, which includes a set of differential equations used to
Figure 5.1: Schematic diagram of the LIT-TOFMS used for measuring the reaction of CCl$_2^+$ + C$_6$H$_6$. CCl$_2^+$ ions are produced by non-resonant photoionization and sympathetically cooled by the co-trapped laser-cooled Ca$_2^+$. Approximately 2 x 10^{-10} Torr neutral C$_6$H$_6$ (11% in Helium, 300 K) is leaked into the vacuum chamber via a pulsed leak valve scheme for a set duration (0, 10, 90, 170, 240, or 320 s). After each reaction step, the resulting ions are then ejected into the TOF-MS, giving highly resolved mass spectra for each time step. Reproduced with permission from Schmid et al., Phys. Chem. Chem. Phys. 22, 20303 (2020). Copyright 2020 The Royal Society of Chemistry.

fit the experimentally observed ion numbers as a function of time:

$$\frac{d[CCl^+]}{dt} = -(k_{39} + k_{63} + k_{73} + k_{89})[CCl^+]$$

$$\frac{d[C_3H_3^+]}{dt} = k_{39}[CCl^+]$$

$$\frac{d[C_5H_3^+]}{dt} = k_{63}[CCl^+]$$

$$\frac{d[C_3H_2Cl^+]}{dt} = k_{73}[CCl^+]$$

$$\frac{d[C_7H_5^+]}{dt} = k_{89}[CCl^+]$$

(5.1)

Notably, in this reaction, the majority of CCl$_2^+$ reacted away, although in the time frame
of our experiments some remained. This timescale was chosen mainly because the principal focus of the study was to determine the primary products and their branching fractions, as opposed to measuring subsequent reactions of the primary products with benzene. The products shown here can be identified as primary products by the profile of the number of ions measured as a function of time. These product ions have the largest growth rate when the CCl\(^+\) numbers are at their greatest, and continue to grow while the CCl\(^+\) is in the trap. Additionally, secondary ion products are not detected in the trap and the total number of ions (summed over products and reactants) does not change over the course of a reaction, which implies that all ion products are detected.

Table 5.1: Rate constants for isotopological variations of CCl\(^+\) + C\(_6\)H\(_6\) primary products. Rate constants are in units of \(\times 10^{-9}\) cm\(^3\)/s, and reported statistical uncertainty is the calculated 90% confidence interval.

<table>
<thead>
<tr>
<th>Reactants</th>
<th>C(_3)H(_3)(^+)</th>
<th>C(_5)H(_3)(^+)</th>
<th>C(_3)H(_2)Cl(^+)</th>
<th>C(_7)H(_5)(^+)</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCl(^+) + C(_6)H(_6)</td>
<td>0.6(1)</td>
<td>0.6(1)</td>
<td>0.2(1)</td>
<td>1.4(1)</td>
<td>2.8(2)</td>
</tr>
<tr>
<td>C(^{37})Cl(^+) + C(_6)H(_6)</td>
<td>1.3(2)</td>
<td>1.0(2)</td>
<td>0.6(2)</td>
<td>2.5(2)</td>
<td>5.5(4)</td>
</tr>
</tbody>
</table>

Kinetic data for the reaction of C\(^{37}\)Cl\(^+\) + C\(_6\)H\(_6\) was also measured (Figure 5.3), and this reaction was used as a mechanism for the identification of chlorinated products to refine molecular
formula assignments. Indeed, only one observed mass product changed when the heavier $^{37}\text{Cl}^+$ was used, $m/z$ 73 → 75, confirming its assignment as $\text{C}_3\text{H}_2\text{Cl}^+$. Overall, we can be certain that the products were comprised only of the atoms in the reactants (that is, C, H or Cl), because we begin our reactions with a clean sample of either $\text{CCl}^+$ or $^{37}\text{Cl}^+$. Product assignments are further supported by computational modeling discussed below. Although it is not the focus of the current study, it should be noted that the rate of reaction for $^{37}\text{Cl}^+$ is twice as fast as that for $\text{CCl}^+$, indicating that a kinetic isotope effect may be at play here, driving the faster rate.

![Figure 5.3: Rate reaction data (points) and fits (curves) for the pseudo-first-order reaction of $^{37}\text{Cl}^+ + \text{C}_6\text{H}_6$. $\text{CCl}^+$ (blue x) reacts with excess $\text{C}_6\text{H}_6$ resulting in first order products $\text{C}_3\text{H}_3^+$ (green circle) and $\text{C}_5\text{H}_3^+$ (black +), $\text{C}_3\text{H}_2^{37}\text{Cl}^+$ (red asterisk) and $\text{C}_7\text{H}_5^+$ (magenta box).](image)

Branching ratios for each of the observed products were obtained by dividing the separate product growth rates by the $\text{CCl}^+$ loss rate (see Tab. 5.2). Branching of the $\text{CCl}^+ + \text{C}_6\text{H}_6$ reaction favored the $\text{C}_7\text{H}_5^+$ product by about 50% compared to the other observed products. Additionally, we confirmed conservation of trapped ions by monitoring the total ion number as a function of trap time.

The lowest energy structural isomers for each product channel are plotted in Fig. 5.4. The product isomers presented for each observed mass in Fig. 5.4 are significantly more exoergic relative to the reactants at the CCSD(T)/CBS//CCSD/aug-cc-pVDZ level of theory and may all
Table 5.2: Branching ratios for the primary products of CCl$^+$ and C$^{37}$Cl$^+$ reacting with C$_6$H$_6$. The numbers are given as percentages and uncertainties are derived from the 90% confidence interval from the pseudo-first-order model fits.

<table>
<thead>
<tr>
<th>Reactants</th>
<th>C$_3$H$_3^+$</th>
<th>C$_5$H$_3^+$</th>
<th>C$_3$H$_2$Cl$^+$</th>
<th>C$_7$H$_5^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCl$^+$ + C$_6$H$_6$</td>
<td>19(2)</td>
<td>23(2)</td>
<td>9(1)</td>
<td>49(4)</td>
</tr>
<tr>
<td>C$^{37}$Cl$^+$ + C$_6$H$_6$</td>
<td>24(2)</td>
<td>18(1)</td>
<td>11(1)</td>
<td>46(4)</td>
</tr>
</tbody>
</table>

be formed. It is assumed that a reaction complex forms as the reaction proceeds, particularly because the C$_3$H$_2$Cl$^+$ and C$_7$H$_5^+$ products have constituents of both reactants. From such a reaction complex, various steps may be required before fragmentation into the experimentally observed products. Ideally, a potential energy surface would be used to connect the reactants and products and would yield a more rigorous comparison to experimental branching ratios. This would be a large undertaking. Even without a calculated potential energy surface, we are able to demonstrate which isomers contribute to observed experimental products. This is because of the tight energetic constraints of our cold experimental conditions ($\sim$93 K, 8 meV). This assumes a room temperature ro-vibrational distribution of the reactants and products. Although we conducted an exhaustive computational search for all possible isomers of each mass channel and corresponding neutral, some higher energy isomers may not have been found.

Multiple possible isomers were explored for each product. Only one ion-neutral pair was found to be exoergic for the C$_3$H$_2$Cl$^+$ + C$_4$H$_4$ and C$_5$H$_3^+$ + C$_2$H$_3$Cl products shown as PRD4 and PRD2 respectively in Fig. 5.4. Because these ions are energetically favorable and the other closest available isomers are $>200$ meV higher in energy, it should be straightforward to assign the $m/z$ 73 product to the PRD4 isomer of C$_3$H$_2$Cl$^+$ and the $m/z$ 63 product to the PRD2 isomer of C$_5$H$_3^+$. A schematic showing all the explored isomers for C$_3$H$_2$Cl$^+$ + C$_4$H$_4$ is shown in Figure 5.5. All calculated geometries for C$_5$H$_3^+$ + C$_3$H$_2$Cl are shown in Figure 5.6. For C$_3$H$_3^+$ + C$_4$H$_3$Cl, the lowest energy pair for this product is shown as PRD3 in Fig. 5.4. The only energetically favorable ion for this channel is the cyclopropenyl cation (c-C$_3$H$_3^+$) shown in Fig. 5.4, which we assign to the $m/z$ 39 product. The assignment of $m/z$ 39 to c-C$_3$H$_3^+$ is consistent with the observed ions
Figure 5.4: (a, left) Energetic limits for reactants \( \text{CCl}^+ + \text{C}_6\text{H}_6 \) and four products: \( \text{C}_7\text{H}_5^+ + \text{HCl}, \text{C}_5\text{H}_3^+ + \text{C}_2\text{H}_3\text{Cl}, \text{C}_3\text{H}_2\text{Cl}^+ + \text{C}_4\text{H}_4, \text{C}_3\text{H}_3^+ + \text{C}_4\text{H}_3\text{Cl} \). Product energies are noted and appropriately scaled to y-axis scale as calculated at [CCSD(T)/CBS//CCSD/aug-cc-pVDZ] level of theory. The geometries appropriate for labeled energy are shown. Other explored isomers for each product can be found in the original manuscript.

not continuing to react with \( \text{C}_6\text{H}_6 \) in the experiment. The reaction of \( \text{c-C}_3\text{H}_3^+ \) with \( \text{C}_6\text{H}_6 \) is known to be very slow compared to the linear propargyl isomer, further supporting this assignment.\(^{[253]}\)

A few neutral \( \text{C}_4\text{H}_3\text{Cl} \) isomers are energetically favorable for this channel, as shown in Figure 5.7. However, because the neutral is not trapped in our experiments, it is not possible to know its exact identity.

In contrast to the other products, there are several possible exoergic isomers that could be assigned to the HCl loss product, \( \text{C}_7\text{H}_5^+ \). In fact, there are seven isomers, all of which are shown in Figure 5.8. The lowest energy isomer, shown in Fig. 5.4 as PRD1, is much more exoergic than...
Figure 5.5: Calculated isomers of $\text{C}_3\text{H}_2\text{Cl}^+$ (numbers [1-5]) and $\text{C}_4\text{H}_4$ (letters [A-D]). Energies are given in eV at the CCSD(T)/CBS//CCSD/aug-cc-pVDZ level of theory and are relative to the lowest energy isomer for each species. Isomers [1] and [A] correspond to PRD4 in Fig. 5.4.

Figure 5.6: Calculated isomers of $\text{C}_5\text{H}_3^+$ (numbers [1-8]) and $\text{C}_2\text{H}_3\text{Cl}$ (letters [A-C]). Energies are given in eV at the CCSD(T)/CBS//CCSD/aug-cc-pVDZ level of theory and are relative to the lowest energy isomer for each species. Isomers [1] and [A] correspond to PRD2 in Fig. 5.4. The ‘*’ next to Isomer [2] is used because one negative harmonic vibrational frequency was found at the CCSD/aug-cc-pVDZ level of theory. This isomer was verified to be a minimum structure at other levels of theory (including CCSD/aug-cc-pVTZ) and has been calculated in other computational studies.\textsuperscript{[13, 14, 15]} Even with 0.04 eV uncertainty at the CCSD(T)/CBS//CCSD/aug-cc-pVTZ level of theory isomer 2 should not be energetically viable product for this reaction.
any of the other possible products. The increased number of viable isomers, and the exoergicity of the products, might give insight into why this channel is experimentally favored. There may be submerged barriers to some of the energetically favorable isomers of C₇H₅⁺ that would complicate this simplistic interpretation. Thus, a full potential energy surface and kinetic modeling of this reaction would be enlightening and could be of broad interest to the question of PAH production. We hope that others will continue with these efforts.

There are no experiments with which we can directly compare our results and predicted products. Similar products have been seen before for reactions of C⁺ + C₆H₆, using ion cyclotron resonance mass spectrometry and a crossed molecular beam apparatus over collision energies of 0.02-12 eV. However, because of the difference in ionization energies between the two reactants, the main product measured was C₆H₆⁺ and constituted a branching of 67-85%. The C₇H₅⁺ product was observed, but with only a modest branching of up to 10%. This is in contrast to our observation of CCl⁺ + C₆H₆, where C₇H₅⁺ constitutes 50% of the products. The shared carbon growth product between the two reactions is intriguing and even more so that
branching to $\text{C}_7\text{H}_5^+$ in the reaction with $\text{CCl}^+$ is more heavily favored. Of course, it is likely that the differences in these reactions are at least partially attributed to the presence of the chlorine atom. The high electronegativity of chlorine likely impacts the distribution of electron density in the reaction complex, in which case, the energy landscape of the reaction dramatically changes. Further computational work and reaction studies of this type, including with other halogenated carbocations and $\text{C}_6\text{H}_6$, may illuminate a possible mechanism for this carbon growth.

The experimentally favored HCl loss channel product, $\text{C}_7\text{H}_5^+$, must be formed by the addition of the carbon atom from $\text{CCl}^+$ to the ring of $\text{C}_6\text{H}_6$. This reaction could provide another mechanism for growth of carbonaceous species and possibly PAH formation in low temperature and pressure environments. As discussed above, because so many of the possible $\text{C}_7\text{H}_5^+$ isomers are exoergic with respect to the reactants, it is difficult to pinpoint which $\text{C}_7\text{H}_5^+$ isomer is formed in this reaction. However, this represents an intriguing step to uncovering a possible new pathway to larger carbonaceous species, which might be consequential to chemistry taking place in the ISM, planetary atmospheres, or other environments. Hopefully, this work will inspire further experimental and
theoretical studies towards understanding additional pathways to complex organic molecules and carbon molecular weight growth.

From this and other reaction studies, CCl$^+$ itself has a growing basis for consideration as an astrochemically relevant molecule. While a positive identification in the ISM is yet to be made, its potential to participate in interstellar chemistry via reactions with other interstellar molecules has been demonstrated$^{213, 190, 135}$. In fact, a high-resolution rotational spectrum of CCl$^+$ has recently been measured by Asvany et al.$^{284}$ and it can be expected that the question of whether it exists in the ISM be answered in the near future.

5.4 Conclusion

This work has outlined the reaction of CCl$^+$ with C$_6$H$_6$ and shows a new pathway to multiple astrochemically relevant carbocations, C$_3$H$_3^+$, C$_5$H$_3^+$, and C$_7$H$_5^+$, as well as C$_3$H$_2$Cl$^+$. With the aid of computational work, only one possible exoergic product for each channel was identified, except in the case of C$_7$H$_5^+$, in which several viable exoergic isomers exist. The reactants and products each comprise definite or possible participants in ISM chemistry, and the formation of the favored product, C$_7$H$_5^+$, may illuminate a new pathway to molecular weight growth of carbonaceous species. This could have possible implications for the creation of complex organic molecules and perhaps PAHs in the ISM, planetary atmospheres, and other extraterrestrial environments. The complex chemistry connecting smaller carbocations to larger PAHs is still being understood and more reaction studies with various molecules are required to fully understand the progression from small carbocations to complex molecules like C$_{60}^+$. We believe this reaction contributes to this important open question, and presents a very intriguing first step to carbon growth at colder temperatures from CCl$^+$ reacting with the abundant C$_6$H$_6$. 
Chapter 6

Reactions of Acetonitrile with Trapped, Translationally Cold Acetylene Cations

“See first, think later, then test. But always see first. Otherwise you will only see what you were expecting.”


This chapter is adapted from the paper of the same name that we published in the Journal of Physical Chemistry A in 2023.285 I was the primary contributor to the data acquisition and analysis. The potential energy surface is the result of work from theory collaborators from the University of Melbourne, Sri Sundar and Gabe da Silva.
6.1 Introduction

Small carbonaceous species, in both their neutral and ionic forms, are essential building blocks in several diverse chemical environments. Acetylene (C$_2$H$_2$) and its cation C$_2$H$_2^+$ are ubiquitous in fuels, flames, planetary environments, and in the interstellar medium (ISM). Much of the early understanding of C$_2$H$_2^+$ reactivity was developed from mass spectrometry studies of acetylene-rich flames, motivated by the hypothesis that ion-neutral reactions contribute to soot formation. Far from these hot and dense environments, interest in C$_2$H$_2^+$ has more recently been focused on its role in colder and less dense regimes like planetary atmospheres and the ISM. Small cations of this type are thought to have a role in ion-neutral condensation reactions that may lead to the formation of larger more complex organic species. Understanding the reactivity of C$_2$H$_2^+$ in a controlled laboratory setting under low temperature and pressure conditions is crucial to understanding its reactivity in diverse chemical environments such as the ISM and planetary atmospheres.

Nitriles, including acetonitrile (CH$_3$CN), are pervasive in many regions of space and have been tied to several areas of complex chemistry taking place in the ISM. Particularly interesting are the ion-neutral reactions that form dense haze layers of Titan, which may have implications for prebiotic chemistry. CH$_3$CN itself has been identified in the ISM, with a notable presence in cold dark clouds, low mass protostars, and hot cores. Furthermore, it has been detected in the dust from several comets, including Halley, Hale-Bopp, (C/1995 O1) and, more recently, 67P/Churyumov-Gerasimenko. Further understanding the reactivity of this prevalent neutral with a fundamental carbocation, like C$_2$H$_2^+$, is important for many areas of chemistry.

Reactions of C$_2$H$_2^+$ have been previously studied using several different techniques and neutral reactants. Recent work from our group showed the different mechanisms of C$_2$H$_2^+$ reacting with two structural isomers of C$_3$H$_4$, and demonstrated how isotopic substitution is a powerful tool for determining chemical reaction processes. The specific
reaction of \( \text{C}_2\text{H}_2^+ + \text{CH}_3\text{CN} \) (subject of the current study) was previously measured at room temperature using a selected ion flow tube (SIFT) apparatus.\[^{218}\] The reported reaction products were \( \text{C}_2\text{NH}_4^+ \), \( \text{C}_3\text{H}_5^+ \), \( \text{C}_3\text{H}_4^+ \), and the \( \text{C}_4\text{NH}_5^+ \) adduct (putatively \( [\text{C}_2\text{H}_2\cdot\text{CH}_3\text{CN}]^+ \)) with nearly equal branching. This study was conducted at high pressure, which can stabilize highly excited reaction complexes through collisions with background buffer gas. Ion-neutral chemical reactions typically produce such unstable complexes, which are unlikely to stabilize in regions like the ISM. The low pressure and collision energy regime of the current study should more closely mimic conditions present in the ISM and yield a better understanding of the reactivity and dynamics of these two species in these remote domains.

In particular, ion traps and Coulomb crystals have been fruitful environments to study a myriad of gas-phase chemical reactions and interesting quantum phenomena.\[^{45, 63, 173, 76, 128, 300}\] In these experiments, atomic ions (here \( \text{Ca}^+ \)) are trapped and directly laser-cooled, forming Coulomb crystal structures that sympathetically cool co-trapped ions to translational temperatures below 10 K. This type of experimental setup allows for controlled collisions of purified ionic species with neutral molecules, and is particularly suited for long interrogation times. Furthermore, coupling a linear Paul ion trap (LIT) to a time-of-flight mass spectrometer (TOF-MS) allows for the exact determination of the molecular weight and number of the chemical species present in the trap at high resolution. This high resolution is more than enough to detect differences of a single mass unit for the range of masses studied here.\[^{65}\] The conditions created in these types of experiments are relevant to the cold and low density conditions of space. Additionally, the low collisional energies (\( \sim 100 \text{K} \)) impose stricter bounds on reaction energies, which yield valuable comparisons with quantum chemical computational modeling.

Here, we use a LIT TOF-MS apparatus to characterize the reactions of \( \text{C}_2\text{H}_2^+ + \text{CH}_3\text{CN} \) under low pressure and temperature conditions. The primary products are found to be \( \text{c-C}_3\text{H}_3^+ \), \( \text{C}_3\text{H}_4^+ \), and \( \text{C}_2\text{NH}_3^+ \), which are unambiguously assigned using isotope substitutions and quantum chemical calculations. This study provides insight into the reactivity of two astrochemically abundant molecules, \( \text{C}_2\text{H}_2^+ \) and \( \text{CH}_3\text{CN} \), and additional formation pathways of fundamental carbo-
cations $H_3C_3H^+$, $CH_2CCH_2^+$ and $e-C_3H_3^+$, which could prove useful for refining chemical models that rely on accurate energetics and electronic structure information. This work also provides useful information on the dissociation of excited $[C_4H_5N]^+$ cation, which is relevant to the relatively well-studied decomposition of the pyrrole cation [global minimum on the potential energy surface (PES)] in the photoionization of neutral pyrrole.\cite{301, 302, 303} Observing and studying the interaction of these two important interstellar species in a cold and low pressure regime is consequential to understanding ion-neutral chemistry in extraterrestrial environments.

### 6.2 Methods

#### 6.2.1 Experimental Methods

Kinetic data are measured using a LIT radially coupled to a TOF-MS. The LIT TOF-MS has been described in detail elsewhere\cite{65, 190, 7, 71} and only a brief summary of the features pertinent to the current experiment are given here. Acetylene cations are produced using a (1+1) resonance-enhanced multiphoton ionization scheme. A $\sim 2\%$ mixture of $C_2H_2$ or $C_2D_2$ (CDN isotopes 99%-d2) seeded in He is expanded supersonically to create a molecular beam, which passes through a skimmer into the center of the trap, where it is overlapped with a focused beam from the output of a frequency-doubled pulsed dye laser (216 nm for $C_2H_2$ or 218 nm for $C_2D_2$;\cite{304, 131} LIOPTEC LiopStar; 10 ns pulse, 1 mJ/pulse). Small amounts of contaminant ions are formed in the ionization process. These unwanted ions are ejected from the trap by sweeping over resonance frequencies of the specific mass-to-charge ratio ($m/z$) of undesired ions.\cite{127, 8}

$Ca^+$ ions are subsequently loaded into the trap with the acetylene ions by non-resonantly photoionizing calcium from a resistively heated oven, using the third harmonic of an Nd:YAG (355 nm; Minilite, 10 Hz, $\sim 7$ mJ/pulse). The resulting $Ca^+$ ions are laser-cooled using two external cavity diode lasers (397 and 866 nm). The cold $Ca^+$ sympathetically cool the co-trapped acetylene ions via Coulomb interactions, forming a mixed Coulomb crystal structure. The reaction experiments are visually monitored by collecting $Ca^+$ ion fluorescence with a microscope objective, which focuses
the light onto an intensified CCD camera located above the trap. The lighter acetylene ions, which do not fluoresce, arrange themselves in the center of the trap as a cylindrical dark core within the Ca\(^+\) ions. A typical experiment utilizes 150-300 acetylene ions trapped with \(\sim 1000\) Ca\(^+\) ions, all of which are translationally cold (\(\sim 10\) K), where the temperature of the ions is limited by micromotion heating. This loading process takes about a minute, which allows the acetylene ions sufficient time to relax from any possible vibrational excitation that may have occurred in the REMPI process.

Once acetylene and Ca\(^+\) ions are loaded into the trap, neutral acetonitrile [9-10\% CH\(_3\)CN or CD\(_3\)CN (Cambridge Isotopes 99.8%-d3) in N\(_2\)] is leaked into the vacuum chamber \((3 \times 10^{-9}\) Torr or \(4 \times 10^{-7}\) Pa gas pressure at 300 K) for a set duration of time using a pulsed leak-valve (LV) scheme.\(^{[228, 224]}\) The typical chamber base pressure is \(6 \times 10^{-10}\) Torr \((8 \times 10^{-8}\) Pa) and the measurements of gas pressures in the chamber are recorded using a Bayard-Alpert hot cathode ionization gauge. The opening of the LV defines the zero-time point; the LV remains open for several different time steps between 0-400 s before the ions are ejected into the TOF-MS. The TOF-MS has a resolution of \(m/\Delta m \geq 1100\), which can resolve neighboring masses with excellent accuracy and precision.\(^{[65]}\) This process is repeated about 12 times for every time step and measured ion numbers from each mass channel are averaged over each time step, including the zero-time point, which measures the initial number of ions in the trap. The average number of reactant and product ions are then normalized by the initial acetylene ion numbers and plotted against time, giving a reaction curve. These reaction curves are then used to determine the relevant rates of the reactions. Reaction curves are collected in the same manner for all isotopologues, such that reactions with all four possible combinations of isotopologues are measured. Due to the excellent mass resolution of the TOF-MS,\(^{[65]}\) we are able to observe mass shifts from these small substitutions. TOF-MS traces are tracked for all of the ionic species present and the total number of ions are compared at each time point to ensure that the numbers are constant throughout the experiment. This rules out systematic losses of ions from the trap. Figures illustrating conservation of charge for each reaction are given in the Supplementary Information (SI).
6.2.2 Computational Methods

Quantum chemical calculations are carried out using the Gaussian 16 program.\textsuperscript{176} Geometry optimizations and harmonic vibrational frequency calculations are performed at the M06-2X/6-31G(2df,p) level of theory. Single point energies are computed using the G3X-K method,\textsuperscript{305} which is specifically developed for thermochemical kinetics and is accurate to within 0.03 eV on average for barrier height predictions. Harmonic vibrational frequency calculations of optimized minima and transition states affirm the presence of zero and one imaginary frequency, respectively. The inter-connectivity of transition states is in all cases confirmed by intrinsic reaction coordinate (IRC) calculations.

6.3 Results & Discussion

6.3.1 Reaction measurements

The discussion here is limited to the specific reaction of C$_2$H$_2^+$ + CH$_3$CN. The results of the other three isotopologue reactions are discussed in terms of product identification. Details of these isotopologue reactions are reported in the SI. The reaction of C$_2$H$_2^+$ + CH$_3$CN produces the curves shown in Fig. 6.1. Here, C$_2$H$_2^+$ (blue o, m/z 26) reacts away over time to produce the primary products c-C$_3$H$_3^+$ (black x, m/z 39), C$_3$H$_4^+$ (magenta +, m/z 40) and C$_2$NH$_3^+$ (green □, m/z 41). The reduction in the ion numbers of C$_2$H$_2^+$ coincides with the growth of the three primary products. These primary products reduce over time as the population of secondary product CH$_3$CNH$^+$ (red *, m/z 46) increases from reactions with excess neutral CH$_3$CN. C$_2$NH$_4^+$ is confirmed as a secondary product as its numbers continue to increase after all the C$_2$H$_2^+$ has completely reacted. C$_2$NH$_4^+$ is a product from reactions of C$_3$H$_4^+$ + CH$_3$CN and C$_2$NH$_3^+$ + CH$_3$CN. These observed products are used to construct a kinetic model (see Fig. 6.2) in order to fit the reaction data, as well as extract reaction rate coefficients and product branching ratios. The experimental conditions are such that CH$_3$CN is in excess throughout the course of the reaction, which is represented by a pseudo-first-order kinetic model. This model uses a set of differential
Figure 6.1: Measured ion numbers of C$_2$H$_2^+$ (blue ○), C$_3$H$_4^+$ (magenta +), C$_2$NH$_3^+$ (green □), c-C$_3$H$_3^+$ (black ×), and C$_2$NH$_4^+$ (red ⋆) as a function of time. Data are normalized by the initial ion number of C$_2$H$_2^+$ (~200). Each data point represents the mean and standard error from twelve experimental runs per time point. The averaged data are fit using a pseudo-first-order reaction rate model (solid lines).

equations (given in the SI) to fit the experimentally observed ion numbers as a function of time. The resulting fits are shown as lines in Fig. 6.1. The decay rate of C$_2$H$_2^+$ is extracted from this fit and can be used to calculate the reaction rate constant, $k = 4.5 \pm 0.6 \times 10^{-9}$ cm$^3$/s. This value is obtained by measuring the partial pressure of acetonitrile gas with a hot cathode ion gauge close to the trapping region as the reaction proceeds. Hot cathode ion gauges of this type are subject to systematic uncertainties at pressures below $1 \times 10^{-8}$ Torr associated with the nonlinear sensitivity of ion gauges in this regime. Reaction rate constants for the isotopologue combinations are similar to that of the fully hydrogenated reaction, with exact values reported Tab. S1 in the SI.

Reaction curves are also measured for the four unique pairs of isotopologue reactants (see SI for these reaction curves). These kinetic data are used to confirm the product assignments from the C$_2$H$_2^+$ + CH$_3$CN reaction. Primary product mass distributions for each isotopologue combination and branching ratios are given in Tab. 6.1. These branching ratios were determined by dividing the growth rate of each respective $m/z$ channel by the total acetylene ion loss rate.

While an analysis of the branching ratios across the four different reactions would be interesting, masses of the possible isotopic variations coincide for more than one product channel and
Figure 6.2: Model for reaction of C$_2$H$_2^+$ + CH$_3$CN, m/z ratio (blue number) and determined chemical formula below the molecule. The reaction order of each molecule is located at the bottom of the figure. Each arrow represents a reaction with a neutral CH$_3$CN molecule. 

hinder such analysis. For example, in the C$_2$D$_2^+$ + CH$_3$CN reaction case, the C$_3$H$_x$D$_y^+$($x + y = 3$) reaction product can be found in m/z channel 39, 40 or 41. The C$_3$H$_x$D$_y^+$($x + y = 4$) product in this case can feasibly be m/z 41 or 42. Additionally, C$_2$NH$_x$D$_y^+$($x + y = 3$) can be m/z 41, 42, or 43. A very similar case emerges for C$_2$H$_2^+$ + CD$_3$CN. Even without the expected splitting in the fully deuterated case, two of the three primary products coincide in the same channel (m/z 44). 

This overlap in possible product masses precludes any direct comparison of branching for a single product across the different reaction sets. Indeed, trying to compare a single mass channel for the reaction sets is misleading. For example, in the fully hydrogenated case m/z 41 is solely C$_2$NH$_3^+$. This channel could be C$_3$HD$_2^+$ or C$_3$H$_3$D$_2^+$ for the C$_2$D$_2^+$ + CH$_3$CN reaction and must be C$_3$HD$_2^+$ for C$_2$H$_2^+$ + CD$_3$CN. None of our assigned products can be m/z 41 when they are fully deuterated (not seen). The fact that the branching differs in the m/z 41 channel for the four reactions is the natural result of the statistical m/z options available to each product due to hydrogen-deuterium swapping in the reaction complex.

While assessment of the isotopologue effects on branching ratios is not possible for this reaction, these branching ratios are a resource for identifying our products. In the fully deuterated case, C$_2$D$_2^+$ + CD$_3$CN, primary products shift, m/z 40 → 44 (C$_3$D$_4^+$), m/z 41 → 44 (C$_2$ND$_3^+$), and m/z 39 → 42 (C$_3$D$_3^+$). The secondary product also shifts in the fully deuterated reaction,
Table 6.1: Branching ratios for the primary products of acetylene cations reacting with acetonitrile. The numbers are given in percentages and uncertainties are derived from the 90% confidence interval from the pseudo-first-order model fits.

<table>
<thead>
<tr>
<th>Reactants</th>
<th>m/z 39</th>
<th>m/z 40</th>
<th>m/z 41</th>
<th>m/z 42</th>
<th>m/z 43</th>
<th>m/z 44</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₂H₃⁺ + CH₃CN</td>
<td>10(2)</td>
<td>43(10)</td>
<td>47(6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₂D₂⁺ + CH₃CN</td>
<td>3(3)</td>
<td>38(18)</td>
<td>22(15)</td>
<td>14(13)</td>
<td>23(14)</td>
<td></td>
</tr>
<tr>
<td>C₂H₅⁺ + CD₃CN</td>
<td>26(12)</td>
<td>4(3)</td>
<td></td>
<td>17(11)</td>
<td>53(21)</td>
<td></td>
</tr>
<tr>
<td>C₂D₂⁺ + CD₃CN</td>
<td>55(14)</td>
<td></td>
<td>10(4)</td>
<td></td>
<td></td>
<td>34(8)</td>
</tr>
</tbody>
</table>

m/z 42 → 46 (C₂ND₄⁺). This analysis can be checked for each reaction set. In each case, mass shifts are consistent with the products observed in the titular reaction. A specific example of this point involves our reassignment of the m/z 41 channel to C₂NH₃⁺ in the fully hydrogenated case. This channel could theoretically be C₃H₅⁺. This would require the product masses to shift entirely to the m/z 44 channel in the C₂H₂⁺ + CD₃CN case, which is not observed. In addition, this would require a m/z 46 primary product in the fully deuterated case, where we only see the second-order product, CD₃CND⁺. Product assignments are further supported by quantum chemical calculations, in particular calculated reaction thermodynamics discussed below.

The primary product C₃H₄⁺ is partially obscured by overlap with mass coincident and more abundant Ca⁺ signal. Because of this overlap, it is important to understand how calcium is reacting with CH₃CN in order to correctly model the formation and depletion of C₃H₄⁺. The reaction of Ca⁺ + CH₃CN has been previously studied,[77] and only produces m/z 66 CaCN⁺. [190] We verified that there were no interfering mass products with the current reaction by reacting Ca⁺ with CH₃CN without any acetylene present, and concluded no statistically significant differences of the formation of CaCN⁺ to the reaction when acetylene cations are present. In addition to reactions with CH₃CN, some minute amounts of gaseous H₂O are present in our system that react with Ca⁺ to form m/z 57 CaOH⁺. This reaction has also been characterized under similar conditions. [306] Again, we verified no statistically significant difference between reactions of Ca⁺ + H₂O with or without acetylene in the trap. These two reactions, Ca⁺ with both CH₃CN and H₂O are included in the model for m/z 40, and details of this model and the specific differential equations for the fits are given in the SI.
Both of these Ca$^+$ reaction products were taken into account when calculating the reaction rates and branching ratios for the m/z 40 channel.

An insight into the dissociation of excited C$_4$H$_5$N$^+$ also comes from numerous prior studies on pyrrole cation dissociation, which is an intermediate in the dissociative photoionization of neutral pyrrole. These studies identify C$_3$H$_4$+ (m/z 40) + HCN and C$_2$NH$_3$+ (m/z 41) + C$_2$H$_2$ as the experimentally observed products with their appearance energies at -1.68 eV and -1.81 eV, respectively in the reference to the reactant’s energy. As mentioned above, the reaction of C$_2$H$_2$+ + CH$_3$CN has been previously measured by Iraqi et al. at room temperature and much higher pressures using a SIFT apparatus. They reported primary products C$_2$NH$_4$+, C$_3$H$_5$+, C$_3$H$_4$+, and the adduct [C$_3$H$_2$.CH$_3$CN]$^+$ with nearly equal branching. In the SIFT study, C$_2$NH$_4$+ was assigned as a primary product, but in the current study, its formation clearly has a late onset that corresponds to the decrease in ion number of primary products m/z 41 and m/z 40 and is therefore re-assigned here as a secondary product. C$_2$NH$_4$+ is not observed in pyrrole cation decomposition studies. Furthermore, m/z 41 is reassigned from C$_3$H$_5$+ to C$_2$NH$_3$+. This is supported by the absence of m/z 44 (C$_3$H$_2$D$_3$+) in the reaction of C$_2$H$_2$+ + CD$_3$CN as previously mentioned. Additionally, there appears to be no corresponding first order product at m/z 46 (C$_3$D$_5$+) in the fully deuterated reaction. It could be that, although the formation of C$_3$H$_5$+ is slightly exothermic ($\sim$-0.06 eV), it might be impeded by a small barrier that is surmountable at 300 K (26 meV), but not in the current study with less available energy.

The adduct is not seen in the current study because we are in a low pressure regime and there are no collisions with buffer gas to quench possible intermediates like the adduct. Interestingly, c-C$_3$H$_3$+ was not reported as a product in the SIFT study but experimentally detected in the pyrrole cation studies. The SIFT study does show m/z 40 as a product, also assigned to C$_3$H$_4$+, further confirming this assignment without the mass-coincident Ca$^+$. We are confident that we observe the formation of C$_3$H$_4$+ + HCN in the reaction of C$_2$H$_2$+ + CH$_3$CN, as seen in the previous SIFT and in the pyrrole cation dissociation studies. However, we observe branching into the m/z 40 channel (see Tab. 6.1) in the other data sets.
where one or both of the reactants is deuterated. We do expect a small amount of m/z 40 to be present in the mixed data sets based on the observation of the primary product c-C₃H₃⁺ m/z 39 in the fully hydrogenated dataset. No m/z 40 is predicted in the fully deuterated data set, yet a significant amount (about 43%) of C₂D₂⁺ is converted to m/z 40. We have dedicated significant effort to understanding the origin and possible identity of the m/z 40 signal, and believe it to be a contaminant in our reactions. We verified experimentally that both reactants need to be present to see growth in m/z 40 and that it is not the result of a reaction with Ca⁺.

Similar contamination issues have been observed before in the reactions of acetylene cations with different isotopologues of C₃H₄. The contamination was pinpointed as impurities in the deuterated gases [7, 71]. The current sample preparation of both CH₃CN and CD₃CN included upwards of 10 freeze-pump-thaw cycles that should help to purify the liquid samples, but this technique may not have been successful in eliminating contaminates. We used various samples of different levels of purity from several companies, as well as different mixing gases (Ar, N₂, and He), without any change in the observed branching into m/z 40 in the fully deuterated data set. We also ran our experiments with trapped C₂H₂⁺ and C₂D₂⁺ and reacted with 100% of the mixing gas (Ar, N₂, and He) and saw no growth in the m/z 40 mass channel, indicating there was no contamination from the gas delivery and mixing process. Because both reactants must be present to see this growth, we can rule out reactions between trapped acetylene cations and its neutral counterpart, which may be ambient in the system. Likewise, for the same reasons, we are also able to rule out charge exchange between acetylene cations and ambient neutral Ca.

We considered the possibility that m/z 40 could consist of a different product than C₃H₄⁺. However, the only plausible chemical formula for a primary product would be H₂C₂N⁺, and all structural isomers for this chemical formula were found to be significantly endothermic (> 1.5 eV) at the G3X-K level of theory. We tested the hypothesis that some m/z 39 product could be HC₂N⁺, which would convert to m/z 40 in the fully deuterated case. However, all viable isomers for this chemical formula were also greater than 1.5 eV endothermic and ruled out. The secondary product CN₂⁺ was also considered as a hypothetical constituent of m/z 40, however, it was also
significantly endothermic and eliminated as a possibility. It is possible that the acetylene ions could be electronically excited from the initial ionization laser pulse. However, the lowest-lying electronic states all require two additional photons, with the exception of the lowest-lying doublet $^2\Sigma_g^+$, which lies 5.67 eV above the ground state of C$_2$H$_2^+$.\[307\] This excited state is extremely short-lived ($<\text{ns}$);\[308, 309\] the ions have several seconds between loading and the introduction of the neutral reactant. For these reasons, we believe all the acetylene cations are in the ground electronic state. These observations, as well as comparisons with the previous ion trap and SIFT studies,\[7, 71, 218\] led us to believe that a contaminant is competing with the C$_2$H$_2^+$ + CH$_3$CN reaction. The previous SIFT experiment showed m/z 40 as a product and it was assigned as C$_3$H$_4^+$. We remain confident in our assignment of primary products in the reaction of C$_2$H$_2^+$ + CH$_3$CN, and have exhausted the available resources in our current experimental set up to further purify or identify the possible contaminant. Unfortunately, this further complicates quantitative analysis of the branching ratios. While the m/z 40 channel in the fully hydrogenated case shows evidence of re-reacting to form a second order product (unlike the m/z signal in all of the other reactions) not all of it reacts in our reaction time. It is possible that the contamination may only be associated with deuterated gasses, but we cannot omit the possibility that this contaminate is also present in the fully hydrogenated case. Nevertheless, the comparison of the reaction across the four isotopologue combinations yields experimental product assignments further verified by quantum chemical investigations and reaction thermodynamics, as will be discussed next.

### 6.3.2 Reaction thermodynamics

The model of the reaction of C$_2$H$_2^+$ + CH$_3$CN is given in Fig. 6.2 and shows that as the two reactants come together, three primary products form, c-C$_3$H$_3^+$, C$_3$H$_4^+$ and C$_2$NH$_3^+$. Two of these primary products then go on to react with excess CH$_3$CN to form C$_2$NH$_4^+$, protonated acetonitrile. Since the C$_2$H$_2^+$ ions are sympathetically cooled to 10 K, reactions with room temperature (300 K) CH$_3$CN result in a calculated collision energy characterized by a translational temperature of about 116 K (10 meV). It should be noted, however, that the rotational and vibrational energies
will reflect that of the room temperature environment at 25 meV. These energies provide the upper thermodynamic limit to the reaction. Two exothermic isomers were found as a possibility for the C\textsubscript{3}H\textsubscript{4}\textsuperscript{+} product, CH\textsubscript{2}CCH\textsubscript{2}\textsuperscript{+}, the allene cation, and H\textsubscript{3}C\textsubscript{3}H\textsuperscript{+}, the propyne cation, with hydrogen cyanide (HCN) as the corresponding neutral. This is in accordance with the previous Iraqi et al. SIFT and pyrrole cation dissociation studies.\[303, 301\] The charge transfer product CH\textsubscript{3}CN\textsuperscript{+} is not energetically viable compared to the C\textsubscript{2}NH\textsubscript{3}\textsuperscript{+} product. However, both isomers of C\textsubscript{2}NH\textsubscript{3}\textsuperscript{+}, H\textsubscript{2}CNCH\textsuperscript{+} (Eqn. 6.3) and H\textsubscript{2}C\textsubscript{2}NH\textsuperscript{+} (Eqn. 6.4) are significantly exothermic. C\textsubscript{3}H\textsubscript{5}\textsuperscript{+} + CN is also exothermic, but as discussed above, the lack of a m/z 44 product when reacting C\textsubscript{2}H\textsubscript{2}\textsuperscript{+} + CD\textsubscript{3}CN indicates that C\textsubscript{3}H\textsubscript{5}\textsuperscript{+} is not observed in the current study and therefore is not modeled in the PES.

\textbf{c}-C\textsubscript{3}H\textsubscript{3}\textsuperscript{+} is identified as the cyclic isomer (cyclopropenyl cation) and is determined to be a primary product as all energetic limits for it as secondary product are endothermic (Eqs. 6.5, 6.10). The observed products are all exothermic with respect to the reactants computed at the G3X-K level of theory (see Eqs. 6.1, 6.10) and well under the energetic limit of the collision energy.

**Primary products:**

\[
\begin{align*}
\text{C}_2\text{H}_2\textsuperscript{+} + \text{CH}_3\text{CN} \rightarrow & \text{CH}_2\text{CCH}_2\textsuperscript{+} + \text{HCN} \\
\Delta E &= -1.57 \text{ eV} (6.1) \\
\text{C}_2\text{H}_2\textsuperscript{+} + \text{CH}_3\text{CN} \rightarrow & \text{H}_3\text{C}_3\text{H}\textsuperscript{+} + \text{HCN} \\
\Delta E &= -0.91 \text{ eV} (6.2) \\
\text{C}_2\text{H}_2\textsuperscript{+} + \text{CH}_3\text{CN} \rightarrow & \text{H}_2\text{CNCH}\textsuperscript{+} + \text{C}_2\text{H}_2 \\
\Delta E &= -1.08 \text{ eV} (6.3) \\
\text{C}_2\text{H}_2\textsuperscript{+} + \text{CH}_3\text{CN} \rightarrow & \text{H}_2\text{C}_2\text{NH}\textsuperscript{+} + \text{C}_2\text{H}_2 \\
\Delta E &= -1.56 \text{ eV} (6.4) \\
\text{C}_2\text{H}_2\textsuperscript{+} + \text{CH}_3\text{CN} \rightarrow & \text{c-C}_3\text{H}_3\textsuperscript{+} + \text{CNH}_2 \\
\Delta E &= -0.37 \text{ eV} (6.5)
\end{align*}
\]
Secondary products:

\[ \text{H}_3\text{C}_3\text{H}^+ + \text{CH}_3\text{CN} \rightarrow \text{CH}_3\text{C}_3\text{H}^+ + \text{H}_2\text{C}_3\text{H} \]
\[ \Delta E = -0.96 \text{ eV} \] (6.6)

\[ \text{H}_3\text{C}_3\text{H}^+ + \text{CH}_3\text{CN} \rightarrow \text{CH}_3\text{C}_3\text{H}^+ + \text{c-C}_3\text{H}_3 \]
\[ \Delta E = 0.54 \text{ eV} \] (6.7)

\[ \text{H}_2\text{CNCH}^+ + \text{CH}_3\text{CN} \rightarrow \text{CH}_3\text{C}_3\text{H}^+ + \text{H}_2\text{C}_2\text{N} \]
\[ \Delta E = -0.71 \text{ eV} \] (6.8)

\[ \text{H}_2\text{C}_2\text{NH}^+ + \text{CH}_3\text{CN} \rightarrow \text{CH}_3\text{C}_3\text{H}^+ + \text{H}_2\text{C}_2\text{N} \]
\[ \Delta E = -0.23 \text{ eV} \] (6.9)

\[ \text{H}_3\text{C}_3\text{H}^+ + \text{CH}_3\text{CN} \rightarrow \text{c-C}_3\text{H}_3^+ + \text{CH}_3\text{CHN} \]
\[ \Delta E = 0.22 \text{ eV} \] (6.10)

### 6.3.3 Reaction potential energy surface

Quantum chemistry calculations have been used to generate a PES, which connects the reactants to all observed products via multiple saddle points, show in Figs. 6.3, 6.4 and 6.5. In the developed \( \text{C}_2\text{H}_2^+ + \text{CH}_3\text{CN} \) reaction mechanism, all transition states, intermediates, and product sets are exothermic compared to the reactants, such that the reaction complex can sample all of the stationary points before exiting the surface without the need for vibrational excitation above what is provided by ion-molecule complex formation. The PES not only identifies reaction pathways to possible product channels, but also provides a basis for understanding the kinetics of product formation.

The section of the PES relevant to \( \text{CH}_2\text{CCH}^+/\text{H}_3\text{C}_3\text{H}^+ + \text{HCN} \) formation is presented in Fig. 6.3. \( \text{C}_2\text{H}_2^+ \) addition to \( \text{CH}_3\text{CN} \) commences with no entrance barrier to generate an adduct
(W1), located 2.72 eV below the reactants. Two competitive pathways exist from the well W1. The first channel gets to propyne cation by the formation of four membered ring intermediate (W2), by overcoming a 1.86 eV energy barrier (0.85 eV below the reactants). Subsequently, ring opening chemistry (TS2) takes place with a barrier of 1.01 eV to form the intermediate W3. Again, all structures sit below the reactant energies [-1.03 eV (TS2) and -1.25 eV (W3)]. Finally, cleavage of a C-C bond in W3 generates the products H3C3H+ + HCN at 0.91 eV below the reactant energies.

The second competitive product channel from well W1 initiates via internal Hatom transfer (TS3) with a barrier of 1.81 eV (0.91 below the reactants) to generate the intermediate W4. Multiple pathways exist from W4; the pathway to CH2CCH2+ (allene) + HCN involves ring formation to W5 by crossing an energy barrier of 2.17 eV (TS4). This is then followed by ring opening (TS5), forming W6. A C-N bond homolysis in W6 produces the dissociated products allene cation + HCN, represented in Fig. 6.3.

The reaction pathway to the product channel H2CNCH+ or H2CCNH+ + C2H2 is represented in Fig. 6.4 W4 undergoes C-C bond formation to produce a five-membered ring intermediate (W7) via a 2.46 eV barrier (TS6). From W7, a series of H-shifts, produces W9 through the transition states TS7 and TS8 lying -1.17 eV and -2.34 eV below the reactants asymptote. The multiple isomer product channels that exist from W9 are represented in Fig. 6.4. In the first channel, internal H-shifts occur in W9 through an energy barrier (TS9) of 1.13 eV leading to the deepest well in the entire PES, W10 (pyrrole). The formed pyrrole undergoes an internal H-atom transfer (TS10) within the six-member ring by crossing an energy barrier of 2.73 eV, producing W11. Finally, ring opening reaction in W11 leads to the product channel H2CCNH+ + C2H2 through the intermediate W12 via the transition state TS11 located -1.95 eV below the reactants asymptote.

The competitive channel from W9 consists of ring opening (TS12), crossing an energy barrier of 1.21 eV, leading to W13. CC bond homolysis in W13 leads to the product set H2CNCH+ + C2H2.

Another possible product channel from W13 is c-C3H3+ + H2CN. Whereby, W13 undergoes three-member ring formation leading to W14 through the transition state (TS13) lying -1.65 eV
Figure 6.3: Potential energy surface (PES) for acetylene cation addition to acetonitrile to form CH$_2$CCH$^+$/$\text{H}_3\text{C}_3\text{H}^+$ + HCN. Geometries were computed at the M06-2X/6-31G(2df,p) level, with energies calculated at the G3X-K level of theory. The energy values are 0 K enthalpies presented in eV.
below the reactants asymptote. CN bond homolysis in W14 generates the product set c-C₃H₃⁺ + H₂CN, represented in Fig. 6.5.

Comparing the product channels identified here, all of the product sets are exothermic and proceed via transition states with all energies submerged below that of the reactants. For CH₂CCH₂⁺ + HCN and H₂CNCH⁺ + C₂H₂, the products are below the reactants (by 1.57 eV...
and 1.08 eV) respectively, marginally more exothermic than the H$_3$C$_3$H$^+$ + HCN. The highest saddle point along this channel is TS3 (0.91 eV below reactants); this is slightly above the energy of the exit channels. The rate constants and product branching fractions are decided based on the competition between energy and entropy factors. The entire reaction is complex and large parallel pathways exist from pyrrole cation. The dynamics will be the subject of future detailed kinetic studies.

### 6.4 Conclusion and outlook

The gas-phase reaction of C$_2$H$_2$$^+$ + CH$_3$CN is characterized in a low pressure and temperature regime using a LIT TOF-MS apparatus. Experimentally and computationally identified primary products are c-C$_3$H$_3$$^+$, C$_2$NH$_3$$^+$ and C$_3$H$_4$$^+$. Two products, C$_2$NH$_3$$^+$ and C$_3$H$_4$$^+$, react with another acetonitrile to form the secondary product C$_2$NH$_4$$^+$. The experimental techniques used in this study provide low collision energies and low pressure environments, which limit the reaction dynamics to exothermic pathways and do not stabilize reactive intermediates. Additional reactions of C$_3$D$_4$$^+$ with CH$_3$CN and CD$_3$CN would be useful to characterize, as it may provide further evidence that C$_3$H$_4$$^+$ is indeed a primary product of the current reaction and may shed new light on m/z 40 issues. This reaction has not been studied before in such a controlled manner and could be another important ion-neutral reaction in extraterrestrial environments.

Future plans for the current setup of the LIT TOF-MS involve implementation of a 118 nm light source, which would provide a cleaner ionization procedure for the creation of reactant ions. This vacuum ultra-violet light source would also enable detection of contaminants in reactant samples through photoionization experiments. We have also coupled the current apparatus to a traveling-wave Stark decelerator. This will extend the limits of cold, controlled reaction experiments by enabling control over the neutral reactant, both its quantum state and its velocity, leading to collision energies from 1-300 K. Having such reaction energy resolution and quantum control over both reactants will push the limits of our knowledge of fundamental chemical reactions and may provide new insights into astrochemical reactions.
Chapter 7

Velocity-tunable beam of neutral molecules produced by Stark deceleration

“Born in leaks, the original sin of vacuum technology, molecular beams are collimated wisps of molecules traversing the chambered void that is their theater like companies of players framed by some proscenium arch. On stage for only milliseconds between their entrances and exits, they have captivated an ever growing audience by the variety and range of their repertoire.”
– John B. Fenn, Forward to Atomic and Molecular Beam Methods, Volume 1, 1988

As previously mentioned, a significant portion of my time and efforts in the Lewandowski group was devoted to integrating a molecular beam source to the linear ion trap (LIT) system already discussed in Chapter 2. This chapter will discuss the traveling-wave Stark decelerator (TWSD) system that will provide a velocity-tunable neutral molecular beam for energy-resolved reaction studies. The integration of this TWSD and the LIT will be discussed in Chapter 8.

The discussion of this TWSD is comprised of three parts. First, a general overview of Stark deceleration will highlight the physical principles that govern this beam source. Then, I will discuss the experimental measurements of decelerated molecules, noting parameters relevant to future reactions. Lastly, I will give a summary of the recent electrical and hardware upgrades to the TWSD in our laboratory.
7.1 Stark Deceleration

Stark deceleration is an extensive topic, an entire field of study in its own right. There are excellent resources with which to dive deeper into this topic,\cite{313, 314, 315} including two excellent theses specifically covering traveling-wave Stark deceleration by Noah Fitch and Yomay Shyur,\cite{16, 12} who played instrumental roles in the development of the traveling wave-stark decelerator (TWSD) that will be discussed in this chapter.

This section will primarily focus on the aspects of Stark deceleration that have been relevant to adding a TWSD as a neutral beam source to our LIT-TOFMS system. This discussion will begin by discussing the production of cold molecular beams that seeds the decelerator. This will be followed by a discussion of the Stark effect, and of the suitablility of ammonia as an excellent candidate for deceleration. The discussion will focus primarily on TWSD, with a brief discussion of conventional pulsed-pin Stark deceleration for contrast. This will lead into a discussion of the phase space of a TWSD and characterizing the properties of the decelerated beam. Lastly, I will discuss how the decelerated molecules are detected, specifically the REMPI process we use to detect ND$_3$.

7.1.1 Supersonic molecular beams

Supersonic molecular beams make an excellent source for a Stark decelerated beam. Such beams tend to have high densities and can achieve a narrow spread in the longitudinal, or forward, velocity with very low translational (perpendicular to beam propagation) velocities.

We produce molecular beams with piezoelectric (PZT) valves. Such valves operate via a disk of a proprietary material that flexes when high voltage (~200-400 V) is exerted across it. This flexing motion retracts a poppet that normally seals a ~1 mm hole with an o-ring. This HV-induced flex is quite short (~100 µs) and thus allows a temporally short pulse into the chamber.\cite{316, 317} Such a valve is backed with a relatively large pressure (~1-20 psig) of the molecule of interest (usually a few percent mixture in an atomic gas), with an UHV environment on the other side. The gas particles undergo a significant number of collisions during the quick expansion through
the small aperture. Especially when the carrier gas is atomic, this causes significant cooling of the vibrational and rotational degrees of freedom in the seeded molecule. The resulting pulsed gas beam is internally cold, with a well-defined forward velocity on the vacuum side of the valve, and is usually skimmed. This is depicted in Figure 7.1. As the gas propagates in the UHV environment, the molecular beam spreads according to its transverse and longitudinal velocities. Skimming the beam selects the section of this expansion with small transverse velocities, which is suitable for deceleration. Skimming also promotes differential pumping on either side of the skimmer, protecting the beam from possible collisions with the gas expansion.

![Figure 7.1: (left) a thermalized reservoir has a Gaussian distribution of velocity in each dimension. (right) After supersonic expansion through a small aperture of size $d$, the gas has a narrowly-defined forward velocity that is skimmed.](image)

The supersonic beam reaches its ideal forward velocity in the case that all the enthalpy of the gas is converted to kinetic energy:

$$v(T_0) = \sqrt{\frac{2k_B T_0}{m} \frac{\gamma}{\gamma - 1}}$$  \hspace{1cm} (7.1)$$

where $T_0$ is the temperature of the gas reservoir, $m$ is the mass of the carrier gas and $\gamma$ is the
adiabatic constant $\gamma$ is the ratio of the heat capacities of the gas at constant pressure and constant volume ($C_p/C_v$). This is $5/3$ for a monoatomic ideal gas, but is more complicated in practice. $C_p$ and $C_v$ usually depend on pressure and temperature and can be measured and calculated for the gas of interest. And as always, $k_B$ is Boltzmann’s constant.

As can be seen by Equation 7.1 forward velocity of the beam is inversely proportional to the square root of the mass of the gas. In the PZT valve for the ion trap, we have used helium and argon as our carrier gasses, which have typical beam velocities of 1200 m/s and 560 m/s, respectively. For our decelerator, the velocities we can decelerate are limited by the bandwidth of our amplifiers to $\sim 450$ m/s or less. Because of this, we use a 2% mixture of ND$_3$ in krypton, since in our system krypton ideally can produce beams with a peak velocity of 386 m/s. In practice this tends to a bit larger, $\sim 390$-400 m/s. There are multiple subtle and often parasitic factors that contribute to the exact quality of a supersonic beam. To better understand some of the principles we do have control over, Travis Briles’s thesis is a nice place to start. For our purposes, the important points here are that the use of a pulsed supersonic expansion in principle yields an sufficiently high density beam with a narrow distribution of forward velocity and cooled internal degrees of freedom. This allows deceleration of a low-lying rovibrational state of ND$_3$ from 400 m/s to multiple final velocities with the highest densities possible. Achieving an optimized starting beam involves tuning of the backing pressure, valve alignment, distance from valve to skimmer, seeding percentage, valve frequency, etc. These parameter optimizations are effectively empirical.

### 7.1.2 Stark deceleration of ammonia

The discovery of energy shifts and splittings in electric fields earned Johannes Stark the Nobel Prize in 1919. Stark deceleration, as its name suggests, involves opportunistic manipulation of this field-induced energy shifts in molecules in order to decelerate them. There are two primary ways to do this: the traditional pulsed-pin Stark deceleration (PPSD, described briefly here); and traveling-wave Stark deceleration (TWSD, the emphasis of this section.) Most of this discussion

---

1 Italian scientist Antonino Lo Surdo discovered it in the same year, although he did not receive a part of prize.
will focus on the deceleration of ammonia, ND₃, which was used exclusively for deceleration in this thesis. There exist excellent discussions of the deceleration of OH,[2, 321] as well as many other molecules.[314]

There are a few reasons that ammonia is our molecule of choice for this system. Ammonia was the first polyatomic molecule found in the ISM.[323] Its presence has been established in distant galaxies,[324] Orion,[325] Jupiter[326] and multiple other areas of space.[327, 328, 329, 330] It is often the subject of studies of the temperature for regions of space.[331, 332] The astrochemical relevance of ammonia is one reason it makes an excellent subject for ion-neutral reactions in our system. From a more practical standpoint, ammonia is particularly susceptible to manipulation by electric fields. As such, it was the first molecule successfully decelerated in a pulsed-pin decelerator,[333] stored in a storage ring,[334, 335] electrostatically trapped,[336] and was one of the first molecules used for traveling-wave Stark deceleration.[312] There are a few reasons for this.

Ammonia has a low-lying inversion state split by a small barrier, as shown in Figure 7.2. This results in a small inversion splitting, $U_{\text{inv}}$, of two opposite-parity states. At relatively low electric fields, there is mixing of the opposite-parity states that results in an effective dipole moment. As a result, there is a Stark shift in the energy of ammonia in DC electric fields. The total energy of the system is described by:

$$U_{\text{stark}} = \pm \frac{U_{\text{inv}}}{2} \pm \sqrt{\left(\frac{U_{\text{inv}}}{2}\right)^2 + \left(\frac{\mu_d||E|}{M K J(J+1)}\right)^2}$$

(7.2)

where $U_{\text{inv}}$ is the magnitude of the inversion splitting, $\vec{E}$ is the electric field, $\mu_d$ is the dipole moment, $J$ is the total angular momentum, $K$ is the projection of $J$ onto the symmetry axis and $M$ is the projection of $J$ onto the electric field. Upper signs are for states in which the electric dipole moment is anti-aligned with the electric field – called weak-field seeking states. Lower signs correspond to cases when the energy is inversely proportional to the magnitude of the electric field, or strong-field seeking states. Equation 7.2 also demonstrates that in the high field limit the stark shift is linear with the magnitude of the electric field – referred to as a first order Stark shift.

---

2 Of interest to the total Nobel Prize count involved in this thesis, Fritz Haber received the 1918 Nobel Prize for the synthesis of ammonia.[322]
the lower field limit, its dependence scales with the square of the electric field, a second-order Stark shift.

An important point here is that due to the smaller inversion splitting of ND$_3$ relative to NH$_3$ (0.05 cm$^{-1}$ versus 0.79 cm$^{-1}$, respectively), deuterated ammonia reaches the strong field limit sooner, coupling more strongly to the electric fields. This can be seen in the Stark shifts of the $|J=1, K=1\rangle$ state of both NH$_3$ and ND$_3$ shown in Figure 7.3. Note that the $|J=1, K=1\rangle$ exhibits the strongest Stark shift and is the target state for our deceleration.

There are two primary modes of using this Stark shift to decelerate a beam of ND$_3$. The traditional form of deceleration is PPSD, a geometry with sets of alternating cylindrical pins that are perpendicular to the beam deceleration axis, as shown on the left in Figure 7.4. On the right of Figure 7.4 is a photo of our TWSD during its installation to the LIT-TOFMS system. A TWSD has small rings mounted along the beam deceleration axis.

As the name might suggest, a pulsed-pin deceleration scheme involves pulsing high voltage
Figure 7.3: Stark effect for hydrogenated ammonia (red) and deuterated ammonia (blue). At zero field difference in energy of the two parities is separated by the inversion splitting. The stark shift of ND$_3$ becomes linear quite early, while the Stark shift of NH$_3$ is of second order until nearly 3 kV/mm. Figure adapted from Fitch (2013).[16]

Figure 7.4: Photos of the hardware of a (left) pulsed-pin Stark decelerator and a (right) traveling-wave Stark decelerator. In the case of a PPSD, cylindrical rod pairs are orientated transverse to the molecular beam. For TWSD, rings are stacked along the molecular-beam axis. Left photo is from Fitch (2013).[16]

on the pins. Deceleration with this technique was first achieved in 2000 (with ND$_3$).[333] and conventional deceleration relies on the following principles. A single pair of pins can create a strong electric field by placing opposite high negative and positive voltage on the rods. As a molecule
enters into this field, it sees a potential hill. Moving into this region then will require an exchange of kinetic energy for potential energy. If this potential is switched at or before the molecule reaches the top of the electric potential, this kinetic energy in the beam propagation direction will be removed from the molecule. This can be repeated multiple times. This is shown schematically in Figure 7.5a, where the dots represent rods at high negative (black), high positive (blue) or grounded (white) potentials. Underneath the rods is demonstrated the effective electrical potential in bold black lines. The top and bottom panels present alternating sets of pins. Recall from Figure 7.4 that alternating pins are perpendicular to each other. Pulsing in this alternating configuration mitigates loss from transverse spreading. The exact time that the rods are switched on for correlates to how “high up the hill” the molecule gets before the potential is switched off. This is mathematically described as the phase angle, $\phi_0$. Figure 7.5b-c demonstrate three of many possible phase angles for such a system. The case of $\phi_0 = 0$ results in no deceleration and is referred to as bunching. Higher phase angles result in larger deceleration and lower final velocities for a set decelerator length and voltage amplitude. However, more aggressive phase angles will result in large losses in densities. Note that such HV pulsing can be achieved (relatively) easily with commercially available Behlke switches.

However, there are significant issues in deceleration efficiency below 100 m/s. This is primarily due to coupling between the longitudinal and transverse motions that eventually leads to loss of molecules from the decelerator due to high transverse velocities. There have been nice developments in advanced pulsing schemes to help mitigate this issue; however, the physical geometry is a fundamental limitation. Nevertheless, PPSD has been a productive mode of deceleration, well-utilized for many scientific studies, and been the subject of many theses. The discussion here has barely scratched the surface of the capabilities and applications of this mode of operation. However, the transverse losses are problematic, especially for the purpose of reaction studies in which high

---

3 Note that this picture just involves one molecule, whereas in reality deceleration will involve a cluster molecules that have a spread in longitudinal phase space (i.e. spread in both velocity and position). For clarity and simplicity we model the center of this distribution, calling it the synchronous molecule.
densities are required and low velocities are desired. For the applications of ion-neutral reactions, we need greater densities than can be provided by pulsed-pin Stark deceleration for feasible reaction studies. We thus turn our attention to traveling-wave Stark deceleration.

Traveling-wave Stark deceleration was first demonstrated in 2010.\[311\] It utilizes an somewhat different scheme for deceleration. Again, as the name implies, the design is to use sinusoidal wave to produce a potential well that continuously guides and slows the molecules. Typically, the molecules in one such well are called a *packet*. Such guiding and deceleration can be done with sinusoidal potentials, which make an actual 3-D well with decoupled longitudinal and transverse trapping. This nicely addresses the loss issues previously mentioned. Such a potential well can be made with
an arbitrary number of rings. Our system utilizes a periodicity of eight to create sine-wave voltages with voltage:

\[ V_i(T) = V \sin\left(\frac{w\pi i}{8} - \omega t\right) \text{ for } i = 0 \ldots 7 \quad (7.3) \]

where \( V \) is the amplitude of the potential on the rings, \( i \) is the ring number, \( \omega \) is the speed of translation for this potential well over time \( t \). As was seen by Figure 7.4, the rings on our TWSD our mounted by eight rods that allow independent control of each set of eight rings. The effective electrical potential and the potential energy for ND\(_3\) that this creates is shown in Figure 7.6. Now if we want to move such an electric potential well, thus guiding ND\(_3\), we must choose an \( \omega t \) that corresponds to an appropriately chosen longitudinal velocity. We are constrained to our potential well moving 8\( l \) (where \( l \) is the inter-ring spacing) over a sinusoidal phase of 2\( \pi \). We can thus calculate our sinusoidal frequency \( f \):

\[ f = \frac{v}{pl} \quad (7.4) \]

Operating the decelerator at a set frequency \( \omega t \) with eight phase-shifted potentials described in Equation 7.3 produces a traveling wave like that shown in Figure 7.7. This schematic demonstrates a \( \pi/4 \) movement of this well. The amount of time that this phase shift takes is the velocity of our moving well. This value of \( f \) (Equation 7.4) depends on the geometrical parameters of the built TWSD in our system (see Table 7.1). The starting velocity of our deceleration of ND\(_3\) velocity is around 390 m/s, the empirical velocity of a supersonic expansion of krypton in our system. This corresponds to 24 kHz, with \( l = 2.03 \text{ mm} \) for our TWSD. Running at \( f = 24 \text{ kHz} \), combined with good timing for turning on the decelerator, can guide, or bunch, such a beam of molecules at the initial velocity. If we want to decelerate, we chirp the frequency. This is done with a simple linear chirp:

\[ f(t) = f_i = \alpha t \text{ with } \alpha = \frac{f_f - f_i}{T} (\alpha \leq 0) \quad (7.5) \]

where \( T \) is the time-of-flight of the molecular beam through the entire decelerator, \( f_i \) and \( f_f \) are the initial and final frequencies, respectively.
Figure 7.6: A Effective electric potential on eight rings with sinusoidal, phase-shifted voltages (electric potential scale is given by top legend). B The resulting effective potential over a central cross-section along the z-axis of A. C The effective potential energy experienced by an ND$_3$ molecule due to electrical potential in B. (Scale for energy given by bottom legend.) Schematic adapted from Fitch (2013).
Figure 7.7: Electric potential energy given for multiple phases of $\omega t$, demonstrating the movement of a well due to the frequency of the sinusodial potential on each ring. Schematic adapted from Fitch (2013). [16]
Table 7.1: Geometrical TWSD measurements, as well as typical deceleration parameters and trap geometry variables.

<table>
<thead>
<tr>
<th>Decelerator parameters</th>
<th>Typical Deceleration Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ring spacing</td>
<td>2.03 mm</td>
</tr>
<tr>
<td>Ring diameter</td>
<td>4 mm</td>
</tr>
<tr>
<td>Rings per stage</td>
<td>8</td>
</tr>
<tr>
<td>Number of rings</td>
<td>624</td>
</tr>
<tr>
<td>Total decelerator length</td>
<td>1.267 m</td>
</tr>
<tr>
<td>Starting gas velocity</td>
<td>385-400 m/s</td>
</tr>
<tr>
<td>Frequency bandwidth</td>
<td>25 kHz to DC</td>
</tr>
<tr>
<td>Time required to decelerate to rest</td>
<td>6.3 m/s</td>
</tr>
</tbody>
</table>

It should be noted that while these chirped sinusodial frequencies are conceptually simple, they are technically difficult. 25 kHz to DC is a significant bandwidth, particularly for high voltage. This is an electronical engineering problem that our group has sought to answer that has necessitated in-house design of specialized amplifiers. A review of these amplifier specifications, challenges, and recent work to improve their performance will be given later in section 7.3.

First, we will dive deeper into the principles of traveling-wave Stark deceleration. To understand important details such as initial distribution of molecules that can deceleration, or the characteristics of the decelerated beam, we need to examine what is referred to as the phase-space acceptance of the TWSD. This will be discussed in the next section.

7.1.3 Phase-space acceptance

Computational modeling is a critical aspect of understanding the expected performance of a Stark decelerator. This is particularly true for pulsed-pin systems, which must be modeling with numerical methods due to the coupling between transverse and longitudinal modes. Likewise, the modeling of the performance of a traveling-wave Stark decelerator benefits from full Monte-Carlo simulations. However, we can achieve a relatively good approximation of the stable and unstable trajectories of molecules with a more simplistic model. Prior work has demonstrated that the longitudinal phase-space acceptance (LPSA) model compares well with full molecular dynamics simulations.[17] The LPSA model was quite successful in predicting the performance of our TWSD as will be seen in section 7.2. LPSA model is also discussed here not just as theoretical calculations with which to compare our system, but also a model also yields some general intuition regarding
the expected characteristics of a successfully decelerated beam.

I will discuss a few practical notes before the model is discussed. Some prevailing themes that will be noticed is the emphasis on the longitudinal potential (as the name might suggest.) This is due to the critical assumption that the transverse potential is decoupled from the longitudinal potential. This feature of traveling-wave Stark deceleration yields transverse guiding of the molecules that is nearly isolated from the magnitude of beam deceleration. Given this assumption, we can model the success of a particular molecule’s deceleration as it depends on its position in phase space, which is its position and velocity in a particular dimension. Numerical calculations can determine the separatrix, or the boundary in phase space between stable and unstable trajectories. A separatrix allows us to calculate the phase-space acceptance, the total area in phase space that results in successful deceleration. An example of the transverse phase-space acceptance for our TWSD is shown in Figure 7.8. Note that the separatrix depends on the position of the well relative to the rings (or the phase of $\omega t$, refer to Figure 7.7.) The two extremes for the largest (black) and smallest (red) phase-space acceptance are shown. The narrow acceptance in transverse dimensions is a key motivation for starting with supersonic pulsed beams, which can produce such a distribution in phase space with relatively high densities (see section 7.1.1.)

![Figure 7.8: Transverse separatrix for TWSD a transverse dimension. The three separatrices denote extremities of transverse phase-space acceptance as dependent on the phase of $\omega t$. Figure adapted from Fitch (2013).](image)

The transverse potential, and the resulting transverse phase space acceptance, is intrinsic to the decelerator geometry. However, the acceptance in the longitudinal direction will depend on the
level of deceleration. In the case of the traveling-wave Stark decelerator this longitudinal potential is not only decoupled from the transverse potential, but also can be modeled analytically. We can model it as a set of toroidal electrodes held at fixed potentials. The potential for a single torus is given by:

\[
V(z) = \frac{2V_0}{\pi} \sqrt{\frac{1}{1 + z^2/a^2}} \sum_{p=0}^{\infty} (2 - \delta_{0p}) \frac{Q_{p-1/2}(\cosh(\eta_0))}{P_{p-1/2}(\cosh(\eta_0))} \cos \left( p \arccos \left( \frac{z^2 - a^2}{z^2 + a^2} \right) \right) \tag{7.6}
\]

with \( \delta_{0p} \) as the Kronecker delta function, where \( a = r_0 \sinh(\eta_0) \) is the effective radius of an equivalent ring of charge, and \( V_0 = 10 \text{kV} \). The relation, \( \eta_0 = \ln \left( \frac{R}{r_0} + \sqrt{\left( \frac{R}{r_0} \right)^2 - 1} \right) \) is that of a toroidal surface with cross-sectional radius \( r_0 = 5 \mu \text{m} \) and mean radius \( R = 2.5 \text{mm} \). \( P_{p-1/2} \) and \( Q_{p-1/2} \) represent associated Legendre functions of the 1st and 2nd kind, respectively, with \( p \leq 2 \). \( (Q_{p-1/2}(\cosh(\eta_0)) \) will necessarily return a complex number for all orders of \( p \), but only the real part contributes to the on-axis potential.

We can then sum over a set of rings with potential that varies spatially as:

\[
V_{\text{tot}}(z) = \sum_{n=-N_0}^{N_0} V(z - n \ d) \cos \left( \frac{2\pi n}{8} \right) \tag{7.7}
\]

with \( d \) as the distance between rings, \( d = 2.032 \text{mm} \), and \( N_0 = 6 \). Such an model yields quantitative agreement with the full, 3D model of the decelerator generated by numerical calculations with the COMSOL multiphysics package[20]. The potential is simply used to calculated the electric field

\[
E(z) = -\frac{dV_{\text{tot}}(z)}{dz} \tag{7.8}
\]

and used to calculate the Stark energy, which can be used to calculate the energy states in an electric field:

\[
U_{\text{Stark}}(z) = -\frac{U_{\text{inv}}}{2} + \sqrt{\left( \frac{U_{\text{inv}}}{2} \right)^2 + \left( \frac{\mu_\text{e}E(z)}{2} \right)^2} \tag{7.9}
\]

This equation is identical to Equation 7.2 for the \(|J = 1, K = 1\) state of ammonia, with the addition of the explicit dependence of the electrical field on the longitudinal coordinate \( z \). With Equations 7.6-7.9 we can calculate the longitudinal well experienced by ND\(_3\) molecules in the decelerator due to the Stark shift.
However, to fully model the longitudinal phase-space acceptance, we must account for a few more things. Firstly, the deceleration will apply a force to the molecules, changing the effective potential energy profile:

$$U_{\text{eff}}(z) = U_{\text{Stark}}(z) + m\alpha z$$

with,

$$\alpha = \frac{v_f^2 - v_i^2}{2L}$$

As can be seen, the potential energy well depends on the final velocity $v_f$, the initial velocity $v_i = 385$ m/s, and the deceleration length $(d = 1.266 \text{ m, Table 7.1})$. Figure 7.9 shows this effective potential well for different final velocities out of the decelerator.

Figure 7.9: Effective potential energy in Kelvin as a function of longitudinal position in the decelerated well for the different final velocities measured in the experiment. $v_f = 385$ m/s is also evaluated to show the maximum well-depth experienced by the molecules during bunching, where the potential well moves at a constant speed. Figure adapted from Greenberg (2021).

Secondly, we need the separatrices for these final velocities. This is calculated using the effective potential well to calculate the classical turning points, where the potential energy and kinetic energy are equivalent. The calculated separatrices that correspond to a handful of final velocities are depicted in Figure 7.10. From these separatrices, we can calculate the relative area enclosed by the longitudinal separatrix to determine the relative signal expected for each final velocity. This calculation was used to compare our experimental data in section 7.2.

There are a few intuitive results to point out here. Note that the 385 m/s separatrix (blue)
in Figure 7.10 corresponds to bunching. The lack of tilt in the potential well results in a much larger phase-space acceptance, as well as symmetry in both $v_z$ and $z$ in the separatrix. Of course, the phase-space acceptance decreases significantly as the final velocity gets smaller. As mentioned prior, these results are for a deceleration amplitude $V_0 = 10 \, \text{kV}$. In the case $V_0 = 8 \, \text{kV}$, the well tilts completely over by 100 m/s and there are no stable trajectories. This is an important point that motivates the high voltages at which we work: deceleration to low velocities, or rest, requires a particularly deep well. This in turn has motivated many of the advances in the electronics necessary to produce such potentials on the decelerator. Another feature to point out is that this model predicts the spread in longitudinal velocities as well. For bunching, this spread is near $\pm 20 \, \text{m/s}$, whereas this approaches $\pm 10 \, \text{m/s}$ at the more aggressive deceleration schemes. These are details that are important for modeling reaction collisional energies, as well as predicting the spread of the beam from the output of the decelerator to the trap in the integrated setup.

In summary, the phase-space acceptance of the decelerator can be modeled analytically, with accuracy comparable to full numerical simulations. Such models yield expectations for the relative signal of the decelerator at different final velocities, as well as expectations for the longitudinal and transverse velocity spreads. Such theory can be utilized for comparisons of experimental results.

Figure 7.10: Longitudinal separatricies resulting from the effective potentials in Fig. 7.9. Figure adapted from Greenberg (2021).
7.1.4 Detection of neutral ammonia out of the Stark decelerator

As a last point before discussing experimental deceleration results, I will discuss how we detect the neutral ammonia on the output of the decelerator. This involves a brief discussion of the relevant REMPI process, as well as a discussion of the geometry of the detection region.

The principles of REMPI (resonance enhanced multiphoton ionization) were briefly discussed in section 2.2.1. This was discussed in the context of an efficient ionization process with which to load ions into our ion trap. Here, we are interested in REMPI for its state selectivity as we can choose an ionization scheme with a large cross-section for the $|J = 1, K = 1\rangle$ and $\nu = 0$ state. This state can be resonantly ionized with a (2+1) REMPI scheme at 317 nm. As a reminder, this means two simultaneous photons at 317 nm are required to excited our the ND$_3$ to an electronically and vibrationally excited intermediate state. Then, another single 317 nm photon ionizes the ammonia, as shown in Figure 7.11. The excited intermediate state in this case is the second electric excited state $\tilde{B}^1$ and the fifth overtone of the second vibrational mode, $\nu_2 = 5$.

![Figure 7.11: (2+1) REMPI scheme for ND$_3$ at 317 nm. Figure adapted from Fitch (2013).](image)

This REMPI process is used in conjunction with a TOF-MS and MCP to detect the output of the decelerator as shown in Figure 7.12. Prior to the integration with the LIT, we detected the
ionized ND$_3^+$ with a simple-two stage TOF. The REMPI laser beam path was intersected between the two plates of a two-stage TOF to send the newly ionized ND$_3^+$ into the MCP for detection. While this TOF configuration is not as sophisticated or high-resolution as that used with our ion trap, it is more than sufficient for detecting the relative intensity of resonantly-ionized ND$_3$ in a molecular beam. This is the detection configuration for the characterization of the decelerator performance described in section 7.2. After the TWSD was integrated with the LIT, we used (are using) the ion trap as our TOF. This will be described in more detail in Chapter 8.

![Schematic for production and detection of a decelerated ND$_3$ beam with traveling-wave Stark deceleration. Figure adapted from Shyur (2018).][17]

One complication that we had to account for when characterizing the output of our decelerated signal is the size of the aperture in the TOF plate shown in Figure 7.12. While the transverse velocity spread of the molecular beam is quite small, it is large enough to cause clipping on the TOF plates at low longitudinal velocities. I will briefly overview the geometry of the detection area to demonstrate how we accommodated this fact in our analysis of the output beam in section 7.2.

First, we must make a few assumptions to estimate the consequences of the transverse spread. One assumption is that the molecular packets have a transverse velocity ($v_\perp$) of 10 m/s regardless of forward velocity, as motivated by LPSA theory discussed in the previous section. Then we can
calculated the transverse radius of the packet at the detection region, $r_{\text{det}}$ with:

$$r_{\text{det}} = r_{\text{decel}} + \frac{v_{\perp}}{v_{||}} \cdot d,$$

(7.12)

where $d$ is the 7 mm distance from the exit of the decelerator to the ionization laser, $v_{||}$ is the mean longitudinal speed of the packet, and $r_{\text{decel}}$ is the radius of the packet at the end of the decelerator, which is taken to be 2 mm. (All of these variables are labeled schematically in Figure 7.13) Secondly, we assume the REMPI laser has a beam waist with a diameter much smaller than that of the molecular packet and that is has a Rayleigh length long enough that it can ionize molecules along the diameter of the molecular packet. This results in a ratio of molecules at the output the decelerator to those in the detection region ($N_{\text{decel}}/N_{\text{det}}$) that scales with the inverse of ratio of the radius of the molecular packets as described by the following equation:

$$\frac{N_{\text{decel}}}{N_{\text{det}}} = \frac{r_{\text{det}}}{r_{\text{decel}}} = \frac{r_{\text{decel}} + \frac{v_{\perp}}{v_{||}} \cdot d}{r_{\text{decel}}},$$

(7.13)

We also need to consider that the aperture in the TOF plates is 2.5 mm. In some cases the molecular packet will expand and be clipped by this aperture. We can calculate the loss of detected...
molecules:
\[
\frac{N_{\text{decel}}}{N_{\text{det}}} = \frac{r_{\text{det}}}{r_{\text{decel}}} \cdot \frac{r_{\text{det}}}{r_{\text{TOF}}} = \frac{(r_{\text{decel}} + \frac{v_\parallel}{v_\perp} \cdot d)^2}{r_{\text{decel}} \cdot r_{\text{TOF}}},
\]
(7.14)
where \(r_{\text{TOF}}\) is the radius of the aperture.

This clipping will occur when the molecular packets have a longitudinal velocity:
\[
v_\parallel \leq \frac{d \cdot v_\perp}{r_{\text{TOF}} - r_{\text{decel}}}
\]
(7.15)
For this detection system, \(v_\parallel \leq 130\) m/s.

These equations guided our analysis of the output relative signal at different final velocities, by compensating for effects of the detection scheme. Such analysis allowed us to compare our decelerator output to theoretically calculated expectations, and to accurately characterize the beam prepared for future reaction applications. The next section discusses the experimental measurements of the decelerator performance for reaction studies. This includes a description of the transverse and longitudinal spread, the success and limitation of relevant deceleration schemes, and deceleration efficiency. All of these aspects are critical to the TWSD’s role as a molecular beam source for reactions with trapped ions.

### 7.2 Characterization of TWSD output (before integration with LIT-TOFMS)

Section 7.2 is devoted to describing the experimentally measured output of our traveling-wave Stark decelerator (TWSD), as detected by a REMPI laser and two-stage time-of-flight mass spectrometer. This was our final characterization and publication of this decelerator’s performance before it was integrated with our linear ion trap (LIT). Section 7.2 is adapted from the work that we published in Review of Scientific Instruments in 2021.\textsuperscript{18} I was the second author on this paper; the first author, James Greenberg, and I took all of the data together. He did the bulk of the theory calculations with which we compare the results.
7.2.1 Continuous deceleration of ND$_3$ from 385 m/s to 10 m/s

Packets of decelerated ND$_3$ molecules were detected after being slowed from an initial velocity of 385 m/s to multiple final velocities. Different final velocities, ranging from 300 m/s down to 10 m/s, were chosen to demonstrate the tunability of the beam produced by the TWSD. We expect the ND$_3$ signal to be the sum of the decelerated packet with a background of non-decelerated molecules, which exit the decelerator at the same time. To account for the contribution from the non-decelerated ND$_3$ molecules, we first measured the signal while the decelerator electrodes were grounded. We refer to this measurement as the free-flight data. We then scale the free-flight data to the background value of the decelerated data to be able to evaluate the portion of the signal from non-decelerated molecules. We must scale the free flight data for two reasons. First, the MCP voltage needs to be a different setting for these different data sets to avoid saturating the detector. Second, the overall number of non-decelerated molecules that reach the end of the decelerator during a deceleration sequence will be larger (than in free flight), as they are transversely guided. Figure 7.14 shows a summary of the deceleration data, as well as the free-flight data, scaled to match the decelerated data baseline. Combined, these data show the contribution from free-flight molecules is negligible for final velocities $\leq$ 100 m/s. The decelerated packets of ND$_3$ also show four or five distinct peaks at each final velocity. These correspond to multiple potential wells being filled in the decelerator. We verified that the final velocity of the molecules in each well is the same by comparing the detection time of each peak with the ending time of the deceleration sequence. Using the fixed distance between ring electrodes, and the distance between the final ring of the decelerator and the TOFMS extraction region, we found precise agreement between calculated and measured peak arrival times of each of the peaks in the molecular packets.

As the final velocity of the molecular packet decreases, the measured width of each packet increases (see Figure 7.14). This increase is caused by the spread of velocities of the molecules within each decelerated well. The velocity spread was modeled in a previous study using a longitudinal phase-space acceptance model discussed in section 7.1.3. The model showed quantitative agreement
Figure 7.14: Deceleration data for multiple final velocities ranging from 300 m/s down to 10 m/s. Time is the delay between the molecular beam valve trigger and detection laser pulse. The solid black trace is the free-flight data, scaled to match the baseline of the deceleration data. The free-flight background is essentially zero by 6 ms. The inset plot shows the 10 m/s data. The discrete peaks at each final velocity correspond to multiple, filled potential wells all with the same longitudinal velocity.

Table 7.2: Maximum longitudinal spread in velocities of ND$_3$ wells at end of decelerator, as calculated by the LPSA model. The full-width half max velocity spread, which is more relevant to collision studies, will be less than this and depends on how the phase-space distribution overlaps with the phase-space acceptance of the decelerator. The velocity spread for $v_f = 385$ m/s is from bunching. Velocity spreads are also converted into kinetic energy uncertainties to facilitate discussion of the energy resolution obtained for collision studies.

<table>
<thead>
<tr>
<th>$v_f$ (m/s)</th>
<th>$\Delta v$ (m/s)</th>
<th>$\Delta E$ (µeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>385</td>
<td>22</td>
<td>49</td>
</tr>
<tr>
<td>300</td>
<td>17</td>
<td>31</td>
</tr>
<tr>
<td>200</td>
<td>13</td>
<td>18</td>
</tr>
<tr>
<td>150</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>100</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

with full molecular trajectory simulations [17, 344, 345], so we apply it here to estimate a maximum
velocity spread for each molecular packet. The details of this model were discussed in section 7.1.3. The key feature is that the TWSD creates a potential energy well in the radial dimension that is independent of the deceleration applied. Thus, changes in the longitudinal potential impact primarily the dynamics of deceleration. The phase-space acceptance along the axis of the decelerator can be directly calculated as a function of the average force of deceleration. This gives the largest possible spread of phase-stable, and thus decelerated, molecules. The results from the LPSA model are tabulated in Table 7.2. The calculations show that the velocity spread of the molecules leaving the decelerator is typically small, \( \sim 10 \text{ m/s} \). The transverse spread in velocities has been investigated previously \( [17] \), and is also on the order of \( \sim 10 \text{ m/s} \).

We can compare the total number of molecules detected at each final velocity to estimate the overall decelerator efficiency and compare it to the results from the LPSA model. We calculate the total number of decelerated molecules by subtracting the scaled free-flight background from the deceleration data, integrating in time over all of the peaks, normalizing by the final velocity to account for the extended time for slower packets of molecules, and including the impact of detecting the molecules downstream from the exit of the decelerator, (see section 7.1.4 for details.) The resulting integrated number of molecules detected as a function of final velocity is shown in Figure 7.15 by black circles.

Lastly, we predict how much integrated molecule signal we expect to see based on the LPSA model. The total area of the LPSA should scale the same as the total number of molecules detected, assuming the transverse confinement is entirely decoupled from the longitudinal confinement, and the decelerator phase-space acceptance is filled uniformly. The results of the model calculations, also shown in Figure 7.15, show good agreement with the experimental results. Ultimately, we see the decelerator retains nearly half of the molecules all the way down to 10 m/s, which is a very favorable result for collisions studies with trapped ions. The experimental and modeled results are sufficient for planning future reactions with the decelerated beam.
Figure 7.15: Measured and modeled number of molecules, normalized, as a function of final velocity. The black circles represent the data scaled by the reduction in the number of molecules from the exit of the last decelerator ring to the position of the laser due to transverse spread. The red squares represent the total area of the LPSA model, normalized to the area of the LPSA model at 300 m/s. Note the decreasing velocity axis and the lines connecting the points are just to guide the eye.

7.2.2 Alternative slowing scheme

One requirement to make Stark-decelerated beams useful for energy-resolved reaction experiments is for the non-decelerated molecules to be separated from the decelerated packet. If the two distributions of molecules can be sufficiently separated in time, then a molecular beam shutter can be placed in the beam path to allow only decelerated molecules through. For low velocity packets, this time is large enough while running the decelerator in the typical manner. However, for higher final velocity packets, an alternate slowing scheme must be employed.

The typical slowing scheme uses the entire length of the decelerator for slowing, which produces the largest number of slow molecules. Here, we test an alternative slowing scheme that decelerates the molecules more aggressively than necessary, using only a fraction of the decelerator’s length for slowing, and the rest of the decelerator for bunching at the final velocity. The end effect is an increase in the time delay between decelerated and non-decelerated molecules (including carrier gas) exiting the decelerator. This alternative slowing scheme has been previously demonstrated with ND₃ in a pin decelerator [3510]. Here, we report the time delay and increased energetic
purity of the molecular packets exiting the TWSD as a result of using the alternate scheme.

Figure 7.16: Deceleration data for a final velocity of 250 m/s using the alternative slowing scheme. The time axis represents the delay between molecular beam valve and detection laser triggers. The free-flight data are scaled to match the baseline of the deceleration data. As the number of bunching stages increase, more aggressive deceleration is applied to the molecular beam, which reaches the final velocity in a shorter distance. This leads to a time delay in the arrival of the slowed packets of ND$_3$.

Figure 7.17: Measured and modeled number of molecules, normalized, as a function of the number of bunching stages. The black circles are the integrated ND$_3$ signal, normalized to the integrated signal using zero bunching stages. The red squares represent the total area of LPSA model, normalized to the area of the LPSA model using zero bunching stages. All points represent molecules decelerated to 250 m/s. The data at zero bunching stages correspond to the typical deceleration scheme.

To test the alternative slowing approach, we vary the the number of decelerator stages (1
Figure 7.18: The purity of the molecular beam defined as the percentage of decelerated molecules out of all molecules detected within the integrated time-window containing the molecular packet. The number of decelerated molecules decreases at a different rate as compared to the non-decelerated molecular beam with increasing number of bunching stages. For a final velocity of 250 m/s, the maximum purity corresponds to 20 bunching stages.

There is, however, a clear trade-off between the amount of time delay gained by increasing the number of bunching stages (i.e., more aggressive slowing) and the integrated ND$_3$ signal. To quantify this effect, we subtract the free-flight background and integrate the decelerated peaks. The integrated ND$_3$ signal as a function of bunching stages is plotted in Fig. 7.17 and normalized to the zero bunching stages data point, which corresponds to our typical deceleration scheme. We also calculate the LPSA area to predict the decrease in integrated ND$_3$ signal. The smallest LPSA calculated used 40 bunching stages, which corresponds to a deceleration aggressive enough
to change the propagation direction of the molecules (molecular packet travels back towards the valve), provided the entire length of the decelerator is used. The well depth associated with such aggressive deceleration is only 0.05 K.

In addition to increasing the time between the peak of the molecular beam and the decelerated signal to allow for a shutter to be implemented, we want to optimize the decelerated beam for velocity purity. For a metric to quantify the velocity purity, we choose the percentage of decelerated molecules that are included in the total integrated signal. To calculate this, we integrate the signal above the free-flight background and divide it by the total integrated signal. Doing this for the alternative slowing data results in the data points shown in Figure 7.18. This analysis reveals that 20 bunching stages is the optimal choice for velocity purity of a beam at 250 m/s.

There is a limitation to the application of bunching after the deliberately aggressive slowing scheme. The amount of time delay added per bunching stage is proportional to the final slowing velocity. This means that less time delay can be achieved for higher final velocities. For example, with $v_f = 300 \text{ m/s}$, only $400 \mu\text{s}$ can be added before the slowed packet signal vanishes, which is predicted by a vanishing potential well. This example, verified experimentally, uses only 8 stages of the decelerator for slowing, and thus 70 stages for bunching. This is unfortunate from a velocity purity standpoint because there is more background at earlier times. However, two possible solutions utilize the TWSD ability to slow ND$_3$ more aggressively than needed to bring the molecules to rest. Instead of bunching after such a deceleration, one can allow the molecular packet to turn around and be guided back towards the start of the decelerator. Upon arrival at the upstream edge of the decelerator, the packet can be turned around again and accelerated back to the desired final velocity by the time it reaches the end of the decelerator. This scheme (a so called “bounce”) has been demonstrated in a TWSD with CH$_3$F molecules [346]. Another solution involves decelerating the molecular packet to rest before the end of the decelerator. There, it can be trapped for the desired delay time and then re-accelerated to the final velocity of choice [312, 347].
7.2.3 Beam densities and prospects for reactions

Overall, the success of future reaction dynamics experiments hinges on the TWSD beam density. If the density of slowed molecules from the TWSD is too low, reactions will take place on a timescale that is too long to maintain the stability of the experiment. This point is demonstrated by the example reaction from before, \( \text{ND}_3^+ + \text{ND}_3 \rightarrow \text{ND}_4^+ + \text{ND}_2 \), which occurs at a rate given by

\[
\frac{d[\text{ND}_3^+]}{dt} = k[\text{ND}_3^+][\text{ND}_3],
\]

(7.16)

where \( k \) is the reaction rate constant, \([\text{ND}_3^+]\) is the number of \( \text{ND}_3^+ \) in the ion trap as a function of time and \([\text{ND}_3]\) is the density of \( \text{ND}_3 \) passing through the ion trap as a function of time. Eq. 7.16 can be separated and integrated to obtain,

\[
\ln \left( \frac{[\text{ND}_3^+]}{[\text{ND}_3^+]_{t=0}} \right) = k \int_0^t [\text{ND}_3](t') \, dt'.
\]

(7.17)

Since the decelerator delivers \([\text{ND}_3]\) packets at a set repetition rate, Eq. 7.17 can be simplified to

\[
\ln \left( \frac{[\text{ND}_3^+]}{[\text{ND}_3^+]_{t=0}} \right) = kRI_{[\text{ND}_3]}t,
\]

(7.18)

where \( R \) is the decelerator repetition rate, and \( I_{[\text{ND}_3]} \) is given by

\[
I_{[\text{ND}_3]} = \int_0^T [\text{ND}_3](t) \, dt,
\]

(7.19)

which is the density of the decelerated beam integrated over the time it takes one pulse to pass through the ion trap, \( T \). If we assume an integrated density of \( I_{[\text{ND}_3]} \sim 10^6 \text{s/cm}^3 \), then \( k \sim 10^{-9} \text{cm}^3/\text{s} \) and \( R = 2 \text{ Hz} \) allow us to evaluate Eq. 7.18. The total time it will take for 90% of the reactants to deplete \( ([\text{ND}_3^+] / [\text{ND}_3^+]_{t=0} = 0.1) \) is \( t \sim 10^3 \text{s} \), which is a reasonable timescale for trapped ion reaction experiments.

Unfortunately, we lack the experimental tools to measure the absolute density of our beam in the current experiment. We do, however, believe we can achieve \( I_{[\text{ND}_3]} \sim 10^6 \text{s/cm}^3 \) for a few qualitative reasons. First, densities of this magnitude have been measured out of a pulsed-pin decelerator. One group utilized calibrated laser-induced fluorescence measurements to determine
the peak density of packets decelerated to several hundred m/s, which was found to be \((2 \pm 0.8) \times 10^8\) molecules/cm\(^3\) for OH [341]. We expect the deceleration efficiency of the TWSD to show a marked improvement over pin decelerators in this regime because, as Fig. 7.15 demonstrates, the decelerated signal does not exhibit significant losses at low velocities. Second, the guiding hexapole will focus the decelerated beam in the transverse dimensions, which will further enhance the density of neutral molecules within the ion trap [348]. Lastly, the TWSD produces many filled wells for each packet of molecules. These can be seen as the multiple discrete peaks in Figs. 7.14 and 7.16. Each peak in the packet increases the integrated density. These factors combined should allow us to achieve an average ND\(_3\) density of \(10^9\) cm\(^{-3}\) for a duration of 1 ms. The success of the other radical sources considered will depend on the ability to produce comparable decelerated beam densities. Cold buffer gas beam sources may be required for certain radical species [344].

Furthermore, the proposed combined apparatus may allow for lower beam densities than prescribed above. The LIT-TOFMS measures both the depletion of the charged reactants as well as growth of charged products, simultaneously [65]. Under such conditions, bimolecular reaction rates can be determined typically without the need to follow a reaction to 90% completion. Instead, we only need to wait for 10% of the ions to react, which drastically reduces the time of the full experiment for lower density beams.

7.2.4 Summary

In summary, we have characterized a source of neutral polar molecules for use in future low-temperature ion-molecule experiments. Specifically, we achieved continuous deceleration of ND\(_3\) from 385 m/s down to 10 m/s without incurring a significant loss of molecules. We have also shown that the decelerated beam can be separated from the free-flight background in time through the use of an alternative slowing scheme. This led to an enhancement in final beam velocity purity at the cost of a smaller longitudinal phase-space acceptance and thus fewer molecules. We then explored the implications of these results on future proposed ion-molecule reaction studies. Ultimately, the performance of the TWSD indicates low-temperature studies will be possible between many species.
of neutral polar molecules/radicals and trapped ions.

7.3 Development of the TWSD amplifiers

The TWSD discussed in this chapter has been developed thanks to the efforts of multiple people. The amplifiers that produce the sinusodial potentials essential for deceleration have been a particularly challenging engineering feat that has spanned multiple years of work and generations of graduate students. In this section, I will give brief history of the advancements made on these amplifiers to give context to the upgrades applied to the system during my time on this project. This historical review will be extremely brief, primarily summarizing what can be found in Yomay’s and Noah’s thesis. [16][2] I will discuss changes made after their tenure in greater detail.

7.3.1 A brief overview of the in-house amplifier design

The traveling-wave Stark decelerator was built to decelerate neutral molecules from a seeded krypton beam at 400 m/s. The sinusodial potentials required to bring such a beam to rest requires a bandwidth of $\sim$30 kHz to DC. The original design had been for 12 kV, (now 10 kV), which allows deceleration of ND$_3$ and other molecules with relatively low losses. Higher voltage is always better for this application, but 12 kV was chosen as an ambitious but achievable target for an amplifier, requiring a slew rate of 2.3 V/ns, (now 1.9 V/ns, still very fast.) With a driving load around $\sim$300 pF, this peak current draw is on the order of 500 mA. [16] Even today, this outperforms any commercially available amplifier. These specifications are met by eight amplifiers, one for each of the eight decelerator rings in a deceleration stage.

The amplifiers have to meet several technological challenges. This system needs be able to sink and source a large amount of current, to switch high voltages at a slew rate higher than available components, to insulate the driving signals from HV noise, and to produce a frequency-chirped output with relatively flat gain. In addition, the amount of energy being worked with is substantially: not only are the working voltages lethal, but a catastrophic event is incredibly powerful, loud, and destructive to the electronics. Terry Brown is attributed with saying that,
“electronic design and layout is like doing a jigsaw puzzle, except you don’t have a picture and none of the pieces fit together.” In his thesis, Noah added: “For this design, I would add the constraints that you have to wear a blindfold, and if at any point you put a piece in the wrong place the puzzle may explode!”[10]

The point of this emphasis on the technological difficulty of designing these amplifiers is to highlight the victory of their successful operation, and to contextualize more than decade of work that has brought this project to fruition (including the need for more recent modifications.) The amplifier design is really quite incredible. The interested reader will find Noah’s thesis a detailed and engaging introduction to the electrical engineering of these amplifiers. Yomay’s thesis was written a bit later in the evolution of the amplifiers and also features an excellent perspective on the amplifier design and operation. Thus, I will not attempt a thorough description of the electronics design and function here; this section is intended as follow-up documentation on what are (we hope) the final modifications to these amplifiers. However, I will give an extremely brief overview of the design in order to provide context for the changes made during my time on the project.

A conceptual schematic for the amplifiers is given in Figure 7.19A. Such a design is referred to as a push-pull amplifier. This divides the load on the amplifier to one half responsible for sourcing the current (when the output is positive) and to another half responsible for sinking the current (when the output is negative). For these banks to operate out of phase in conjunction with each other, both must be driven with well-coordinated driving signal. This is achieved with optical signals insulated from the HV, usually with optoisolators. This configuration takes advantage of the availability of fast-switching, high voltage MOSFETs (metal oxide semiconductor field-effect transistor) that are best suited for our applications. Even still, MOSFETs that are able to source and sink > 0.5 A of current are limited to handling ~4-4.5 kV maximum. However, a nice benefit to the push-pull configuration is that it is well-suited to stacking FETs to expand the output voltage capabilities as shown in Figure 7.19B. A well-designed circuit can split the required output among multiple FETs, such that output voltage capacity expands linearly (at least in principle) with the
number of FETs in series.

Figure 7.19: (a) A n-channel push-pull amplifier. The rating of the FETs (QT or QB) determines the maximum output and rails (±HV). Arrows denote optical signal input (b) Multiple FETs connected in series increases the maximum output voltage and rails. A resistor network controls the division of voltage equally across each FET. Figure adapted from Shyur (2018).

Our home-built amplifiers have two banks (*top bank* refers to the source/push, *bottom* for sink/pull). Each bank has ten stages, with one *leader* circuit that has global feedback from input signals (Figure 7.20), and nine *follower* stages that serve to divide the high voltage with local feedback to ensure good voltage sharing (Figure 7.21). The “workhorse” of each stage is a 4.5 kV (originally 4 kV) MOSFET (sometimes nicknamed the “HV FET”) placed in a cascode configuration with a lower-voltage FET (sometimes nicknamed the “cascode FET”) as shown by box A in Figure 7.20. This configuration reduces the Miller effect, a limitation in the bandwidth of the FET due to inherent junction capacitance. This dual-FET cascode configuration increases the speed and stability of the HV FET. We will get a glimpse of what can happen with this lower-voltage cascode FET when it is not working properly in section 7.3.2. (Spoiler alert: it's not pretty.)
Both of these FETs benefit from being biased slightly on. This improves their turn-on stability, linearity, and speed. A small quiescent current allows the FETs to be open just enough that they will respond quickly and effectively in the presence of signal, without causing inordinate amounts of heating when there is no input signal. However, this biasing on of the FETs requires a local power supply that holds this current at a low and stable value. Such local power supplies are included in the design of each amplifier stage, indicated by box C in Figure 7.20 and box B in Figure 7.21.

The multi-stage approach requires that the voltage needs to be shared evenly among the stages. The realities of variations in component performance necessitates local feedback to correct
imperfections in the voltage sharing. Such feedback is particularly important at higher frequency outputs. In each stage, a sub-circuit facilitates active feedback to promote good voltage sharing over a larger bandwidth. This is highlighted by box D in Figure 7.20 and box C in 7.21.

The local feedback is not the only source of signal correction. The signal input is stabilized by global feedback with a PID (Proportional/Integral/Derivative) control loop to correct the signal in real time. This signal must be isolated from the noise of the high voltage amplifier, as previously mentioned. It also must be appropriately fast with a large bandwidth. These requirements are met by the circuit shown by box B in Figure 7.20 (the photoresistor of the optoisolator is component Q11). The analog optoisolator provides the input driving signal, while additional BJTs increase the bandwidth and compensate for the low current transfer ratio of the optoisolator.

These described sections of the circuitry are the primary components necessary for the de-
signed multi-stage, high-bandwidth, high-voltage amplifiers. There are many more details that are more thoroughly discussed in other resources[16][2]. In addition, there have been recent electronic upgrades that have been necessary to reliably run these amplifiers at 10 kV amplitude, which will be discussed in detail in section 7.3.2. One such re-design included the replacement of the original signal optoisolator component and the subsequent alteration of the global feedback electronics to maintain the required bandwidth and gain. I will also discuss the troubleshooting and diagnosis of some puzzling oscillations on our output current signal. Lastly, there have been recent changes in the structural design of the water-cooled boron nitride walls that dissipate heat from the HV IXTF1N450 FETs, which source and sink the majority of the circuit current. The new design and assembly process for these walls is documented in section 7.3.3. In addition, we redesigned the mounting scheme by which these HV FETs are thermally and electrically stabilized. This modification was followed by a retrofit of all of the built amplifiers. Both of these topics will be discussed in more detail.

7.3.2 Overview of electrical changes to the amplifiers

The most substantial electrical change since the amplifier design and performance published in Yomay’s thesis is the updated optoisolator component. This upgrade to the circuitry was implemented by Jason Bossert in 2019.

Prior, there were two identical optoisolators in use. One received input from driving circuitry to deliver to the amplifier, while the other sent signals mirroring the current in the amplifier to the low voltage side to provide monitoring of the amplifier current. Both of these optoisolators were component OPI120, rated to ±20 kV. However, there were regular shorts from the ground to the negative HV rail via the current monitoring optoisolator (D21/Q52) that resulted in destruction of those amplifiers when the output was pushed near or above 8 kV amplitude. To address this problem, the optoisolator used for current mirroring was removed along with the current monitoring circuitry. In addition, the input signal optoisolator was replaced with OPI150, rated to ±50 kV. This has allowed the amplifiers to reach 10 kV amplitude without destructive events of this nature.
However, this caused a redesign of the circuitry that stabilizes the optoisolator, since OPI150 had a different (i.e. lower) current transfer ratio than the original optoisolator. This was achieved with the change of component R15 to 20 kΩ and R21 to 430 Ω. These changes are noted in Table 7.3. Updated schematics are included in Appendix A.

Table 7.3: Summary of changes to amplifier electronics since Shyur (2018).

<table>
<thead>
<tr>
<th>Original Component</th>
<th>New Component</th>
<th>Component number</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPI120</td>
<td>OPI150</td>
<td>Q11/Q51</td>
<td>new optoisolator</td>
</tr>
<tr>
<td>10 kΩ RES</td>
<td>20 kΩ RES</td>
<td>R15</td>
<td>new optoisolator driving circuitry</td>
</tr>
<tr>
<td>470 Ω RES</td>
<td>430 Ω RES</td>
<td>R21</td>
<td>new optoisolator driving circuitry</td>
</tr>
<tr>
<td>DNI</td>
<td>DNI/optional</td>
<td>LM8261,C17,C175,R61</td>
<td>current monitor circuitry, no longer in use</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R159,R160,R161</td>
<td>current monitor circuitry, no longer in use</td>
</tr>
<tr>
<td>IXTF1N400</td>
<td>IXTF1N450</td>
<td>Q1,Q15,Q19,Q23,Q27</td>
<td>old component is now obsolete</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q31,Q35,Q39,Q43,Q47</td>
<td></td>
</tr>
</tbody>
</table>

Some additional electrical investigations of these amplifiers resulted from a catastrophic failure of an amplifier in fall of 2021. This failure necessitated the purchase of several components to assemble and test new amplifiers. In the testing process of these new amplifiers, we had a persistent, parasitic oscillation in our output current signal that required significant troubleshooting. This type of oscillation appeared on the top and bottom of the current sinusodial wave, where the change in voltage is the greatest. The oscillation of these frequencies was ~30 MHz and could reach half of the peak current draw in amplitude. These oscillations usually would begin once the output amplitude was around 7 kV. Example measurements of these oscillations on an oscilloscope are given in Figure 7.22.

We investigated many possibilities looking for the cause of these oscillations. We ruled out that the signal could be a picked-up signal from neighboring equipment. For some time we believed it could be due to the new IXTF1N450 HV MOSFETs that replaced the original obsolete component, IXTF1N400. This was supported by the observation that the capacitance between the gate and drain was lower, and the threshold voltage was about 2 V higher. After considerable
Figure 7.22: Traces demonstrating the effect of bad 2N6660 FETs on amplifier output performance. Yellow traces show the output voltage as measured by the control box (1 V = 1.5 kV.) Blue traces are the voltage measured across a 10 Ω resistor in between the low side of the capacitor and ground (1 V = 100 mA). The red trace is a fast Fourier transform (FFT) of the current output. As seen in a), there are extremely fast oscillations with amplitudes nearly a third of the full waveform amplitude. With the time division zoomed in b), the oscillation periodicity and profile becomes more apparent. FFT of the signal determined the oscillations to vary between ~20-30 MHz in frequency.

time, (trying to procure the obsolete IXTF1N400 FETs,) we eventually established that the new IXTF1N450 HV FETs were not the cause of it.\(^4\) We also determined the ~30 MHz frequency was too large to be within the bandwidth of the global feedback; this ruled out the possibility that it was a problem with the drive circuitry or PID feedback. We also established that the effect did not demonstrate signs of being thermally-induced. The most productive line of inquiry noted that such high frequency oscillations were most likely attributed to some level of instability in the HV IXTF1N450 FET, or the lower voltage FET in the cascode configuration (NJT4031N in the leader stage, 2N6660 in the follower stages.) We attempted:

(1) Increasing the resistance of the drain resistor of the IXTF1N450 MOSFET (R1, R24, R39..., purple box in Figure 7.23). We tried increasing this from 10 Ω to 15 Ω without significant change of the oscillations.

(2) Increasing the resistance of the gate resistor of the IXTF1N450 MOSFET (R3, R26, R44...\(^4\) Actually, they more effectively support voltage sharing than the original component. This is really good news, since the old component is now impossible to acquire.
red box in Figure [7.23]. This was increased from 100Ω to 200Ω without significant change of the oscillations.

(3) Adding a capacitance the the gate-source of the IXTF1N450 MOSFETs. We tried adding 820 pF in parallel to the gate and source pins (orange line in Figure [7.23]. This create a higher frequency (∼40MHz) oscillation that began at even lower voltages (3 kV).

(4) Decreasing the capacitance of the C branch of the local feedback capacitor (C3, C11, C29... green box in Figure [7.23]) from 5 pF to 2.5 pF. This seemed to work at first, but it moved the threshold for the oscillations to begin just above what we test before encapsulating the amplifier in an insulating potting material (9 kV amplitude at 30 kHz.) Thus, we thought we had succeeded, but the oscillations were found during the post-potting final testing.

Figure 7.23: Circuit diagram for the first follower of the amplifier bank. Components of the circuit that we modified to troubleshoot the high-frequency oscillations are marked in color. Full schematics are included in Appendix A.

Ultimately, the problem was that the 2N6660 FETs (blue box in Figure [7.23]) purchased for this round of assembly were faulty. When we tested these FETs individually, they had quite divergent behavior from the specifications. This behavior is outlined in Table [7.4]. This entire “bad
“batch” turned out to have very large drain-source capacitances, extremely low threshold gate-source voltages and low drain-source resistances when fully open. Given the typical gate-source voltages that is designed to barely bias these FETs open, these faulty cascode FETs would be effectively fully open at all times in our circuit. This implies these cascode FETs would not mitigate the Miller effect in the HV FETs as per their design, and would also add additional capacitance in the circuit. When we replaced these 2N6660 FETs with components that behaved as specified, the oscillation issue was completely rectified.

Table 7.4: Expected and actual performance in 2N6660 FETs. FETs with problematic performance were always characterized by a higher drain-source capacitance and lower threshold $V_{GS}$.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Typical performance</th>
<th>Problematic FET</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{DS}$</td>
<td>70 pF</td>
<td>200 pF</td>
</tr>
<tr>
<td>$R_{DS}$ at 2 $V_{GS}$</td>
<td>8.5 Ω</td>
<td>3 Ω</td>
</tr>
<tr>
<td>$R_{DS}$ at 3 $V_{GS}$</td>
<td>4.3 Ω</td>
<td>1 Ω</td>
</tr>
<tr>
<td>$R_{DS}$ at 6 $V_{GS}$</td>
<td>3 Ω</td>
<td>0.9 Ω</td>
</tr>
</tbody>
</table>

This rather detailed description of this failure mode is intended as a reference for possible future troubleshooting. The unsuccessful attempts to solve the behavior were well-founded. Possibly the solution we found, or the principles guiding the other attempts at a solution to these oscillations, may be helpful to a future reader. In addition, it provides a cautionary tail: always, always, always test your components before assembling a circuit.

7.3.3 Overview of structural and cooling changes to the decelerator

We had two more destructive events with our amplifiers during my time on the project. In fall of 2022, two stages shorted to each other. This was a very quiet failure, only signaled by the tripping of the control interlocks and the subsequent changed output of that amplifier. In winter of 2022, a much more destructive event occurred, heralded by an extremely loud bang!, and more destruction on the amplifier itself, as seen in Figure 7.24. This failure mode had two primary features. Like the failure in 2021, it was characterized by evaporated resistors on the drain of the HV FETs (10 Ω), resulting in the periodic black char that can be seen on the potting material.
and the wall. In this case, there was also a short between two stages, seen as a clear burned path between the leader and first follow of the top bank. This is circled in blue in Figure 7.24. Such events often have a chicken-or-egg problem in determining the actual instigating failure. Such is the case here.

Figure 7.24: Photos of the amplifier #7 autopsy. Residue from vaporized components are indicated by the white arrows. This residue most likely came from the high-power 10Ω on the drain side of the IXTF1N450 FETs. This amplifier also showed signs of a short between the top bank leader and first follower (circled in blue). The residue and oxidation found on these copper pads was found on multiple other amplifiers.

An additional question presented in the cause of this failure was the observation that the amps had been slowly accumulating unexpected behavior over time. This unintentional behavior was the “float” of the output voltage of the amplifier when it was not enabled. When an amplifier is enabled, the global feedback will operate to correct an amplifier output to its signal-driven voltages. With a duty cycle of ≤2%, the amplifiers spend a large amount of time not enabled. During this time, some amplifiers were drifting up or down from zero towards either of the amplifier rails. This affected nearly all of the amplifiers. The drift usually was very negligible at the start of any given day, but increased in magnitude over the course of the day. Over the course of months, the end-of-day drift also slowly increased. An example of the floating signal can be seen in Figure 7.25.

We believe this “floating issue” was thermal in nature. The increasing drift over the course of the day, that resets in the morning, already suggested as much. At higher temperatures the active components — particularly the FETs — tend to have lower resistances at the operating voltages.
Figure 7.25: Example output traces of amplifiers with “floating issues.” This refers to the “float” of the voltage output towards one of the rails when the active feedback is not on. This does not affect the deceleration of molecules, but does indicate damage of the amplifiers.

This is somewhat mitigated by the circuit design, but can still contribute to constructive cycles in which some heating leads to more heating, etc. However, the largest indication of thermal issues was found when we inspected all the amplifiers in response to the blown amplifier in winter 2022. As shown in Figure 7.26, there were signs of burns, discharge, or a residue on all of our amplifiers that had been in use for over three months. These signs of burning were concentrated entirely on the copper pads that backed the HV (IXTF1N450) FETs. These are designed to dissipate the most heat of the circuit through the copper-plated PCB walls and to the water-cooled boron nitride to which it is clamped. Interestingly, the prominent signs of heating (such as burn outlines in Figure 7.26a and black oxidation on the copper pads in 7.26d) were primarily on the top banks. The greenish residue was entirely localized to the leader and first two followers of the top bank. This is plausibly the largest heat load in the amplifier, perhaps indicating that at least once this stages reached particularly high temperatures. We are still not confident why or how the green-blue oxidation occurred. This oxidation tended to be rather fluid in nature; we suspect heat, copper, oxygen, and some residual solder flux, all contributed to this phenomenon.

This discovery instigated a re-design of the copper backing to which the IXTF1N450 FETs are soldered. It is important to note that the copper-plated PCB walls in the original design served
two purposes. One, the PCB boards had double-sided copper pads with high via density to aid in thermal conductivity between the backside of the FETs and the water-cooled boron nitride. The second purpose of the PCB walls was to electrically connect the electrically isolated back of the FET to the amplifier bank. The motivation behind this was to keep the electrically insulated back pad from floating, possibly inducing unstable behavior in the FET. While the PCB boards addressed this second purpose perfectly, such printed PCB boards are not an ideal thermal conductor, even with the high via density of this original design. The successor to this PCB design were a laser-cut blocks of solid copper designed by Trevor Kieft to connect to the amplifier bank in the same way as the original design, but with improved thermal conductivity. Such blocks of copper did require several steps of smoothing to handle high voltage without corona discharge; however, they solved
this issue nicely, and were verified to bring the average temperature of the FETs down by at least 20°C (\textasciitilde50°C to \textasciitilde30°C) during test operation with a test 250 pF load.

![Figure 7.27: A photograph of two amplifier banks comparing the wall design. The amp in the foreground has the new single-FET copper pads. The amp in the background has the original wall design, with copper pads printed on a PCB board. The amp in the foreground is not potted, while the amplifier in the back is.](image)

We retrofit all of our amplifiers with this new design. In addition, we retested all of our amplifiers, in multiple cases removing and testing active components to find possible causes for the floating issues. In multiple amplifiers we found IXTF1N450 or 2N6660 FETs with behavior that indicated some level of damage or deficiency. At the end of this process we had eight working amplifiers, two of which were new, all of which had been recently tested on the bench and showed excellent electrical behavior with no floating issues. In addition, we re-calibrated all of the high voltage probes that are part of the global feedback. We hope that of these upgrades together will increase the lifespan and reliability of the amplifiers. As of summer 2023, all of these amplifiers were re-integrated onto the decelerator and successfully brought to 10 kV at the full range of frequencies relevant to deceleration of ND$_3$.

Another aspect of improved amplifier structure was the upgraded designed of the previously mentioned boron nitride walls. These walls were originally comprised of three small panels of boron
nitride bonded to a polycarbonate frame bonded with an encapsulant, Super Corona Dope. Later these were modified to be larger panels bonded with epoxy Loctite ES1001. Recently, we were able to procure boron nitride that could be cut into a single panel, which reduces the amount of epoxy-filled seams along which the walls can fail. The process of fabricating these walls with the new, larger, frames and Loctite ES1001 epoxy has not yet been officially documented. I will do so here. This brief description of the assembly process will describe the case that the boron nitride must be placed in three panels. The case of the single panel is a simpler to execute, and as such the description for three panels provides a slightly more comprehensive procedure.

1. Before beginning, inspect the polycarbonate frame. Ensure there are no cracks in the frame and that none of the screw holes have been stripped. This step is primarily important for reused frames, but is wise for newly machined polycarbonate frames as well.

2. Tape a teflon sheet to the bottom (defined as the side that rests against the aluminum, having with the smaller inset for the boron nitride) of the wall, as shown in Figure 7.28. Doing so will allow epoxy to flow through to the bottom without bonding to the surface you are working on.

3. Insert nylon screws in the holes intended for the clamps, near where epoxy will be spread. This prevents epoxy from accidentally flowing into these holes.

4. Spread the epoxy on all surfaces that need to be bonded, both boron nitride and polycarbonate, as shown in Figure 7.28a & b. I recommend using a syringe with an 18G (or so) needle to spread the epoxy. The commercially available mixing tip for the Loctite ES1001 epoxy is usable, but clumsy to distribute properly.

5. Place outer panels in the frame, then the center panel. The goal is to avoid air bubbles in the seams between the two materials. You may need to press down slightly to make good contact, but avoid moving the panel or pressing hard as much as possible. If you press down epoxy will leak out, and if it pulls back up it will likely suck air into the seam.
(6) You may want to spread some extra epoxy over the top of the seams. The epoxy is quite viscous (close to honey) but will respond to gravity. You will almost certainly need to add more epoxy on the corners after ~6-12 hrs. The final results may look something like Figure 7.28.

(7) After about 24 hrs, the epoxy should be firm enough to remove screws and teflon. Most likely there will be some solidified epoxy on the boron nitride surface. Since you need both surfaces to be flat, this will need to be removed. I recommend carefully and gently scraping excess cured epoxy with razor blade that is held nearly parallel to the surface of the boron nitride.

(8) When screwing the polycarbonate/boron nitride wall the aluminum wall, fasten screws lightly, just tight enough to feel tension. Do not tighten too much, as this can cause the wall the flex and crack.

(9) Test to static voltages of $\geq 15$ kV, sitting at 15 kV for 5 min or more. A more detailed tested procedure is given in Yomay’s thesis.\[2\]

(10) Add thermal paste between the boron nitride and aluminum and repeat high voltage test. We use a thermal paste called Thermal Grizzly Kryonaut Extreme. (You read correctly; it is bubble-gum pink and works wonderfully well.)

It took some troubleshooting to dial in this fabrication procedure. Unlike the original assembly with corona dope, there does not seem to be a great way to repair a wall that fails the high voltage test. For this reasons, the assembly was tricky to dial in. However, this assembly had a high success rate for us. The recent acquisition of boron nitride from Saint Gobain in sheets large enough to cut into a single panel also simplified matters, as the seam between the boron nitride panels has been a point of failure in the past.

In the case of a failed wall, the frame can be recovered by soaking the whole assembly in isopropanol (acetone will eat the polycarbonate.) We sometimes recovered larger pieces of boron
nitride doing this, but usually not useful pieces. However, with enough gentle force the boron nitride will come out cleanly and leave a reusable polycarbonate frame. As these are a pain to machine, this can be a worthwhile piece to recover.

7.4 Summary

In summary, this TWSD has undergone significant development within the Lewandowski lab. Two thesis have spent significant effort to building the ring decelerator infrastructure and designing state-of-the-art high voltage amplifiers with outputs up to 10 kV from 30 kHz to DC.\cite{16} \cite{2}

A few recent, additional upgrades to these amplifiers have been necessary to attain a 10 kV output with good longevity. Upgrades to the cooling of these amplifier electronics has included design of larger boron nitride walls and better thermal contact between the FETs and these walls with copper pads replacing the original PCB boards. In addition, a new choice of optoisolator for isolation between high voltage and driving electronics has averted a failure mode that original kept these amplifiers from going up to 10 kV amplitude. I also discussed a failure mode associated with damaged or improperly manufactured 2N6660 FETs.
Such technical upgrades have enabled deceleration of a neutral beam of molecules down to 10 m/s as detected with a REMPI laser and TOF-MS. Experimental characterization of the TWSD has verified the velocity-tunable neutral molecule beam source is adequate for applications in collisional chemistry. This preceded integration with our linear ion trap for the study of energy-resolved ion-neutral reactions. This integration process, nicknamed “The Big Build,” is the topic of the next chapter, Chapter 8.
Chapter 8

An integrated TWSD-LIT for energy-tunable ion-neutral reactions

“But on the whole, though I was taught that the way of progress is neither swift nor easy, this first trial confirmed in me the taste for experimental research in the fields of physics and chemistry.”

–Marie Curie, Autobiographical Notes: The Story of My Life, 1923

This chapter is devoted to the in-progress pursuit of energy-resolved reactions between Stark-decelerated molecules and trapped ions in a Coulomb crystal. This chapter will be split into three sections. First, I will discuss the physical integration of the ion trap (which was described in Chapter 2), and the traveling-wave Stark decelerator (which was described in Chapter 7). This discussion will overview the updated layout of the combined experiment, including the optimized parameters for using trap rods as a TOF and the planned addition of a shutter. Then, the newly added hexapole will be discussed in more depth in a second section. This section will highlight the mathematical principles of hexapole lensing, as well as report on our progress towards modeling and empirically optimizing the operation of this lens for energy-resolved reactions. The third and last section will discuss the center-of-mass collision energy for a TWSD-LIT reaction of NH$_3^+$ + ND$_3$. This will include the definition and estimates of important parameters in both the TWSD and LIT, which contribute to the collision energy of the reaction. I will motivate this first proposed reaction and conclude with an overview of the work that remains to achieve energy-resolved reactions in our TWSD-LIT system.
8.1 The Combined Apparatus

Conceptually, the combined apparatus is quite simple. The traveling-wave Stark decelerator (TWSD) was physically combined with the linear ion trap and time-of-flight mass spectrometer (LIT-TOFMS) in spring of 2021. In order to provide focusing of the output decelerator beam into the center of the ion trap, a hexapole was added to couple the two systems. In addition, a shutter between the decelerator and hexapole will be implemented to block the undecelerated output of the TWSD, while still allowing the decelerated molecules to reach the hexapole. Figure 8.1 shows a schematic of this integrated setup.

First, I will describe the combined setup with photographs and CAD drawings. Then I will discuss the beam shutter in more detail, specifically its operation specifications and the procedure for mounting and replacing it. Lastly, I will discuss the challenges of using the ion trap rods for time-of-flight mass spectrometry during beam characterization. This will briefly overview the empirical and computational work we accomplished to optimize the transfer efficiency of ionized
Stark-decelerated molecules to the MCP detector plates.

8.1.1 Physical parameters and images of the combined system

Figure 8.2 shows photos and a CAD drawing of the hexapole mounting structure. The decelerator was designed to receive the mounting poles of the upstream end of the hexapole; Figure 8.2a and b show the end-on view of the decelerator before and after mounting the hexapole, respectively. This mounting design allows the hexapole rods to be insulated from their mounting structure by a glass sleeve around circular discs that hold the hexapole rods in place (Figure 8.2c and d). These discs also electrically connect alternating hexapole rods, with each set of three rods electrically connected to SHV ports on the exterior. On the downstream end of the decelerator, a similar mounting structure insulates the hexapole rods from a mounting cap. This cap attaches to the top of the spherical octagon in which the ion trap resides.

Figure 8.2: Details of hexapole mounting. Above photos show an end-on view of the downstream end of the decelerator (a) before and (b) after the hexapole mounting is installed. (c) End-on view of the downstream end of the hexapole before integration with the ion trap. The two discs that provide electrical connection between alternating rods are visible. Outside these disks is a glass sleeve that insulates the hexapole rods from the mounting cap. (d) Partially exploded CAD view of the hexapole and mounting structure. Also shown is the direction of the end-on perspective for the prior photographs.
A more tangible perspective on the entire ensemble is given by Figure 8.3, which shows a CAD rendering of the decelerator output to the ion trap. This CAD drawing depicts more details of the conflat chamber and mounting hardware, with accompanying photographs. These photos and CAD drawing give an overview of the components and approximate lengths involved in the total beamline. This design was carefully constructed to ensure good alignment from the output of the decelerator to the center of the ion trap.

These photos also yield a nice demonstration of the planned mounting position of the shutter, which has not yet been implemented. In Figure 8.3, the purple box outlines the CAD rendering and photos of the downstream output of the decelerator and the upstream end of the hexapole. Within this section, there is a removable top piece for the upstream hexapole-mounting cap that is not included in the photograph. This will house the mechanical shutter, which will be implemented when we began reaction experiments. Many people have been involved in the design of this shutter and its electrical operation. Excellent work by Andrés Villani Dávila and James Greenberg completed the characterization and the mounting scheme of the shutter, respectively. An overview of the motivation, design, and specifications will be given in the next section.

Lastly, a few pictures from the integration process are quite useful for grasping the full ensemble of this combined experiment. Figure 8.4 shows the side view during the construction process, with key conflat flanges still open. Here, the flight tube below the ion trap can be clearly viewed. The decelerator, hexapole, and ion trap are clearly visible in Figure 8.5 from a top view.
Figure 8.3: CAD rendering of the integrated experiment, with correlated photos from the construction process. The orange box highlights the end of the decelerator. The purple box shows the coupling of the decelerator and the hexapole. The green box labels the end of the decelerator, with two photos. One is less complete, showing the glass sleeve that protects the hexapole rods from the mounting cap; the photo to the right is later in the construction process, with the hexapole placed inside the reducing nipple, and a cap mounting the end of the hexapole to spherical octagon that encloses the ion trap. Lastly, a top view photograph of the trap with the integrated hexapole is indicated by the blue box.
Figure 8.4: Side view of the fully integrated experiment during the building process. The first open flange on the left shows the end of the decelerator and the beginning of the hexapole. The ion trap is on the right, with the flight tube extending directly below. Off the side of the flight tube is a titanium sublimation pump.

Figure 8.5: Top view of the fully integrated experiment during the building process. The open flange on the right shows the end of the decelerator and the beginning of the hexapole. The ion trap can be viewed on the open spherical octagon on the left.
8.1.2 Shuttering the decelerated beam

A beam shutter is necessary to separate the decelerated molecules from the carrier gas and undecelerated molecules. The undecelerated, molecules and carrier krypton gas will necessarily arrive at the ion trap before the decelerated molecules. The krypton gas may heat or potentially melt the Coulomb crystal, causing uncertainty in the ion energy distribution and possible loss of ions from the trap. In addition, allowing the undecelerated molecules to interact with the trapped ions is problematic, as it defeats the purpose of producing a velocity-tunable source of molecules. Our solution to this problem is to introduce a shutter that can remain closed until the undecelerated molecules and atomic gas have exited the decelerator, which can then open to allow decelerated molecules through. As a reminder of the relevant time scales for such a shutter, Figure 8.6 is reprinted here from section 7.2. As can be seen here, we will need to use the alternative slowing method described in section 7.2.2 to delay the arrival of the faster velocities to fully remove them from the undecelerated background. The highest velocity that this alternative slowing method can be used at without unreasonable loss of molecules is about 250 m/s. However, even with this alternate slowing method, we will need a shutter capable of quite fast opening times, as well as one that can stay open for up to five milliseconds.

The target specifications for this beam shutter is a time to fully open that is within $\pm 500 \mu s$ and which stays open for 5 ms. In addition, it needs to be vacuum compatible. This will be achieved with modified Uniblitz laser shutters, shown in Figure 8.7.

This laser shutter is designed to open quickly with the use of electromagnetism. The force opening two blades is controlled by the magnitude of current run through the wire coil exposed in Figure 8.7b and c. These blades are spring loaded, which allows them to close quickly after the current is shut off. Andrés conducted research on possible modifications of these shutters. A primary avenue was the stiffness of the springs included on these shutters. However, while using springs with small spring constants allowed a faster the opening speed, they also caused stability issues and unreliable or slow closing speeds.
Figure 8.6: Deceleration data for multiple final velocities ranging from 300 m/s down to 10 m/s. Time is the delay between the molecular beam valve trigger and detection laser pulse. The solid black trace is the free-flight data, scaled to match the baseline of the deceleration data. Figure adapted from Greenberg (2021.)[18]

Figure 8.7: (a) A Uniblitz shutter in its original housing and (b) with the housing removed. This shutter opens due to electromagnetism, with the speed of opening modulated by the current applied across the coil shown. The manually opened shutter blades are shown in panel (c).

Research was also conducted on the most efficient currents at which to drive these shutters. One concern regarding this shutter design was its operation in UHV, where there will be no air currents to aid in heat dissipation. To help mitigate this problem, the shutters can be run at higher currents during the opening phase, but with lower currents while the shutter was being held open. This allows a more energy-efficient operation without compromising on opening speed. Andrés further experimented with these values, finding the lowest possible operating currents that meet
our target specifications. The optimized driving voltages are reported below in Table 8.1. Andrés found suitable parameters that reduce the heat load by something on the order of $\sim 20$. This should aid greatly in the avoiding overheating by this shutter in an UHV environment.

Table 8.1: Specified and effective behavior of the 6 mm Uniblitz shutter.

<table>
<thead>
<tr>
<th>Parameters specified by Uniblitz datasheet</th>
<th>Lowest suitable parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open Voltage (VDC)</td>
<td>65</td>
</tr>
<tr>
<td>Open current (A)</td>
<td>1.35</td>
</tr>
<tr>
<td>Hold voltage (VDC)</td>
<td>10</td>
</tr>
<tr>
<td>Hold current (A)</td>
<td>0.21</td>
</tr>
<tr>
<td>Open time (ms)</td>
<td>0.440</td>
</tr>
<tr>
<td>Close time (ms)</td>
<td></td>
</tr>
</tbody>
</table>

These heating concerns were also addressed by the mounting structure. As shown in Figure 8.8, the shutter is designed to attach to a removable cap on the upstream end of the hexapole. The shutter is mounted to an aluminum cap near the source of the heating, on the other side of the electric coil. This will allow the cap to act as a heat sink for the shutter. This, in addition to the relatively low 2 Hz duty cycle, should allow adequate heat removal from the system. However, it is expected that such a shutter will have a finite lifetime. It is for this reason that the cap was designed to be removable, with a mounting structure that allows spatial access to the shutter mount. The mounting procedure of the shutter to the cap was also designed to be repeatable, and has been documented by James Greenberg.

Because this shutter is expected to have a finite lifetime, it is not planned to be mounted in the beamline until we are ready for reactions. First, we must finish our study of the parameters involved in hexapole lensing. Such studies are accomplished by decelerating the molecules to a particular output velocity, and then altering different timings and voltages on the hexapole to find the highest beam signal. The relative ND$_3$ signal is measured with a 317 nm REMPI laser (as discussed in section 7.1.4) that intersects the molecular beam at the center of the trapping region. Future applications in reaction studies necessitate precise calibration of the relative beam density of the TWSD at the location the reactions will take place – the center of the ion trap. For this
reason, as well as the obvious practical one, we decided to use our ion trap as the accelerator of ions to our MCP plates. However, we faced some challenges using a quadrupole trap in lieu of parallel plates, which will be described in the next section.

### 8.1.3 Configuring an ion trap as a “static TOF”

Coulomb crystals in our ion trap have an excellent transfer efficiency for detection; this has been evidenced by detection of single ions at near the detection efficiency of the MCP plates. However, ejection of cold, dense ions is a very different regime than laser-ionized molecular beams. This was one of the first challenges of our integrated setup: detecting decelerated (or guided) ions from the Stark decelerator with the ion trap serving as a substitute for traditional parallel plates. In response to difficulties detecting molecules, we looked closer at the transfer of ions from the ion trap to the flight tube with COMSOL simulations. The top of the flight tube is covered...
by a grounding plate with a small elliptical hole for the ions to pass through (with major and minor axises of $2a = 2\text{ mm}$ and $2b = 1\text{ mm}$, respectively.) This grounded plate has an intentionally small hole to reduce the impact of stray fields. As such, we did not want to remove the top grounding plate, but initially pursued COMSOL simulations to investigate the impact of increasing the size of this ion transmission hole. This was extended to an investigation of the impact of the trap rod applied voltages when it became clear that this could improve the transfer efficiency without requiring a permanent modification to the setup (or require a break of UHV.) These results have direct relevance to detecting ions with the integrated setup, as well as demonstrate some general guidelines for utilizing quadrupole trap rods to accelerate ions towards detection plates.

We first modeled the TOF-MS system in COMSOL and computationally compared the expected performance of an ionized molecular beam to the efficiency of Coulomb crystal detection. We modeled the TOF-MS system with a grounded flight tube, which had a grounded entry (top) plate with the aforementioned ellipsoidal hole. The trap rods were modeled to have static voltages, a higher value of positive HV on the top two rods (all three segments of each rod) and a lower value of HV on the bottom two rods. I began by comparing the computed expected efficiency of our standard voltage settings of 2000V on the higher rods, 1860V on the lower rods. This was accompanied by dynamical simulations of ions groups modeled like a Coulomb crystal, or like a laser-ionized molecular beam.

The cold cloud of ions was modeled with a pre-set number of ions ($\sim 1000$) that were released from a rectangular grid of dimensions $0.1 \times 0.1 \times 1\text{ mm}$. This was placed at the center of the trapping fields with the long axis parallel to the rods, along the $z$ axis. The ions were given a statistical distribution of velocities with a standard deviation of $\sim 30\text{ m/s}$ in all directions and a $m/z$ of 40. This provided a rough model of the spatial distribution and the energies of a calcium Coulomb crystal. All of these ions successfully reach the MCP plates, as shown in the top of Figure S4.

For the modeling of the ammonia beam, the ions were modeled as a grid of size $1 \times 1 \times 1\text{ mm}$
centered at the center of the trapping fields. These particles were given a $m/z$ of 20 and originally given a $z$-axis velocity of 400 m/s. The mesh was quite dense, with an ammonia spaced nearly every 20 µm, and a total of $\sim$100,000 particles modeled. This higher sampling was necessary, as very small proportion (<2%) of these particles successfully arrived at the MCP, as shown in the bottom panel of Figure 8.9.

Follow-up assessments of the low transfer efficiency for the ammonia model arrived at a few conclusions. We determined that the initial velocity had little to no impact on the transfer efficiency; this was evidenced by minimal change in the simulated detection when the ions began with no velocity as when they began with the 400 m/s directed velocity. This verified that the transfer efficiency was not dependent on the molecular beam velocity, which is a critical result for establishing the comparability of our decelerated molecule signal at different final velocities. This result also indicated that the low transfer efficiency was likely caused by the initial placement of the ions. This was verified by identifying the starting position of the ions that successfully arrived at the MCP. The successfully transferred ions were all very close of the center of the trapping fields, particularly in the $x$-direction (along the neutral beam propagation direction. See Figure 8.9 for coordinate definitions.) A closer examination at the electric fields caused by these rods illuminated the effective focusing fields that cause this phenomena, shown in Figure 8.10.

The standard TOF-MS configuration used for the original detection of the decelerated beam is comprised of two parallel thin plates. This allows a uniformity of electric field in the direction of acceleration and transverse directions, which depends on the size of the plates. The plate dimensions can be designed to produce a nearly uniform field at the position of the ions. However, by using trapping rods as our TOF field, we introduce deviations from this model. While the cylindrical symmetry yields uniformity along the $z$-direction (the rod axial direction), neither the $x$ nor $y$ directions are uniform. In the voltage configuration used to eject Coulomb crystals out of the trap

---

1 This is not actually physical. The ionization beam comes in along the $x/z$ plane at an angled diagonal to the rods, with a $\sim$100µm beam waist and $\sim$3 mm Rayleigh length. These values were chosen as upper limits to the overlap of a focused laser beam and a packet of decelerated molecules. This overlap is not centered by definition, as is the case with a cloud of trapped ions. Overestimating the ionization region was intentionally done to study the best parameters to optimize for the largest region of successful ion transfer. If we were interested in estimating absolute transfer efficiency, we would have to take a different approach.
Figure 8.9: Particle trajectories in the LIT-TOFMS system. Ions are released from a distribution near the center of the trap that is modeled after either a Coulomb crystal (top), or an ionized molecular beam (bottom). This simulations demonstrate a high relative loss of ions when modeled as an ionized molecular beam, and very low losses when modeled as a dense, small, crystal.

(2000/1860 V on top/bottom rods), the fields are relatively uniform between the two rods, but are much less so between the bottom rods and the ground TOF plate. This can be seen by the particle trajectories and electric fields shown in the top left and top right images of Figure 8.10, respectively. Here it can be seen that as the ions will defocus slightly before passing through the bottom two rods. Here, they focus sharply before passing through the ellipsodial hole and into the free-flight region. There are two major source of ion loss here. Most (~90%) of the ions in this 2000/1860 V simulation do not even make it through the ellipsodial hole. Of those that do, another ~80% hit
Figure 8.10: Ion trajectories (left) and electric fields (right) for the original rod voltage settings of top/bottom 2000/1860 V (top) and final settings 2000/1480 V (bottom). The figures together demonstrate the field gradients and resulting focusing of the trajectories. This focusing can be tuned with different combinations of voltages on the rods. We found that the 2000/1480 V gave the best transmission through the hole at the top of the flight tube, and paired best with our Einzel lens to achieve maximum signal at the MCP plates (not shown.) The clipping on the grounding plate can be improved by changes in the trap rod voltages.

We modeled the results of drilling a large hole in this plate, as well changing the voltages on both sets of rods. Ultimately, we found by computational simulations that lowering the voltage on the lower pair of rods had the greatest impact on the transmission through the ellipsoidal hole. The relative voltage between the two sets of rods altered the $y$-direction velocity, and thus the time passing through the fringing fields. We simulated the transmission of the ions with top rod...
voltages varied between 1-2.1 kV, and the bottom rod voltage between 0.7-1.9 kV. We found the best calculated transfer efficiency (~8%) at a 2000/1600 V rod voltage combination. Empirically, when we also used the Einzel lens (set to 600 V), we arrived at the optimum configuration of 2000/1480 V.

Another interesting result of these simulations involves the optimum beam path of the ionization laser for ion detection. The sensitivity of the ion placement along the x-direction, but less so along the z-direction, implies that we might have higher detection of our ions if we align our REMPI laser along the z axis. Due to established optics along this path for cooling lasers, we decided to run the laser beam diagonal across the xz direction. However, this does imply that we are complicating this ion transmission process, and likely losing ion signal even with the most effective TOF voltages due to this beam path. This is one reason to change how we align the REMPI laser for neutral beam detection. Another reason relates to the calibration of relative beam density out of the hexapole, a reason which will be discussed in more detail later in this chapter.

An important reminder about these calculations is that they never served to model the absolute transfer efficiency. For that, a much more physical model of the ionization beam parameters, of the molecular beam size and distribution, and the inclusion of an Einzel lens would be necessary. This is beyond the scope of these calculations. The goal of these simulations was to determine how to improve the signal. Indeed, the changes made to the experimental detection in response to these computations brought us from an undetectable signal, to signal large enough to observe and empirically optimize. This investigation and the general principles gained from it may also be useful for other uses of the ion trap as a mass spectrometer, including characterization of contaminants in a gas pulsed in from a PZT valve.

8.2 The hexapole

The hexapole was added to this combined apparatus during the Big Build. Hexapoles are a configuration of six rods symmetrically spaced equidistantly in a circle. When these rods are held at alternating voltages (-V/2 and V/2, or ground and V), they produce a symmetric electric field with a magnitude of zero on along the center of the symmetry axis and increasing field strength
At larger radii. Such an electrostatic field can be quite useful for guiding molecular beams. These types of symmetric fields can be achieved with any even number of poles, although quadrupolar and hexapolar configurations are the most common. The exact field dependence on the radius, \( E(r) \), is determined by the number of poles, and thus the chosen number of poles often depends on the intended neutral molecule.

Historically, hexapolar and quadrupolar guides have been prevalent in beam manipulation. Applications include the orientation of molecules in a beam for reaction studies,[349, 350, 351] focusing of molecular beams,[352, 353] and rotational state-selection of molecules within a molecular beam.[354] Recent applications have also included storage rings or synchrotrons formed by hexapolar rods curved into a circular path.[335, 355, 356] Both hexapoles and quadrupoles have been used as beam guides for reaction studies, sometimes introducing energy tunability in a technique referred to as “Stark filtration.” This method utilizes a curved (usually semicircular) multipole guide at a particular voltage. Whether a molecule can be maintained in the guide around a curve depends on the curve radius, the applied voltage, the velocity of the molecule, and the Stark shift of the molecule. Thus, these parameters can be chosen to transmit only the slowest portion of a thermal beam through such a curved multipole guide. Quadrupolar guides, used as Stark filters, have been featured in reaction studies with Coulomb crystals.[76, 222, 357] This technique can be joined with buffer-gas cooling to further enhance the density and degree of control over a velocity-filtered beam.[358, 359]

The preferred number of poles for an application depends on the molecule and application of interest. A 2n-pole focuser has an electric field that exhibits a \( |\vec{E}| \propto r^{n-1} \) dependence. As such, quadrupoles are preferred for molecules with a quadratic Stark shift, and hexapoles for linear Stark shift.[354, 335, 353] The next section will review the equations that describe fields inside a hexapole, particularly as they relates to the trajectory of ND\(_3\) molecules in our hexapole. This will be followed by a discussion of the computational and empirical work used to optimize the density of the ND\(_3\) beam at the center of the ion trap.
8.2.1 Force on ND$_3$ in a hexapole

The principles of hexapole lensing, like Stark deceleration, rely upon the Stark effect in molecules \[2\]. A more in-depth discussion of hexapole lensing can be found elsewhere \([351, 353, 335]\), the highlights will be reviewed here.

The force on a molecule at point \(r\) is dependent on the gradient of the Stark energy at that point:

\[
F_r = -\nabla W_{\text{stark}}(r) = -\left(\frac{\partial W_{\text{stark}}}{\partial E}\right) \nabla E(r)
\]

(8.1)

where \(F_r\) is the force on a molecule, \(W_{\text{stark}}\) is the energy of the molecule due to the Stark effect at field strength \(|E|\). The \(\frac{\partial W_{\text{stark}}}{\partial E}\) term can be easily worked for the case of ND$_3$ by building off of the equations from section 7.1.2.

\[
\frac{\partial W_{\text{stark}}}{\partial E} = \frac{E \mu^2 \kappa^2}{(\sqrt{U_{\text{inv}}/2})^2 - (\mu E \kappa)^2}
\]

(8.2)

with \(\kappa = \frac{MK}{J(J + 1)}\), \(U_{\text{inv}}\) is the inversion splitting, and \(\mu\) is the dipole moment. Note that \(MK < 0\) for low-field seeking states. Further, in the limit that the first order Stark effect dominates \((\mu E \kappa \gg U_{\text{inv}})\), this simplifies to,

\[
\frac{\partial W_{\text{stark}}}{\partial E} = \mu \kappa
\]

(8.3)

This completes the first term for Equation 8.1. For the second, we observe that a hexapole produces an ideal electric field magnitude at radius \(r\) of: \([351, 353]\)

\[
E = \frac{3V_0}{r_0^2} r^2
\]

(8.4)

\(r_0\) is the inscribed radius of the rods, and where the rods alternate between voltages \(-V_0\) and \(V_0\). Then we can derive:

\[
\nabla E = \frac{6V_0}{r_0} r
\]

(8.5)

\[2\] A discussion of the Stark effect in ammonia can be found in section 7.1.2.
From the electric field strength, we can derive our force,

\[ F_r = -\mu K \frac{6V_0}{r_0^3} r \]

\[ = -\frac{6\mu K MV_0 r}{J(J+1)r_0^3} \]  

where \( J \) is the total angular momentum, \( K \) is the projection of \( J \) onto the symmetry axis and \( M \) is the projection of \( J \) onto the electric field.

The harmonic behavior of this system is sometimes emphasized by relating this force to a radial harmonic frequency \( \omega \) and mass \( m \). This produces a relationship equivalent to Equation 8.6:

\[ F_r = -m\omega^2 r \]  

where

\[ \omega = \sqrt{\frac{-6\mu K MV_0}{mJ(J+1)r_0^3}} \]  

Equation 8.6 is based on an ideal hexapole field, which would be created by hyperbolic rods. In our case of cylindrical rods, the deviations from this ideal case are rather small. Simulated results for our own hexapole are shown in Figure 8.11 at alternating voltages of ±4 kV.

Figure 8.11: (a) Electric fields simulated by COMSOL for a standard operating of voltages in our linear hexapole. Here, alternating voltages of ±2 kV and the resulting electric fields, are shown. (b) A graph of the electric field verses distance (mm) along a transverse line across the hexapole (marked in blue on (a)). This plotted field distribution demonstrates the harmonic nature of the field’s dependence on \( r \).
8.2.2 Hexapole Transmission Simulations

There are a few reasons to simulate the dynamics of the hexapole lensing on our molecular beam. Firstly, we want to relate the relative ion signal at our MCP for various final output velocities to the relative density that intersects with our Coulomb crystal. Confidence in an accurate assessment of the relative densities at different final decelerator voltages is imperative for an assessment of reaction rate constants. In addition, computational results can yield parameters that are difficult to measure, such as the transverse velocity spread at the center of the trap; this information is required to calculate the energy resolution of our setup. A third reason to simulate the hexapole lensing is more practical in nature: efficient lensing of ND₃ in a hexapole depends on multiple factors, including the peak voltages, the time the hexapole is turned on, and the time it is turned off. This is a wide parameter space to explore, particularly for multiple final velocities. Simulations can help narrow the empirical search for optimized hexapole settings by exploring the optimum parameter space computationally. These computational searches can be done in parallel to empirical studies, and can be faster.

These aforementioned computational simulation software is a MATLAB program initially built by James Greenberg and further developed by Chase Zagorec-Marks and myself. It uses Equation 8.6 to calculate the force on the molecules as they proceed through a hexapole of our parameters. The initial spatial and velocity distributions of the ND₃ molecules are taken from results of numerical decelerator simulations [16]. The hexapole simulation program tracks where each molecule ends its trajectory, categorizing the molecules by their “fate,” or where they are lost. We are most interested in the molecules that reach the center of the trap within the expected area of a Coulomb crystal, as well as the molecules that are transmitted between the trap rods. Because we are not yet sure that our laser is detecting molecules at the exact center of the ion trap, it is possible that our experimental measurements of the hexapole output is a combination of the two distributions. We hope to implement a more rigorous alignment procedure of the laser when experimental measurements are resumed, as will be discussed later.
Simulations at multiple final velocities have yet to sufficiently reproduce experimental data. The partial, qualitative agreement that the simulation has shown thus far is best described by Figure 8.12. This figure demonstrates hexapole voltages set to $\pm 1.8 \text{kV}$ with a variety of times that the hexapole is quickly ($< 50 \text{ns}$) pulsed on. This pulsing technique allows molecules with larger velocities to move closer to the edge of the hexapole before the fields turn on. Empirically, we see two distinct peaks in signal at two different turn on times, 0.6 ms and 1.7 ms. When we simulate the hexapole trajectories at this time, we see a gradual decrease in the ND$_3$ signal between the trap rods as a function of turn on time. When the scope is narrowed to a Coulomb crystal as a target ($\sim 100 \mu \text{m by 0.5 mm}$), there is only a single peak in the signal around 1.7 ms after the ND$_3$ leaves the decelerator.

Figure 8.12: Expected and measured relative ND$_3$ signal for 160 m/s final velocity at 3.6 kV$_{pp}$ at various voltage turn-on times. Simulations predict peak density within the trap rods when held on (blue), while predicting a single peak in signal at $\sim 1.7$ ms at the Coulomb-crystal sized ($\sim 100 \mu \text{m by 0.5 mm}$) center of the trap (yellow.) Empirical measurements (orange) show something somewhat different from either and similar to both.

There are a few possible reasons for this discrepancy in the simulated and experimental signal. One possible cause is poor laser alignment to the center of the trap. We have been aligning
the laser to the highest ion signal at the MCP. However, the maximum signal at the MCP is extremely sensitive to the rod voltages and the Einzel lens voltages, as may have been evident from section 8.1.3. This presents ample opportunities to find a local maximum of what is effectively five dimensions of parameter space. In this case, we may be effectively optimizing the hexapole settings for peak signal slightly above or below the center of the trap. We propose new alignment procedure to avoid this problem in the future.

During the last amplifier retrofit, Chase Zagorec-Marks and I started developing a plan to align the ND$_3$ ionization laser to the Coulomb crystal position. This alignment procedure was inspired by that of the sister Lewandowski experiment across the hall, the OHRbIT experiment. This procedure consists in rerouting the 317 nm REMPI laser along a 397 nm beam path, such that we can be assured of our alignment of the ionization laser to the current ion crystal position. Then, the trap rod and Einzel lens voltages will be scanned to optimize the detection of the decelerator signal. This will assure that we are detecting ND$_3$ signal at the current position of the Coulomb crystal. If this procedure is done without the hexapole lensing, there is further assurance that there is no complications from under or over-focusing the neutral beam by the hexapole. This would achieve the most important result: an assurance that we can know the relative density at the position of our reactant ions.

However, it is possible that the peak decelerator output and the center of the ion trap are not in perfect alignment. Given the long length of the decelerator and hexapoles, as well as slight imbalances in the trapping fields, this is not impossible. A secondary goal could be to also improve the decelerator density at the location of the center of the trap. While the decelerator output cannot be moved in two of the three directions, the DC trap shims allow some movement of trapped ions in all three. A possible extension to the alignment procedure would be to scan the ND$_3$ REMPI laser from 397 nm path, looking for higher signal. If the signal increases dramatically, the new 317 nm REMPI beampath can be replicated by the 397 nm cooling lasers. Then, the DC shims can be adjusted to move the ions to peak fluorescence along the new cooling laser beampath. This does present some challenges, however. The current DC shim settings are adjusted for the lowest
micromotion, and thus the coldest ion crystal. It is possible that to align to higher decelerated ND₃ may require heating of the ions. This trade-off is difficult to assess until we know more about the approximate density of the decelerated molecular beam.

An additional complication in pursuing a global maximum of the signal is the rather complex multi-parameter optimization incurred by the unorthodox TOF behavior from the trap rods that was discussed in section 8.1.3. Every axis has a different sensitivity to the trap rods voltages, Einzel lens voltage, the hexapole lensing voltages, the hexapole voltage timings and the DC shim voltages on the trap. A optimization of the Coulomb crystal position at the maximum deceleration signal would require extreme care and fastidious methodology. At all times, there would need to be care to distinguish between measuring a more dense part of the ND₃ beam and measuring higher transmission from the trap to the MCP; this is not trivial. Unless there are strong indications that the density intersecting with the Coulomb crystal can be improved by at least a factor of 2, I would recommend against pursuing this course of action. The necessity of this level of optimization necessary is unclear, as we have no reason to believe the two systems are misaligned. However, ensuring appropriate detection of the beam at the ion crystal location is critical. This verifies we are measuring the relative ND₃ signal at multiple velocities at the position of the Coulomb crystal. This is to arrive at firm conclusions about reaction rates as a function of collisional energy, as well as arrive at the best hexapole configuration for each final velocity.

Another possible cause for the simulation discrepancy is inaccuracies in the measurements of the beamline. A few of these measurements are very well known, but many are based on CAD simulations or photographs from the Big Build. Any opportunity to measure these numbers more accurately would aid these simulations. The dimensions of the hexapole, as well as the various lengths and radii in the beam path, are critical for accurately simulating the dynamics of the hexapole. These measurements are included with their source in Table 8.2.

There are a few other factors that should be considered. A possible reason for the discrepancy could be due to the idealized fields that we are simulating. The equations in section 8.2.1 described idealized hyperbolic rods, from which there may discrepancies, especially near the rods. Another
Table 8.2: Direct, indirect, and CAD measurements of lengths relevant to TWSD-Hexapole-LIT beampath. Indirect measurements are based on photographs that include features with well-known measurements. All measurements in millimeters.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Direct</th>
<th>Indirect</th>
<th>CAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance from decelerator to hexapole front cap</td>
<td>22.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hexapole upstream cap thickness</td>
<td>2.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hexapole upstream cap radius</td>
<td>3.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shutter radius</td>
<td>3.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance from inside of upstream hexapole cap to edge of hexapoles</td>
<td></td>
<td>26.7</td>
<td></td>
</tr>
<tr>
<td>Distance from inside of upstream hexapole cap to shutter</td>
<td>5.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hexapole length</td>
<td>367</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hexapole inscribed radius</td>
<td>7.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance from end of hexapole to inside of downstream cap</td>
<td>1.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hexapole downstream cap thickness</td>
<td>2.54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hexapole downstream cap radius</td>
<td>3.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance from downstream cap to edge of trap rods</td>
<td>13.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diameter of trap rods</td>
<td>9.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance between trap rods</td>
<td>3.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

idealization is that the forces are experienced on the molecules while in the length of the hexapole, but these fields are modeled as completely absent on either side. It is possible that fringing fields on the input and output of the hexapole could be leading to behavior not modeled by our simulation code. Both of these possibilities could be tested with the simulation of the hexapole fields by cylindrical rods of our dimensions with a finite element simulation program like COMSOL. Another possible issue could be with inaccuracies of of the decelerator output simulations, although we have no reason to believe this is the case. A possibility that we have already explored is the integration step size in the hexapole simulations. The calculations are done with a variable-step discrete solver, which reduces the step size until subsequent solutions vary by a value less than less a pre-set error tolerance. I manually set the relative and absolute tolerances up to three orders of magnitude smaller than the prior values. The changes in the simulations were no more then the expected of statistical variations already seen at less strict tolerance. At this time, we do not think the inaccuracy of the simulations is due to insufficiently small time step size of the numerical solver in MATLAB.

Although the hexapole simulation program has not quantitatively reproduced our experimen-
tal measurements, they have facilitated insight into the general principles and behavior of a focusing hexapole on ND$_3$. One example is that we were able to identify the existence of “harmonics” in the particle trajectories through the hexapole. Because the molecules enter the hexapole with a relatively localized spatial distribution, the path that produces the greatest density at specific point on the other side can be visualized as a standing wave. An analogous “fundamental” mode is reached first, followed by higher harmonics at higher voltages. This is shown in Figure 8.13.

Figure 8.13: Results from hexapole simulations. On the right, a 3-D graph showing the number of ND$_3$ molecules that successfully reach between the trap rods, as a function of the hexapole peak-to-peak voltage, and turn-on time of that voltage (in this case, the voltage stays on well past the removal of molecules from the fields.) This results predict the highest transmission of ND$_3$ molecules with an immediate implementation of voltage. There are two peaks in signal associated with a “fundamental” (at ±1125 V) and first “harmonic,” (at ±2250 V) as shown by the trajectories sketched on the left. These trajectory graphs are projected against the $xz$ plane, where $z$ represents the long axis of the hexapole (entering on the left and hitting the crystal on the right) and $x$ is represented by the long axis of the trap. On the far right the hexapole cap radii and crystal size are represented by black lines.

These simulations also allow us to examine the transverse and longitudinal spreads of the molecules. These computed velocity spreads will be used to calculate the collision energy and
uncertainty for the different decelerator velocity output. An important result from these simulations is that the velocity spread in the transverse and longitudinal directions for the hexapole output is nearly equivalent to those of the decelerator output. This is shown by the hexapole and decelerator output data and Gaussian fit shown in Figure 8.14. This result has been verified for both harmonics of the 160 m/s output. The longitudinal velocity spread depends on the final velocity, becoming more narrow at more aggressive deceleration (section 7.1.3-7.2). Once the final hexapole settings are determined, these calculations can be checked for all final velocity outputs that will be used for reactions.

Figure 8.14: Spread in decelerator (blue) and hexapole (yellow) outputs for 160 m/s outputs. Particles are binned in 100 bins and fitted to Gaussian distributions. The average and standard deviation are reported for (a) longitudinal and (b) transverse velocity spreads. The uncertainty represents the 95% confidence interval.

In summary, these simulations have demonstrated qualitative trends in the ND$_3$ transmission signal as it depends on the timing and magnitude of the voltage on the hexapoles. However, these results are still not yet quantitatively reproduced by experimental measurements. Once the reasons for this are determined, these simulations can be used to support our knowledge of the velocity spreads, and thus energy resolution, in the reaction studies. For the time being, the results we do have from the simulations will be used to approximate the collision energies in section 8.3.1.
8.3 To-date output at the decelerator and outlook

At the time of this dissertation, there has also been significant empirical work to optimize the hexapole lensing. Empirical optimization has been achieved for 200, 160, 120, 100, 80, and 60 m/s. Experimentally detected molecules for each of these velocities is shown in Figure 8.15. Exploration of possible voltages and timings were partially complete for 40 m/s and 20 m/s before the last amplifier breakdown. A bunching after deliberately, aggressively, Stark slowing (BADASS) scheme for 240 m/s has yet to be determined and optimized. Once characterization of the decelerator output is resumed, the ionization laser should re-aligned to the decelerator beam with the aforementioned laser alignment procedure to ensure proper alignment to the Coulomb crystal. From there, it should be verified that the previous empirically optimized timings and voltages are still the optimum procedure. If this is not the case, then tweaking of these settings will be necessary. Once the hexapole settings are set, then the shutter can be added. Then the integrated experiment will be ready for reactions. The scope and energy resolution of these reactions will be determined by the velocity resolution of both the decelerator and the ion crystal. The next section will review equations that calculate the attainable energy range and resolution in this system, particularly for the first proposed reaction of NH$_3^+$ + ND$_3$.

8.3.1 Calculating center-of-mass energies for RT gas or decelerated beams

This section will utilize the equations developed in section 3.1.3 to specifically calculate feasible center-of-mass collision energies for the reaction of NH$_3^+$ + ND$_3$. The relevance of this particular reaction will be developed in the following section. These calculations yield expectations for the energy range that will be achievable in this setup, drawing on simulated energy distributions as a resource for calculating the collision energies. In addition, this section should guide similar calculations for other trapped-ion and decelerated-molecule combinations.

In section 3.1.3 I demonstrated that the kinetic energy in the center-of-mass frame of a
collision could be described by the convolution,

\[
\langle KE \rangle = -\frac{1}{2} \mu \int_{-\infty}^{\infty} dv_{rel}v_{rel}^2 \int_{-\infty}^{\infty} dv_2 g(v_2) f(v_2 - v_{rel})
\] (8.9)

This can be expanded to three dimensions. In the special case that all three are Gaussian distributions, this convolution takes the form,

\[
\langle KE \rangle = -\frac{1}{2} \mu \prod_{u=1}^{3} \left( \frac{1}{2\pi \sigma_{u,D}} \right)^{1/2} \left( \frac{1}{2\pi \sigma_{u,I}} \right)^{1/2} \\
\int_{-\infty}^{\infty} dv_{u,rel}v_{u,rel}^2 \int_{-\infty}^{\infty} dv'_{u} \exp\left[ \frac{-\left( v'_{u} - v_{u,rel} - v_{u,I} \right)^2}{2\sigma_{u,I}^2} \right] \exp\left[ \frac{-\left( v'_{u} - v_{u,D} \right)^2}{2\sigma_{u,D}^2} \right]
\] (8.10)

Here, the \( u \) denotes the cartesian coordinates \( \{x, y, z\} \), and \( v_{u,I} \) and \( v_{u,D} \) are the center velocities for the ion and decelerator distributions for their corresponding coordinate, respectively. Likewise, \( \sigma \) represents the standard deviation of the velocity distribution for ions and decelerated molecules for each coordinate. In this case of convolution of Gaussians, the final distribution will have an
uncertainty that is the square root of the sum of the squares,

$$\sigma^2_{\text{total}} = \sum_{u=1}^{3}(\sigma^2_{u,I} + \sigma^2_{u,D}) \quad (8.11)$$

I have built a Mathematica code to compute this convolution, which is included in Appendix B. It is currently built to use Gaussian standard deviations to describe the spread of both the ions and decelerator outputs. For the moment, Gaussian distributions are a sufficient approximation for calculating conceivable collision energies. However, once the final reaction settings are determined, the most updated simulations can provide more accurate distributions. The code can be easily altered to accommodate another distribution, or even numerical simulation results, should this be required for sufficient accuracy.

To compute the convolution in Equation 8.10, we will need the average value and standard deviation for the ions and decelerated molecules in all three dimensions. Figure 8.14 demonstrated the transverse and longitudinal velocity, with a Gaussian fit reporting the mean and uncertainty out of the hexapole lens. These values are reproduced in Table 8.3. In addition, we need the velocity distributions for the ions. For this, we turn to the molecular dynamics simulations described in section 2.1.5.

Simulations were conducted for 200 NH$_3^+$ ions trapped within 1000 Ca$^+$ ions at 400 V$_{pp}$ RF voltage and an endcap voltage of 3 V. The large number of Ca$^+$ and the large RF trap depth both promote ammonia trapped at a relatively small radius in the trap. Near this center axis of the trap, the micromotion heating is minimal and the ammonia ions accordingly have a narrower range of velocities. The simulated axial and radial velocities are shown in Figure 8.16. The top panel corresponds to a crystal with additional heating from the background collisions of $\sim 10^{-9}$ Torr of helium. The bottom panel corresponds to a much more aggressive amount of heating, about one hundred times larger. The particularly cold crystal can be qualitatively seen as moderately sharp crystal image, as seen in the picture on the top panel. This is associated with very orderly structure, such that the radial velocities bunch around three values, associated with three well-defined spatial shells in the ellipsoidal crystal. At higher heating, the image is blurred, and the
crystalline structure of the ammonia is perturbed enough to blur the radial velocity to a Gaussian-like distribution, as shown by the bottom panel. While the top image qualitatively resembles our crystal structure, I will use the results from the warmer crystal as an upper limit to the ion energy spread. It is quite possible the final optimum settings for the experiment, and the effective ion temperatures, will be slightly different for the final reaction settings. These simulations have been very well documented by Andés and can be revisited for more accurate simulations when final reaction measurements take place.

Figure 8.16: ND$_3$ detected at the ion trap for multiple final velocities. The distinct shells that were evident in the data from the decelerator output are no longer distinct; this is due to the additional ~0.5 m length over which the longitudinal spread in velocities blurs the physical separation of the distinct wells.

These Gaussian fits, combined with those already reported for the hexapole, are reported together in Table 8.3. Note that only the 160 m/s results are reported here. The transverse spreads are not expected to vary much for different final velocities. While the longitudinal spreads do

---

4 While we have empirically seen that pressures at 10$^{-7}$ Torr will melt a crystal, we also notice that the simulations underestimate the time-averaged motion or “blurriness” of the Coulomb crystal at the pressures we read on our ion gauges. Likely we have heating in our trap from imperfect RF trapping fields. This upper limit image and ion energies represents some of the warmest ions we can maintain trapped in a Coulomb crystal, regardless of the heat source.
depend on the final velocity, LPSA models can predict the maximum spread for all final velocities. These spreads for our final velocities suitable for reactions are reported in Table 8.4. For the purpose of this preliminary calculation, I will use longitudinal spreads that were numerically calculated for 160 m/s, normalized by the maximum allowance given by the LPSA model. This is motivated by an assumption that the relative filling of the phase space relative to the LPSA does not depend on final velocity. This is supported by the results in section 7.2, where the relative signal for different final velocities that was measured directly out of the decelerator matched the expectations put forward by this LPSA-based model.

Table 8.3: Velocity distribution standard deviations for ion and hexapole simulation results. The hexapole output fits are shown in Figure 8.15 and the ion fits are shown in Figure 8.16. The uncertainty represents the 95% confidence interval in the Gaussian fit. The $x$ axis corresponds to the decelerator beam propagation, and the $z$ axis corresponds to the trap axial direction.

<table>
<thead>
<tr>
<th>Hexapole Lensing at 160 m/s</th>
<th>$v_x$</th>
<th>$v_y$</th>
<th>$v_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ions at 400 V$_{pp}$ with minimal background collisions</td>
<td>4.12(2)</td>
<td>2.99(3)</td>
<td>2.99(3)</td>
</tr>
<tr>
<td>Ions at 400 V$_{pp}$ with significant background collisions</td>
<td>17.8(12)</td>
<td>17.8(12)</td>
<td>0.56(4)</td>
</tr>
</tbody>
</table>

Table 8.4: Maximum longitudinal spread in velocities of ND$_3$ wells at end of decelerator, as calculated by the LPSA model. The Gaussian spread, which will be used for final energy calculations, will be less than this and depends on how the phase-space distribution overlaps with the phase-space acceptance of the decelerator.

<table>
<thead>
<tr>
<th>$v_f$ (m/s)</th>
<th>$\Delta v$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>240</td>
<td>15</td>
</tr>
<tr>
<td>200</td>
<td>13</td>
</tr>
<tr>
<td>160</td>
<td>12</td>
</tr>
<tr>
<td>120</td>
<td>11</td>
</tr>
<tr>
<td>100</td>
<td>11</td>
</tr>
<tr>
<td>80</td>
<td>10</td>
</tr>
<tr>
<td>60</td>
<td>10</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

These input distributions were used to calculate the convolution described in Equation 8.10, computed by the code in Appendix B. From this, a center-of-mass average “temperature,” $(E/k_B)$
can be established. This average temperature and its uncertainty are reported in Table 8.5. Note that this uncertainty is for the determination of the average collision temperature, not the resolution associated with the spread in velocities. The most dominant contribution to the standard deviation in velocities is the radial velocities of the trapped ions due to micromotion heating. Equation 8.11 demonstrated the total spread associated with this convolution of two Gaussian distributions in three dimensions. The total spread can be related to an effective temperature by using the definition of temperature from the Gaussian profile of M-B gas in one dimension.

\[ T_{\text{res}} = \frac{\mu \sigma_{\text{tot}}^2}{k_b} \quad (8.12) \]

In the case of significant background collisions, (as defined by Figure 8.17,) this resolution is 1.0 K. In the case of minimal collisions, this number is 0.8 K.\(^4\) This means that with the current range and approximation of velocity distributions in our system, velocities below 20 m/s will not have distinguishable reaction rates from each other. This limit could feasibly be pushed by considering lower NH\(_3^+\) ion numbers, possibly even a string of ions along the radial trap axis. This would provide a much narrower distribution of ion radial velocities, but at the cost of reactant population. At this time, it is unknown what the density out of the decelerator is, and thus what time scales will be necessary to observe reactions. Reducing the number of ions by at least an order of magnitude will be necessary to produce minimal micromotion. Depending on the TWSD output density and the required reaction times, this avenue may or may not be feasible.

These calculations demonstrate the span of collision energies than can be accessed for this reaction.

### 8.3.2 First reaction proposal: NH\(_3^+\) + ND\(_3\)

There are a few reasons that the reaction of NH\(_3^+\) + ND\(_3\) is an excellent first reaction for our setup. We are somewhat constrained by the convenience of using ND\(_3\) as the neutral reactant, and

\(^4\) Technically this resolutions depend on the longitudinal velocity, but these variations impact the hundredths place of the resolution.
Table 8.5: Final calculated $E/k_b$ “temperatures” for a selection of final decelerated velocities. The uncertainty in the center temperature is included, while the temperature resolution is based on the spread of the velocities.

<table>
<thead>
<tr>
<th>Velocity</th>
<th>$E/k_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>240</td>
<td>35.2(1)</td>
</tr>
<tr>
<td>200</td>
<td>24.6(1)</td>
</tr>
<tr>
<td>160</td>
<td>15.9(1)</td>
</tr>
<tr>
<td>120</td>
<td>9.2(1)</td>
</tr>
<tr>
<td>100</td>
<td>6.5(1)</td>
</tr>
<tr>
<td>80</td>
<td>4.4(1)</td>
</tr>
<tr>
<td>60</td>
<td>2.7(1)</td>
</tr>
<tr>
<td>40</td>
<td>1.5(1)</td>
</tr>
<tr>
<td>20</td>
<td>0.8(1)</td>
</tr>
<tr>
<td>10</td>
<td>0.6(1)</td>
</tr>
</tbody>
</table>

the benefits of an ion with $m/z < 40$ (such that they sit inside the Ca$^+$ and experience minimal micromotion heating.)

Reactions of ionized ammonia with neutral ammonia has been abundantly studied in a variety of apparatuses, including some capable of temperature-dependent studies. Such a well-studied reaction presents opportunities for comparison, possibly allowing “benchmarking” of our absolute reaction rate constant and densities of the ND$_3$ beam. There have been multiple measurements of the reaction of NH$_3^+$ + NH$_3$ in a variety of experimental apparatuses This includes ICR,\[360][100][22] flowing afterglow,\[361][362] free jet flow reactor,\[23] SIFT,\[363] and mass spectrometry.\[364][365][21][366][367] In some cases, this reaction was explicitly investigated; in others, it was a characterized background reaction. As such, there is wide range of measured thermal, room-temperature NH$_3^+$ + NH$_3$ reaction rate constants from multiple experiments. A selection of these are included in Table 8.6. These values have a distinct spread in the measured values, but are all reasonable close to the value expected by ADO theory, $1.6 \times 10^{-9}$ cm$^3$s$^{-1}$.

These reported thermal measurements and calculations generally show good agreement with each other, all reporting the same ion product, ammonium ion (NH$_4^+$) and its implied neutral product, NH$_2$. The strengths and weakness of these reaction systems complement each other well. The SIFT and FA measurements tend to be at higher ($\geq 10^{-4}$ Torr) pressure. Some of the
Table 8.6: Rate constants at thermal temperatures in a variety of experimental setups. Uncertainty is given when reported in source. All measurements and calculations refer to NH$_3$$^+$ + NH$_3$ reaction unless stated otherwise.

<table>
<thead>
<tr>
<th>Experiment or theory type</th>
<th>rate constant [×10^{-9} cm$^3$s$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>selected ion flow tube[363]</td>
<td>2.21(42)</td>
</tr>
<tr>
<td>mass spectometry[366]</td>
<td>1.3(1)</td>
</tr>
<tr>
<td>mass spectometry[21]</td>
<td>1.81(10)</td>
</tr>
<tr>
<td>ion cyclotron resonance[22]</td>
<td>1.3(4)</td>
</tr>
<tr>
<td>ion cyclotron resonance[360]</td>
<td>1.9(2)</td>
</tr>
<tr>
<td>ion cyclotron resonance[100]</td>
<td>1.55(8)</td>
</tr>
<tr>
<td>flowing afterglow[362]</td>
<td>1.7(5)</td>
</tr>
<tr>
<td>flowing afterglow[361]</td>
<td>2.5(5)</td>
</tr>
<tr>
<td>Langevin theory</td>
<td>1.16</td>
</tr>
<tr>
<td>ADO theory</td>
<td>1.63</td>
</tr>
<tr>
<td>Langevin theory (NH$_3$$^+$ + ND$_3$)</td>
<td>1.16</td>
</tr>
<tr>
<td>ADO theory (NH$_3$$^+$ + ND$_3$)</td>
<td>1.56</td>
</tr>
</tbody>
</table>

Early flowing afterglow (FA) measurements may have some contributions to the rate constant from reactions with excited NH$_3$$^+$. Many of the studies report background reactions of co-produced NH$_2$$^+$ with ammonia, which forms NH$_3$$^+$ and NH$_4$$^+$. [360, 21, 22] A measurement of this reaction in a Coulomb crystal has not been published, which is already a reason it would be interesting to measure and compare. Further, the ability to clean out contaminants in the loading and ensure their ground state relaxation will be a benefit. However, on the whole, this reaction could benefit from comparison to measurements in a Coulomb crystal.

A few studies have reported the temperature dependence of the reaction. Two studies measured reaction rates at energies up to a few eV with distinct ion detection methods. In a mass spectrometry (MS) study, the ion energies ranged from 8 eV down to thermal energies by propelling ions with high voltage from an ionization region into a high-vacuum chamber designed for collisions. This MS study demonstrated a reaction rate constant that was inversely proportion to ion energy, reporting a peak reaction rate constant at the lower limit of the collision energy. [21] These data were fit with an ADO-like cross section to good agreement, as seen in Figure 8.17a. A similar measurement was made in an ICR cell, where ions were heated up to kinetic energies of 3 eV. The largest reaction rate constant was found at thermal energies, in correspondence to
the MS experiment. Figure 8.17b shows the reaction rate \( (k_1) \) normalized to its values at thermal energies, plotted with the background reactions of \( \text{NH}_2^+ + \text{NH}_3 \) \( (k_2 \text{ and } k_3) \). The source of the fits are unclear from the original paper.\(^{22}\) The energy ranges of both of these studies are much higher than the expected effective range of our future experiment. However, these studies do indicate behavior expected from a dipolar molecule by ADO and Su-Chesnavich theory, which were discussed back in section 3.1.2. The suppression of the rate constant at higher velocities is predicted by these theories, which effectively argue that the dipole moment enhances the reaction rate over the expected Langevin rate. However, the ability of dipole moment to “lock” and enhance the rate constant depends on the center-of-mass collision velocity. When applied to Maxwell-Boltzmann distributions, this dependence is a \( T^{-0.5} \) dependence.

Figure 8.17: Three prior studies demonstrating energy dependence of the \( \text{NH}_3^+ + \text{NH}_3 \rightarrow \text{NH}_4^+ + \text{NH}_2 \) reaction rate constant. (a) Mass spectrometry measurements form thermal energies to 9 eV kinetic energy. Figure adapted from Ryan (1970.)\(^{21}\) (b) ICR measurements from thermal energies to 3 eV. Figure adapted from Marx (1973.)\(^{22}\) (c) Free jet flow reactor measurements with rotational temperatures from 12-20 K, and translation temperatures equivalent to 0.4-4 K. The thermal data point is an average of literature values. Figure adapted from Smith (1995.)\(^{23}\)

In the case of a free jet flow reactor study by Smith et al. in 1995, measurements of the \( \text{NH}_3^+ + \text{NH}_3 \) reaction rate constant were conducted by producing supersonic gas expansions of \( \text{NH}_3 \) seeded in an atomic or molecular buffer gas.\(^{23}\) These ammonia molecules were ionized with a REMPI scheme that left them in the ground state, after which they flowed undisturbed in a field-free region and reacted with neighboring neutral species. The thermal conditions were determined by those of the free jet core, which was measured to have rotational temperatures equivalent to 12-20 K. The
translational energies were tunable over the range of 0.4-4 K, depending on the buffer gas species. The resulting dependence of the reaction rate was plotted with respect to temperature, as shown in Figure 8.17c. Five points within the translation range are fit to a log plot, with a data point at 300 K that is the average of three thermal measurements from other systems.\(^{363, 361, 100}\) The fit in this graph corresponds to a best fit line of \(2.1(6) \times 10^{-9} \left(\frac{T}{300}\right)^{-0.21} \text{cm}^3 \text{s}^{-1}\). This fit does have an inverse dependence on temperature, but not quite the expected \(T^{-0.5}\) dependence. It is possible the dipole enhancement effects are not as evident due to the broader rotational temperatures, which exceeded those of the translational temperatures.

From a kinetics perspective, the proposed \(\text{NH}_3^+ + \text{ND}_3\) reaction has an interesting place in the context of this prior research on ammonia-ammonia ion-neutral reactions. As mentioned before, the extensive measurements of thermal rates allow some firm expectations on the measure reaction rate constant at room temperature. In addition, we can compare our 1-40 K results with the low-temperature results of Smith et al. (although the rotational temperatures will be different.) One important contrast from all the aforementioned reaction studies is that our proposed reaction is with a different isotopologue.

The isotopologue combination has important ramifications for identification of competing reaction mechanisms. The \(\text{NH}_3^+ + \text{NH}_3 \rightarrow \text{NH}_4^+ + \text{NH}_2\) may technically proceed as a proton transfer or a hydrogen abstraction, and both are identified as \(\text{NH}_4^+\). In addition, charge exchange is energetically possible, but experimentally undetectable without isotope substitution. For the reaction of \(\text{ND}_3^+ + \text{NH}_3\), SIFT experiments showed a branching of 0.85 to products \(\text{NH}_3\text{D}^+ + \text{ND}_2\) and 0.15 to \(\text{ND}_3\text{H}^+ + \text{NH}_2\). This has suggested the precedence of proton transfer over hydrogen abstraction in the ammonia ion reaction with ammonia.\(^{363}\)

Our proposed reaction is split into three possible products, each of which associated with a
unique reaction mechanism:

\[
\text{NH}_3^+ + \text{ND}_3 \rightarrow \text{NHD}^+ + \text{ND}_2 \text{(deuterium abstraction)}
\]

\[
\rightarrow \text{NH}_2 + \text{ND}_3\text{H}^+ \text{(proton transfer)} \quad \text{(8.13)}
\]

\[
\rightarrow \text{NH}_3 + \text{ND}_3^+ \text{(charge transfer)}
\]

To my knowledge, there are two groups that have studied our proposed isotopologue combination. One group is that of Shinji Tomoda in Japan, who studied the reaction with TESICO (threshold electron-secondary ion coincidence) measurements, with accompanying theory.\[368, 369\] The second is the group of Richard Zare at Stanford, where the reactions were conducted with a guided ion beam setup.\[370, 24\] Both groups studied the dependence of the translational energy and vibrational excitation of the \( \nu_2 \) “umbrella mode.” While slight discrepancies in the studies exist at high kinetic energies \(( \geq 3 \text{ eV})\), the results agree well at low temperatures, and the insights regarding the reaction mechanisms are in agreement.

I will primarily focus on the most recent measurement, which is one of the guided ion beam experiments conducted by Posey et al. in 1994.\[24\] While they did not measure a reaction rate constant, their reported branching ratio dependence on internal and external energy is noteworthy. Figure [8.18](left) demonstrates the dependence of the branching ratios on vibrational excitation. The excitation of the \( \nu_2 \) vibrational mode correlated with an enhancement of the deuterium abstraction and a suppression of the proton transfer. This is consistent with a mechanistic model in which the deuterium abstraction is facilitated by out-of-plane bend of the planar \( \text{NH}_3^+ \) to abstract a deuterium atom from the neutral \( \text{ND}_3 \). A possible intermediate complex for such a mechanism is sketched in Figure [8.18](d). In the case that a proton is transferred from the ion to attach to the exposed lone pair on the neutral \( \text{ND}_3 \) (Figure [8.18](e)), excitation of the umbrella mode would be orthogonal to the active reaction coordinate. This model is consistent with suppression of this product branching with increasing vibrational excitation.\[24, 368, 369\] In the case of charge exchange, the addition of both internal and external energy is expected to increase the charge transfer cross-section, as there is expected to be a small barrier to nearly isothermal charge transfer process.
The dependence on vibrational excitement support these proposed reaction mechanisms, although the absolute branching ratio comparisons require more computational and experimental work for rigorous assessment.

Figure 8.18: (left) Branching ratios for the three products of NH$_3^+$ + ND$_3$ as they depend on vibrational excitement and kinetic energy. (a) With vibrationally relaxed NH$_3^+$, the proton transfer product is enhanced at thermal kinetic energies. Conversely, the charge transfer product is significantly enhanced at higher energy. The deuterium abstraction is relatively independent of kinetic energy. (b,c) The aforementioned trends persist with the excitation of the ammonia umbrella mode. Overall, the proton transfer mechanism decreases with vibrational excitement, while the deuterium abstraction and charge transfer cross-sections increase with increasing internal excitation. (right) Illustrations of possible direct models for (d) deuterium abstraction, (e) proton transfer, and (f) charge transfer. Figure adapted from Posey (1994.)[24]

There are a few places that a reaction in our Coulomb crystal could supplement previous study. One reason for further need of experimental investigation on the relative branching ratios is due to possible inconsistency in the guided ion beam transfer efficiency. The guided beam setup of
Zare’s group in 1987 reported a product ion transfer efficiency that was dependent on the reaction mechanism. This was remedied by the addition of an octopole ion guide to the collision region, which purportedly removes dynamic-dependent collection efficiency. However, in their 1994 work, the TOF signal profile was dependent on the reaction mechanism. They reported much greater widths for the proton transfer and charge transfer products over deuterium abstraction product. In their work, they attribute this to incomplete momentum transfer in these two mechanisms relative to deuterium abstraction, suggesting that this was indicative of the short-lived nature of the reaction complex.

An additional avenue to investigate is the report of a secondary reaction product ND_4^+. However, the authors explicitly state that its population could not be compared to other products due to product transfer efficiency inconsistencies with the secondary product ions. This also implies that the source of this secondary ion product, the ND_3^+ primary product, is likely under-reported in the branching ratio to an unknown degree. Both of these possible complications with the accurate measurement of branching ratios will not be present in our combined setup. As we can control the amount of reaction time the ions have with the neutral gas, we can easily delineate primary and secondary products. In addition, all of our ions of all product orders have an equivalent detection efficiency. This will allow us to add insights to previous measurements of this reaction.

Of course, we will extend prior work by tuning collisional energies, with well-defined rotational state populations. The Stark decelerator will allow us to identify the relative impacts of translational energy on each of these mechanisms independently as well as in comparison. The fact that energy dependence for the mechanism has already been indicated for this reaction recommends it for further study. The NH_3^+ + ND_3 reaction rate will be interesting to study at low temperatures as well. While prior studies of energy-dependent reaction rates of NH_3^+ + NH_3 have been primarily warmer than room temperature, there is a large expected enhancement of the reaction of ion-dipole reaction rate at lower temperatures. The temperature dependence of the overall reaction rate, as well as the temperature dependence of each product, will be extremely interesting to study. The “warm” collision range that we will reach, 1-40 K, has historically been extremely difficult to
address with the experimental techniques available. Instead of extrapolating between very cold and room temperature or measurements at higher kinetic energy, these rates will be directly measured within this range.

In addition to its importance for illuminating reaction mechanisms and capture rates, measurements of \( \text{NH}_3^+ + \text{ND}_3 \) over this critical range of temperatures will be relevant for astrochemical applications. Given the importance of the isotopologues of ammonia to astrochemical reactions, it should be unsurprising that an accurate measurement of this reaction may have a high impact on models of the ISM. Ammonia has been discovered from distant galaxies,

\[ \text{NH}_3^+ + \text{ND}_3 \]

and from dense cores\[327\] to T Tauri stars.\[328\]. It is very well studied throughout the cosmos for its ability to indicate the temperature in regions of space,\[331, 332\] as well as its chemical reactivity in molecular clouds, protoplanetary disks, and prebiotic chemistry.\[328, 330, 371, 26\] We hope that an energy-dependent measurement of the reaction rate of \( \text{NH}_3^+ + \text{ND}_3 \) will be the first of many ammonia reactions measured by our group at important interstellar temperatures.
Chapter 9

Summary & Outlook

“A ship in port is safe, but that’s not what ships are built for. Sail out to sea and do new things.”
– Admiral Grace Murray Hopper, Address at Trinity College, 1987

9.1 Summary

This dissertation presented experimental and theoretical methodologies for investigating cold, ion-neutral, gas-phase chemical reactions. I described our LIT-TOFMS system, which is well-suited for extremely high resolution and well-controlled chemical reactions at constrained, warm, collision energies.

I have presented three reactions studied in such a system. This includes two studies focused on the role and reactivity of the CCl$^+$ ion with two astrochemically relevant molecules, CH$_3$CN, C$_6$H$_6$. Both reactions demonstrated fast kinetic rates branching to multiple cosmically viable ionic products. The CCl$^+$ + CH$_3$CN reaction was accompanied by a detailed potential energy surface to identify potential reaction pathways. The computed PES demonstrated a reaction mechanism heavily influenced by the electronegativity of the chlorine atom, and the nucleophilic nature of the nitrogen involved. When paired with RRKM statistical transition rate theory, the predicted branching ratios from this surface agreed well with the nearly equivalent branching to the two ionic products, NCCl$^+$ and C$_2$H$_3^+$. 
In the case of CCl\(^+\) + C\(_6\)H\(_6\), the reaction produced four cationic products. When supplemented with quantum-chemical calculations, nearly all were found to be cyclic isomers, a required set by thermodynamic constraints. In addition, the C\(_7\)H\(_5\)^+ product represented nearly half the branching ratio, with multiple possible highly exothermic ionic isomers. These possible C\(_7\)H\(_5\)^+ product isomers included many with single or double rings, recommending this reaction as a plausible early step for polycyclic aromatic hydrocarbon formation. Another interesting result was the increased reaction rate when the heavier isotope of chlorine was substituted in the ionic reactant. Overall, our work with CCl\(^+\) established two fast, viable reaction with which this ion may react. Such studies are important for establishing the role and reactivity of this halogenated carbocation in astrochemistry throughout the ISM.

The final reaction is that of C\(_2\)H\(_2\)^+ + CH\(_3\)CN. Both ions are quite relevant for astrochemistry, being well established in many regions of space. This reaction had three primary products, C\(_3\)H\(_3\)^+, C\(_3\)H\(_4\)^+, C\(_2\)NH\(_3\)^+ and one secondary product, C\(_2\)NH\(_4\)^+. All of these products are identified as suspected participants of chemistry in the ISM. The identification of these products was possible due to combinations of isotope substitution with deuterated reactants. This technique also aided in complications due to the mass overlap of some products with the trapped Ca\(^+\). This study was accompanied by a full potential energy surface, which computationally demonstrated the thermodynamic viability of each product in our cold Coulomb crystal environment.

A second phase of this dissertation turned to the characterization of a traveling-wave Stark decelerator, and its coupling to our ion trap system. This process physically combined the two operational experiments, coupling a velocity-tunable neutral beam source to our trap of cold ions with a hexapole. The development of the optimum operation parameters of this hexapole is underway and nearing completion. This optimization was interrupted by the need for upgrades to the amplifiers, which provide high voltage to the TWSD. These upgrades are thoroughly outlined in this dissertation, and should promote the longevity and stability of these critical components of the new, combined apparatus.
9.2 Outlook

On the not-so-distant horizon is the realization of the first reaction of decelerated molecules with ions in a Coulomb crystal. This will introduce a Stark decelerator as a molecular source for energy-tunable ion-neutral chemical reactions in an ion trap. The LIT-TWSD apparatus will be capable of reaching collision energies that are important for testing classical capture theories for polar molecules, as well as relevant for chemistry in many regions of the ISM. The proposed first reaction, $\text{NH}_3^+ + \text{ND}_3$, has additional applications for studying the energetic dependence of the branching ratio of this key reaction among three unique reaction mechanisms. This has broader applications for this astrochemically abundant molecule, as well as fundamental chemical dynamics within this system. Further reactions with ND$_3$ and other polar molecules, such as OH,[321] [314] will keep the lab busy for years to come.
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Appendix A

TWSD Amplifier Schematics

This appendix includes circuit for the amplifier banks, updated from those given in Shyur (2018). This includes contributions from Jason Bossert’s work on the optoisolators, as well as our troubleshooting that determined the IXTF1N400 FETs could be replaced with IXTF1N450 FETs.

A table of the changes is reproduced here from section 7.3.2:

Table A.1: Summary of changes to amplifier electronics since Yomay’s thesis.

<table>
<thead>
<tr>
<th>Original Component</th>
<th>New Component</th>
<th>Component number</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPI120</td>
<td>OPI150</td>
<td>Q11/Q51</td>
<td>new optoisolator</td>
</tr>
<tr>
<td>10 kΩ RES</td>
<td>20 kΩ RES</td>
<td>R15</td>
<td>new optoisolator driving circuitry</td>
</tr>
<tr>
<td>470 Ω RES</td>
<td>430 Ω RES</td>
<td>R21</td>
<td>new optoisolator driving circuitry</td>
</tr>
<tr>
<td>DNI</td>
<td>Q52/D21</td>
<td>current monitor circuitry, no longer in use</td>
<td></td>
</tr>
<tr>
<td>DNI/optional</td>
<td>LM8261,C17,C175,R61,R159,R160,R161</td>
<td>current monitor circuitry, no longer in use</td>
<td></td>
</tr>
<tr>
<td>IXTF1N400</td>
<td>IXTF1N450</td>
<td>Q1,Q15,Q19,Q23,Q27,Q31,Q35,Q39,Q43,Q47</td>
<td>old component is now obsolete</td>
</tr>
</tbody>
</table>
Q7 and Q8 make up the voltage limiter
Do not install

Q11/Q51 pair is OPI150
Installation optional for current mirror: D11, D13, D157, Q13, Q14, R4, R20
D1 is 15V zener diode, MMSZ4702
OPTOCOUPLER CONNECTIONS
(elevated off board)

Q11/Q51 pair is OPI150
Installation optional for current mirror circuit: LM8261, C17, R61, R159, R160, R161. DNI Q52
Jump to disable stage for testing voltage sharing

D12, D22, D23, D40, etc are 15V zener diodes, MMSZ4702 for all follower stages

Q3 and Q4 make up the voltage limiter, DNI

D1, D2, D3, D4, etc are 15V zener diodes, MMSZ4702 for all follower stages
Q5 and Q6 make up the voltage limiter, DNI.
Q17 and Q18 make up the voltage limiter, DNI1

JILA ELECTRONICS LAB
HIGH VOLTAGE AMPLIFIER
SLAVES:6
Q20 and Q22 make up the voltage limiter, DNI.
Q24 is the voltage limiter, DNI.
Appendix B

Mathematica code for calculating collision energies of NH$_3^+$ + ND$_3$ reaction

This appendix include code written to perform convolutions on two three-dimensional velocity distributions, calculating a center-of-mass collisional energy distribution as it depends on the final velocity out of the decelerator. This code is written for distributions described by Gaussians by can be modified for any distribution with a finite integral.
ClearAll["Global`*"];

## Setup

Conversions and definitions

\[ \begin{align*}
\text{kbeV} &= 8.617333262 \times 10^{-5}; \\
\text{kb} &= 1.38064852 \times 10^{-23}; \\
\text{mND3} &= 20 \times 1.66054 \times 10^{-27}; \\
G[\text{meanv}, \text{deltav}, x_] &= \frac{1}{\text{deltav}} \sqrt{2 \pi} e^{-0.5 \times (x - \text{meanv})^2/\text{deltav}^2}; \\
\text{mb}[T_, m_, x_] &= \sqrt{2/\pi} \times \left(\frac{m/\text{kb}/T}{3}\right) \times x^2 \times e^{-m \times x^2/(2 \times \text{kb} \times T)}; \\
\text{FWHMtoSDEV}[\text{fwhm}] &= \frac{\text{fwhm}}{2 \times \text{Log}[2]}; \\
\text{TEMPtoSDEV}[T_, m_] &= \sqrt{\text{kb} \times T \times m}; \\
\text{SDEVtoTEMP}[\text{sig}_-, m_] &= \text{sig}^2 \times \text{kb} \times m; \\
\end{align*} \]

Defining reaction-specific variables, including standard deviation of velocities for longitudinal and transverse directions of the beam, and radial and axial (Z) directions for the crystal

\[ \begin{align*}
\text{vlspread} &= 4.1; \text{(*longitudinal s.d. of decelerated beam from dynamic syms*)} \\
\text{vtspread} &= 3; \text{(*transverse s.d. of decelerated beam from dynamic syms*)} \\
\text{Ionspread} &= 20.2; \text{(*radial s.d. of Coulomb crystal*)} \\
\text{IonspreadZ} &= 3.1; \text{(*axial s.d. of Coulomb crystal*)} \\
\mu &= \frac{\text{mND3}}{2}; \text{(*radial s.d. of Coulomb crystal*)} \\
\text{decellongMEAN} &= \{240, 200, 160, 120, 100, 80, 60, 40, 20, 10\}; \text{(*selection of final decelerated velocities*)} \\
\text{decellongSD} &= \{\text{FWHMtoSDEV}[14.82], \text{FWHMtoSDEV}[13.36], \text{FWHMtoSDEV}[12.10], \\
&\text{FWHMtoSDEV}[11.08], \text{FWHMtoSDEV}[10.66], \text{FWHMtoSDEV}[10.31], \text{FWHMtoSDEV}[10.04], \\
&\text{FWHMtoSDEV}[9.84], \text{FWHMtoSDEV}[9.72], \text{FWHMtoSDEV}[9.68]\}; \text{(*longitudinal spreads taken from LPSA model, converted from FWHM standard deviations; this makes some assumptions about the filling of the phase space*)} \\
\end{align*} \]

Integral checks -- make sure gaussians and M-Bs are properly normalized to 1
Integrate[G[meanv, deltav, v], {v, -Infinity, Infinity}]
Integrate[mT, m, {v, 0, Infinity}]

\[ \frac{1}{\sqrt{\Delta v^2}} \text{ if } \Re\Delta v > 0 \]
\[ \frac{1}{\sqrt{\frac{m^2}{2}} \frac{v}{T}^3} \text{ if } \Re\frac{m}{T} > 0 \]

Plotting check, gets estimates and visualizations of curves

You can see the broadening of the profile as the crystal velocities are taken into effect for the relative velocity, and the summing of the mean values for the two gaussians

**Summing & Output “Temperatures”**

We now have the relative velocities in all three directions. So for a few difference vdec, we can get the energy of the center of mass frame, \( \frac{1}{2} \mu u^2 \), with \( \mu = mN^2/2 \). We get out “temperature” \( E/kb \)

1. Integrate over \( v^2 \) for all three dimensions given the center velocities and spreads with a convolution of the two distributions. The decelerator beam distribution is defined as ‘x’ axis, the axial direction
of the trap is 'z' axis.

\[
\begin{align*}
\text{TempOutions} &= \text{TempOutions} + \text{TempOutions} \\
\text{vlspread} &= \text{vlspread} + \text{vlspread} \\
\text{LPSAweight} &= \text{LPSAweight} + \text{LPSAweight} \\
\text{vlspr} &= \text{vlspr} + \text{vlspr} \\
\text{Integrate} &= \text{Integrate} + \text{Integrate} \\
\text{f} &= \text{f} + \text{f} \\
\end{align*}
\]

vlspread was determined by a fit of numerical calculations of 160m/s. The LPSA for our velocities has used to determine the maximum longitudinal spread as per phasespace_vs_vfinal.nb. This is used as a normalization to compare other velocities to 160m/s

\[
\begin{align*}
\text{TempOutions} &= \text{TempOutions} + \text{TempOutions} \\
\text{vlspread} &= \text{vlspread} + \text{vlspread} \\
\text{LPSAweight} &= \text{LPSAweight} + \text{LPSAweight} \\
\text{vlspr} &= \text{vlspr} + \text{vlspr} \\
\text{Integrate} &= \text{Integrate} + \text{Integrate} \\
\text{f} &= \text{f} + \text{f} \\
\end{align*}
\]


drill for the major result.....

\[
\begin{align*}
\text{TempOutions} &= \text{TempOutions} + \text{TempOutions} \\
\text{vlspread} &= \text{vlspread} + \text{vlspread} \\
\text{LPSAweight} &= \text{LPSAweight} + \text{LPSAweight} \\
\text{vlspr} &= \text{vlspr} + \text{vlspr} \\
\text{Integrate} &= \text{Integrate} + \text{Integrate} \\
\text{f} &= \text{f} + \text{f} \\
\end{align*}
\]

Relative uncertainty in the Collisional temperature calculations based on the fit uncertainty for the ion distribution fit and a transverse velocity fit

\[
\begin{align*}
\text{Sqrt} &= \text{Sqrt} + \text{Sqrt} \\
\text{f} &= \text{f} + \text{f} \\
\end{align*}
\]

To compare to our temperatures without the Coulomb crystal energies being considered, i.e. the math with "0K" ions. I left the option to have different transverse spreads for each final velocity that won't
be used at this time.

In[133]:= 

\[ g[\text{vdec}_-, \text{decspread}_-] = \]
\[ 1/2 \times \mu \times \{ \text{Integrate}[v_x^2 \times G[\text{vdec}, \text{decspread}, v_x], (v_x, -\infty, \infty)] + \]
\[ \text{Integrate}[v_y^2 \times G[0, vlspread, v_y], (v_y, -\infty, \infty)] + \]
\[ \text{Integrate}[v_z^2 \times G[0, vlspread, v_z], (v_z, -\infty, \infty)] \} / \text{kb}; \]

In[137]:= 

TempOutnoIons = \{ g[\text{decellongMEAN}[[1]], vlspread], g[\text{decellongMEAN}[[2]], vlspread], g[\text{decellongMEAN}[[3]], vlspread], g[\text{decellongMEAN}[[4]], vlspread], g[\text{decellongMEAN}[[5]], vlspread], g[\text{decellongMEAN}[[6]], vlspread], g[\text{decellongMEAN}[[7]], vlspread], g[\text{decellongMEAN}[[8]], vlspread], g[\text{decellongMEAN}[[9]], vlspread], g[\text{decellongMEAN}[[10]], vlspread] \}

Out[137]= \{ 34.6688, 24.0848, 15.4252, 8.68994, 6.04395, 3.87905, 2.19523, 0.992506, 0.270872, 0.0904629 \}

SD of the convolution for all the velocities for a energy resolution estimation

In[138]:= 

\[ \text{SDEVtoTEMP} = \{ \sqrt{vlspread \times \text{LPSAweight}^2 + vtspread^2 + 2 \times \text{Ionspread}^2 + \text{IonspreadZ}^2 \}, \mu \} \]

Out[138]= \{ 1.01129, 1.00991, 1.00883, 1.00803, 1.00773, 1.00748, 1.00729, 1.00716, 1.00708, 1.00706 \}