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Ultracold atomic systems are exquisite platforms for studying many-body physics and devel-

oping quantum technologies. Alkaline-earth(-like) atoms (AEA) in particular offer unique capabil-

ities for pushing the state-of-the-art in quantum simulation and sensing capabilities. These atoms

have an ultranarrow electronic transition that is used as the basis for the world’s best atomic clocks.

Moreover, AEAs can have a rich internal structure owing to nuclear spin degrees of freedom that

are largely untapped as a scientific, metrological, and computational resource. In this thesis, we

explore some of the possibilities and prospects for exploring many-body quantum phenomena and

advancing sensing capabilities with ultracold AEAs.

We begin on the simulation end with a deep dive into the emergence of multi-body interac-

tions between ultracold AEAs. We then present a proposal to harness collisional interactions and

inhomogeneities in an AEA-based clock for the preparation of many-body entangled states known

as spin-squeezed states, which allow for a quantum enhancement to clock sensitivity. In order to

analyze this proposal’s prospects and limitations, we develop a numerical technique for simulating

collective quantum spin systems, which may find external applications for studying operator growth

and quantum chaos. Borrowing ideas from the proposal to improve AEA-based clocks, we exam-

ine the possibility of spin squeezing using power-law interactions that can be found in a variety

of atomic, molecular, and optical systems. Combining the spirit of our investigation into exotic

interactions with the roadmap of our proposal to improve AEA-based clocks, we then propose a

way to engineer a multilevel spin model with infinite-range interactions in the nuclear spin degrees

of freedom of AEAs. We study the dynamical phases of this system, characterized by order param-

eters with a simple physical interpretation, and propose ways to measure these order parameters

using standard techniques.
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4.1 Schematic of the setup for spin squeezing. (a) We consider N fermionic atoms

with two (pseudo-)spin components, represented by red and blue spheres, trapped

in the ground band of an optical lattice (shown in 2D for the sake of presentation).

Atoms tunnel to neighboring sites at a rate J and experience on-site interactions with

strength U . An external laser carrying a position dependent phase eikL·r couples the

spin states of the atoms. (b) After a gauge transformation, different spin states

exhibit different dispersion relations with a relative phase φ = kLa, where a is the

lattice spacing. The external laser couples spin states with identical quasi-momenta q

in the gauge-transformed frame. (c) If interactions are sufficiently weak, all motional

degrees of freedom become frozen in momentum space, with atoms effectively pinned

to fixed quasi-momentum modes q. The dynamics on the frozen q-space lattice can

then be mapped to a spin model in which collisional interactions correspond to a

uniform, all-to-all ferromagnetic Heisenberg Hamiltonian with strength U/L, where

L is the total number of lattice sites. (d) The spin dependence of the dispersion

relation is captured by a mode-dependent axial field Bq that generates inhomoge-

neous spin precession. This axial field couples exchange-symmetric many-body Dicke

states with total spin S = N/2 to spin-wave states with S = N/2− 1. The all-to-all

interaction opens an energy gap fU (with f = N/L the filling fraction of spatial

modes) between the Dicke states and the spin-wave states, which forbids population

transfer between them in the weak-field limit. (e) To generate spin squeezing via

one-axis twisting, we initialize a product state with all spins polarized in −z (i.e. in

|↓〉), and apply a fast external laser pulse to rotate all spins into x. We then let atoms

freely evolve for a variable time t (with a spin-echo pulse), after which the amount

of spin squeezing can be determined experimentally from global spin measurements.

The spin-squeezed state can be used for a follow-up clock interrogation protocol (see

Appendix 4.E). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
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4.2 Benchmarking the spin and one-axis twisting models. Comparisons of max-

imum squeezing (top panels, a.i and b.i) and optimal squeezing time (lower panels,

a.ii and b.ii) between the Fermi-Hubbard (FH), spin, and one-axis twisting (OAT)

models; obtained numerically via the protocol depicted in Figure 4.1(e) in a 1D lat-

tice with L = 12 sites. Results are shown for half filling with N = 12, f ≡ N/L = 1

(left panels, a.i and a.ii) and filling f = 5/6 (right panels, b.i and b.ii) as a function

of U/J and the SOC angle φ. In both cases, the system is initialized in the corre-

sponding ground state. Insets for both f = 1 and f = 5/6 show (in green) regions of

the U -φ plane in which both the optimal squeezing (in dB) and the corresponding

squeezing time of all three models agree to within 20%. At half filling (a.i and a.ii),

mode-changing collisions are suppressed by Pauli blocking, resulting in almost exact

agreement between the FH and spin models; both of these models converge onto the

OAT model in the gap-protected, weak SOC regime of large U/J and small φ. The

spin and OAT models show similar behavior away from half filling (b.i and b.ii),

but the presence of mode-changing collisions results in their disagreement with the

FH model as interactions begin to dominate at larger U/J . Even below half filling,

however, the FH exhibits comparable amounts of squeezing to the spin model across

a broad range of U/J and φ, albeit at earlier times when U/J & 2. . . . . . . . . . 85
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4.3 Optimal squeezing with one- and two-axis twisting in a 2D section of the 3D 87Sr

optical lattice clock. (a) The maximum amount of squeezing depends only on the

atom number N = `2, where ` is the number of lattice sites along each axis of the

lattice. While the time scales for squeezing generally depend on several experimental

parameters, the time at which maximal squeezing occurs can be minimized at any

given lattice depth V0 by choosing SOC angles φ that saturate B̃/U ≈ 0.05, where

B̃ is the variance of the SOC-induced axial field and U is the two-atom on-site

interaction energy. Panels (b, c) show these minimal squeezing times as a function

of the depth V0 and linear size ` of the lattice. Lattice depths V0 are normalized

to the atomic lattice recoil energy ER, and the upper axis on panels (b, c) marks

values of U/J at fixed lattice depths. In general, TAT achieves more squeezing than

OAT for any system size, and achieves optimal squeezing faster for N & 400 atoms,

as denoted by a dotted line in panels (b, c). . . . . . . . . . . . . . . . . . . . . . . 89
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4.4 Optimal squeezing with decoherence via one- and two-axis twisting in a 2D

section of the 3D 87Sr optical lattice clock (OLC). In practice, decoherence due to

light scattering limits the amount of squeezing that is attainable in the the 3D 87Sr

OLC. Due to growing squeezing times with increasing system size, the maximal

squeezing obtainable via OAT saturates past ` ≈ 30 sites along each axis of the

lattice, with N ≈ 103 atoms total. The more favorable size-dependence of TAT

time scales, however, allow for continued squeezing gains through ` = 100 (N =

104). While the OAT results in (a) are exact, the TAT results in (b) reflect only

a lower bound on the maximum squeezing obtainable, albeit one that is likely close

(within a few dB) to the actual value. Optimal squeezing times in the presence of

decoherence are generally smaller than the corresponding times shown in Figure 4.3,

as decoherence typically degrades squeezing before it reaches the decoherence-free

maximum. The decoherence considered in this work also limits maximally achievable

squeezing to ∼ 20 dB less than the decoherence-free maxima shown in Figure 4.3.

Sample plots of squeezing over time for particular choices of lattice size (`) and depth

(V0/ER) are provided in Appendix 4.G. . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.5 Relative error between maximal squeezing (measured in dB) obtained by the OAT

[Eqn. (4.4)] and spin [Eqn. (4.3)] models of the main text in a system of 20 particles.

The OAT model correctly captures the maximal squeezing (in dB) of the spin model

to within 3% (marked by the horizontal reference line) within the gap-protected

regime B̃/U < 0.06. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
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4.6 Comparison between the OAT and the spin model in the presence of

decoherence. (a) The difference between the maximal squeezing (measured in

dB) obtained by the OAT [Eqn. (4.4)] and spin [Eqn. (4.3)] models increases with

the particle number N and the single-particle spontaneous emission rate γ. This

disagreement is attributed in part to the fact that spontaneous emission transfers

population of the collective spin state outside of the Dicke manifold, violating an

assumption of the OAT model; see panel (b). The rate of population transfer outside

of the Dicke manifold increases with both particle number and spontaneous emission

rate. (Parameters for simulations in this figure: U = 1000 Hz, J = 200 Hz, and

φ = π/20). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.7 Optimal squeezing as a function of π-pulses applied prior to the optimal TAT

squeezing time in a CPMG sequence with (a) N = 100 and (b) N = 1000 atoms.

Results are shown for OAT, TAT, and TAT±,z, where TAT±,z denotes squeezing via

the Hamiltonian Ĥ
(±,z)
TAT ≡ Ĥ

(±)
TAT − J0 (β±)

〈
B
〉rms

f
Ŝz. Details about experimental

parameters for these simulations are provided in the text. . . . . . . . . . . . . . . . 101

4.8 Squeezing via OAT and TAT in a 2D section of the 3D 87Sr optical lattice clock,

shown for (a) ` = 40 and (b) ` = 100 sites per axis (with N = `2 atoms total), and

a lattice depth of V0 = 4 ER, where ER is the atomic lattice recoil energy. Atoms

are confined along the direction transverse to the 2D layer by a lattice of depth 60

ER. Squeezing over time is shown for OAT (blue) and TAT (green), both with (solid

lines) and without (dashed lines) decoherence via uncorrelated decay and dephasing

of individual spins at rates of 0.1 sec−1 (see Appendix 4.F). . . . . . . . . . . . . . . 108
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4.9 Dynamics of non-interacting spin-orbit coupled fermions in a 1D lattice with SOC

angle φ = π/50, plus a harmonic trap with Ω/J = 0.01. Starting with a spin-

polarized cloud in ↓ ground state, an initial clock laser pulse is applied to rotate

spins into x, and the atoms are allowed to evolve during the dark time. We track

the dynamics of the ↑ particle density for the cases of (a) N = 20 and (b) N = 60

atoms. Panel (c) shows the time-averaged fluctuations of the ↑ particle density for

each site index j from its initial value following the Ramsey pulse; see Eqn. (4.64).

For N = 60, we have filled all delocalized modes as well as several localized modes,

resulting in a large region of no density fluctuations at the trap center. Panel (d)

contains the eigenspectrum for a single internal state in the presence of the trap

(with the index n labeling the eigenvalues in order of increasing energy), where the

critical mode nc dividing the spatially delocalized and localized modes is indicated

by a black dash-dotted line. The highest occupied mode in the ↓ ground state for

N = 20 and N = 60 is indicated by the green and red solid lines, respectively. . . . 110
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4.10 Dynamics of interacting spin-orbit coupled fermions in a 1D lattice plus a harmonic

trap for U/J = 1 (a), 2 (b), and 4 (c). For a 1D lattice with 10 sites and an SOC

angle φ = π/50, we apply a π/2 clock laser pulse to the ↓ ground state and let the

system evolve during the dark time. In (a.i)-(c.i) we show the squeezing dynamics

of the system for both N = 10 (solid lines) and N = 9 (dashed lines) for a variety

of trapping strengths. In (a.ii)-(c.ii), we plot the time-averaged fluctuations in total

particle density, δnj (as in Eqn. (4.64) but with n̂j,↑ replaced by
∑

α n̂j,α). In (a.iii)-

(c.iii), we plot the growth of the doublon population Nd(t) (see Eqn. (4.65)) as a

function of time, noting the absence of squeezing in the presence of a large doublon

population. For the chosen trap strengths, the corresponding values of nc are 28

(Ω/J = 0.01), 14 (Ω/J = 0.04), and 6 (Ω/J = 0.2). In panels where the results for

the homogeneous case (orange curves) are not visible, they are nearly identical to the

results for Ω/J = 0.01 (green curves). Here, we utilize periodic boundary conditions

to minimize finite size effects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

4.11 p-wave loss rates. Both the averaged p-wave inelastic collision rate γ (orange)

and the ratio of this collision rate to the optimal squeezing rate χopt (blue) are

suppressed as the lattice depth increases. χopt is obtained by choosing SOC angles

φ that saturate B̃/U ≈ 0.05, where B̃ is the variance of the SOC-induced axial field

and U is the two-atom on-site interaction energy. . . . . . . . . . . . . . . . . . . . 115

4.12 Squeezing via OAT in the presence of inelastic collisions. (a) For fixed

particle number N = 100, the optimal squeezing decreases as the inelastic collision

rate increases. Panel (b) shows squeezing over time for γ/χopt = 0.04 (solid lines),

which corresponds to U/J = 6, and compares it with γ = 0 (dashed lines) for different

particle numbers. Inelastic collisions prevent the growth of optimal squeezing with

particle number. For N = 1000, the maximum squeezing saturates to ∼ 10 dB. . . . 116
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5.1 Spin squeezing of N = 104 spins initially in |X〉 under (a) unitary and (b) non-

unitary dynamics, computed using exact methods (solid lines), quantum trajectory

simulations (dots), and the TST expansion in Eq. (5.8) with M = 35 (dashed lines).

Solid circles mark the times at which the TST expansion gives an unphysical result
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defined in Eqs. (5.13) and (5.14), for N = 104 spins initially in the polarized state
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with γ− = γ+ = γz = γ0 = 100χ (dashed lines), computed using the TST expansion
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in the state |X〉, computed using both exact methods (solid lines) and the TST
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5.5 A collective spin correlator in the TAT model with N = 100 spins and no decoher-

ence, computed using the TST expansion with M = 35. The divergence of correlators
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6.1 Representations of the state
∣∣ψ(t)〉 of N = 40 spins initially polarized along the

equator, and evolved under the OAT Hamiltonian for a time t up to the optimal

OAT squeezing time χtOAT
opt ∼ 1/N2/3. Darker colors at a point n̂ on the sphere

correspond to a larger overlap Qψ(t) (n̂) ≡ |〈n̂|ψ(t)〉|2, where |n̂〉 is a state in which

all spins are polarized along n̂. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

6.2 The optimal squeezing ξ2opt (top), minimal squared magnetization 〈S2〉min (middle),

and optimal squeezing time topt (bottom) for N = 4096 = 642 = 163 spins in D = 2

(left) and D = 3 (right) spatial dimensions. Spins are initially polarized along the

equator and evolved under the XXZ Hamiltonian in Eq. (6.3). Squeezing ξ2opt is

shown in decibels, and 〈S2〉min is normalized to its initial value 〈S2〉0 =
N
2

(
N
2 + 1

)
.

Dashed grey lines mark α = D, and dotted grey lines track local minima of 〈S2〉min,

marking the boundary between regions of collective and Ising-limited squeezing dy-

namics, respectively denoted “S-collective” and “S-Ising”. Other markers in the

middle panels indicate vales of Jz/J⊥, α,D that are currently accessible with neu-

tral atoms [211, 212] (cyan line), Rydberg atoms [201, 202, 213] (red dots), polar

molecules [203, 204, 214] (green line), magnetic atoms [205, 206] (pink square), and

trapped ions [191] (blue line). DTWA results are averaged over 500 trajectories. . . 170

6.3 Squeezing ξ2 and squared magnetization 〈S2〉 over time for the power-law XXZ model

with α = 3 on a 2D lattice of 64× 64 spins. Color indicates the value of Jz/J⊥, and

red lines (at Jz/J⊥ = −2.2) mark the approximate transition between S-collective

and S-Ising phases, when the “collective” squeezing peak at τ ≡ t × |Jz − J⊥| ∼ 6

drops below the “Ising” peak at τ ∼ 1. For the parameters shown, 〈S2〉 reaches a

minimum at τ ∼ 2, which means that optimal squeezing at τ ∼ 1 is reached before

maximal decay of 〈S2〉 in the S-Ising phase. . . . . . . . . . . . . . . . . . . . . . . 172
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6.4 Optimal squeezing ξ2opt as a function of system size for the power-law XXZ model

with α = 3 on a 2D lattice of N = L × L spins. Whereas the amount of squeezing

generated in the S-Ising phase is insensitive to system size, squeezing in the S-

collective phase grows with system size and as Jz/J⊥ → 1 (from below). Dotted

grey line tracks minima of 〈S2〉min as a function of Jz/J⊥, as in Figure 6.2, marking

the approximate dynamical phase boundary. . . . . . . . . . . . . . . . . . . . . . . 173

6.5 The optimal squeezing ξ2opt (top), minimal squared magnetization 〈S2〉min (middle),

and optimal squeezing time topt (bottom) for N = 4096 = 642 = 163 spins in

D = 1, 2, 3 spatial dimensions. Spins are initially polarized along the equator and

evolved under the XXZ Hamiltonian in Eq. (6.3) of the main text. The results for

D = 2 and 3 shown here are a subset of the results in Figure 6.2, presented in the

same format as that for D = 1 for comparison. . . . . . . . . . . . . . . . . . . . . . 178

6.6 Maximal populations 〈Pn〉max of the total spin S = N/2−n manifolds Pn throughout

squeezing dynamics of 7× 7 spins, initially polarized along the equator and evolved

under the XXZ Hamiltonian in Eq. (6.3) of the main text with a power-law exponent

α = 3. Computed with TS4 simulations and periodic boundary conditions. Shaded

regions indicate 〈P4〉max > 0.1, where TS4 results cannot be trusted due to the

likeliness of population leakage into truncated states. All states in P1 break trans-

lational invariance, so the initial population 〈P1〉0 = 0 is protected by the absence

of translational symmetry-breaking terms in the Hamiltonian. The population 〈P3〉,

meanwhile, is small because P3 is only coupled to P2 and P4 by matrix elements

that are O
(
1/N

)
smaller than the couplings between P0 ↔ P2 ↔ P4. . . . . . . . . 180
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6.7 Optimal squeezing ξ2opt (top) and minimal squared magnetization 〈S2〉min throughout

squeezing dynamics (bottom) as computed via TS4 and DTWA in the same setting

as Figure 6.6, likewise with shaded regions indicating 〈P4〉max > 0.1 in the TS4

simulations. Here squeezing ξ2opt is shown in decibels, and 〈S2〉min is normalized to

its initial value 〈S2〉0 =
N
2

(
N
2 + 1

)
. Dashed and dotted lines respectively mark the

exactly solvable limits of uniform (OAT, α = 0) and power-law Ising (Ising, J⊥ = 0)
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marker indicates the corresponding value of α, as specified in the legend, and the
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6.10 Dependence of the critical Ising coupling Jcrit
z at the collective-to-Ising dynamical
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6.11 Squeezing ξ2 and squared magnetization 〈S2〉 as a function of time t for N = 4096 =

642 = 163 spins in D = 2 and 3 spatial dimensions. Color indicates the value
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7.7 A corollary of Figure 7.5 for the initial state |XX〉. The inset for interaction energy
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Chapter 1

Context and outline

When quantum mechanics was first developed, it was primarily used as abstract microscopic

theory with which to explain the behavior of matter on a larger scale, much the way that statistical

mechanics is used to explain thermodynamic phenomena. In this way, one of the crowning scientific

achievements of the 20th century led to technological innovations such as the transistor, the laser,

and the medical magnetic resonance imaging (MRI) scanner. Today, we are in the midst of a new

technological revolution that aims to manipulate matter on the scale of individual quanta. We are

also just beginning to understand and exploit subtle quantum phenomena such as entanglement to

surpass classical limits on what is considered even possible. This is an exciting time to work on

quantum technologies.

One of the leading platforms for quantum technologies is that of cold atoms in optical lattices.

Cold atoms’ first major claim to fame was an experimental confirmation of a quantum phase

transition between superfluid and (Mott) insulating phases of the bosonic Hubbard model (that is, a

model of particles hopping around on a lattice, with pair-wise local interactions). This achievement

was the first major demonstration of an analog quantum simulator, in which a quantum mechanical

model of interest is meaningfully studied “by analogy” in an experimental platform. Tabletop cold

atom experiments also make up the most precise and accurate clocks to date (with ion-based clocks

a close rival), and cold atoms take second place for the most precise scientific instruments ever built

(trailing kilometer-scale gravitational wave observatories). In addition to quantum simulation, cold

atoms are thereby a major tool for the science of measurement, known as quantum metrology.



2

This thesis explores some of the possibilities and prospects for quantum simulation and

metrology with cold atom systems, more specifically with fermionic atoms that have a multilevel

internal structure. Chapter 2 provides some technical background and a crash course to the main

concepts and tools that appear throughout this thesis. Chapters 3–8 walk through some highlights

of my graduate work, with each chapter featuring a paper on which (1) I was a primary (i.e. first

or “co-first”) author, and (2) Ana Maria Rey was a principal investigator [1–6]. For the sake of

brevity and cohesion, I exclude papers from my graduate work in which I played a secondary role

[7, 8]; papers that I wrote with colleagues at Argonne National Laboratory and Super.tech [9,

10]; and papers from projects that I started before entering graduate school [11–13], although I

consider some of these papers (particularly Refs. [7, 9, 11]) to be equally important parts of my

graduate work. Each of Chapters 3–8 begins with a short prologue that informally introduces and

contextualizes the paper that follows.



Chapter 2

Introduction and background

2.1 Alkaline-earth(-like) atoms

Much of the work in this thesis refers to “fermions” or “spins” of some sort, probably on

a lattice, usually interacting. This general language isolates the essential features of the objects

under consideration, but often at the cost of hiding the true star players of our show: alkaline-

earth(-like) atoms (AEA). The electronic structure of these group-II elements, along with similarly-

structured Ytterbrium, allows the breadth of physics explored in this thesis to be observed in a

single experimental platform. Specifically, these atoms have two valence electrons with a 1S0

electronic ground state, and above that a first-excited 3P0 state. These are often referred to as the

clock states due to their central role in an AEA-based atomic clocks. A direct, photon-mediated

transition between the clock states is doubly forbidden:

(i) First, a 1S0–3P0 transition is dipole-forbidden because both of these states have a total

electronic (intrinsic + orbital) angular momentum of 0, as indicated by the “0” in 1S0 and

3P0. There is no way for a spin-0 system to absorb a spin-1 photon and end up in another

spin-0 state, as in a direct 1S0 → 3P0 transition.

(ii) Second, a 1S0–3P0 transition is spin-forbidden because it couples a state with net intrinsic

spin 0 (1S0, with a two-electron spin singlet) to a state with net intrinsic spin 1 (3P0, with
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a spin triplet)a. Photons couple primarily to the orbital angular momentum of electrons in

an atom, and therefore should not change their intrinsic spin directly.

Photon-mediated coupling between the 1S0 and 3P0 does occur, of course; we would not be

discussing this transition otherwise. 1S0–3P0 coupling is made possible by the hyperfine (i.e. nuclear-

spin-mediated) coupling of the “bare” electronic 3P0 state to “bare” electronic 1P1, 3P1, and 3P2

states (see Figure 2.1) [14]. As a result of this hyperfine coupling, the electronic eigenstate that we

label “3P0” weakly populates these other states as well. In particular, the bare 1P1 state couples

directly to the 1S0 state, and thereby virtually mediates 1S0–3P0 coupling. The result of this long

song and dance, and ultimately the point of the entire discussion about AEAs thus far, is that

the 3P0 state of AEAs is metastable and long-lived, with a lifetime of roughly two minutes in 87Sr

[15]. As a corollary, the 1S0–3P0 transition has an exceptionally narrow linewidth (e.g. a ∼ 10−3

Hz linewidth on a ∼ 1015 Hz transition in 87Sr [15]), making AEAs an excellent tool for precision

metrology and fundamental physics.

From the perspective of metrology, measurements of the 1S0–3P0 transition frequency in

AEAs are used in the most precise and accurate clocks to date, rivaled only by ion-based “quantum

logic” clocks (which, incidentally, address a 1S0–3P0 transition engineered in group-III atoms by

stripping them of one valence electron) [16]. Precise clocks are important for setting time and

frequency standards (e.g. defining the second), which as of 2019 define all physical units of mea-

surement in the International System of Units (SI)b. Any wristwatch, bathroom scale, or oven

thermometer built today is calibrated to an atomic clock (albeit one based alkaline Caesium atoms

rather than AEAs, for the time being). Moreover, the exquisite precision of atomic clocks admits

applications in navigation (such as an advanced global positioning system, GPS) and geodesy (pre-

a You can tell that 3P0 has net intrinsic spin 1 because its intrinsic spin must cancel out with orbital spin (which is

spin-1, as indicated by the “P” in 3P0) to result in a total electronic angular momentum of 0.

b More precisely, the second is the only quantity that must be measured to define SI units. All SI units are then

defined as the second raised to some power and multiplied by prefactors with numerical values that are fixed by

definition.
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Figure 2.1: Simplified energy level diagram for the low-lying electronic states of 87Sr, reproduced
from Ref. [14]. Dashed and dotted lines respectively show spin-orbit (LS) and hyperfine (HFI)
coupling between bare electronic states. Solid lines show optical transitions between electronic
eigenstates, with the corresponding wavelengths given in nanometers. Fractions indicate the net
spin of the hyperfine manifold (involving nuclear spin) within the associated electronic energy level.

cision measurements of the gravitational field, which can be used to determine altitude or geological

material density) [17]. From the perspective of fundamental physics, the precision of atomic clocks

can be leveraged for applications such as gravitational wave detection, dark matter searches, and

searches for the violation of fundamental symmetries (e.g. charge-parity-time reversal symmetry,

Lorentz invariance, etc.) [18]. These capabilities are quite remarkable, given the fact that AEA-

based experiments are roughly the size of a (meter-scale) optical table, in contrast to the stadium-

or kilometer-scale observatories and colliders that are usually necessary for fundamental physics

experiments.

Finally, due in part to their metrology-driven technological development, AEA experiments

offer an exquisite platform for studying many-body quantum physics. This scientific venture goes

hand-in-hand with the practical development of better sensors: improved sensitivity yields a more

precise and controllable physics testbed, and a better understanding of relevant physics allows us

to mitigate systematic errors and further improve sensitivity. As we will see in Chapters 4 and 6, a

deep understanding of the physics underpinning AEA-based atomic clocks can be used to engineer
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entangled many-body quantum states that allow us to approach the limits of device performance

allowed by physics.

2.2 Individual atoms in a trap

AEAs are typically cooled and trapped in an electromagnetically induced external potential.

In the absence of interactions, these atoms can be described by the Hamiltonian (~ = 1 throughout

this thesis)

Ĥ0 =

∫
d3x

∑
α,µ

ψ̂†
αµ(x)

[
−∇2

2m
+ V α

ext(x) + Eα

]
ψ̂αµ(x), (2.1)

where α and µ respectively index the electronic and nuclear states of an atom; ψ̂αµ is the field

operator for an atom with internal state α, µ; ∇2 = ∂2x + ∂2y + ∂2z is a spatial Laplacian; m is the

mass of an atom; V α
ext is an external potential, which may generally depend on the electronic state

α; and Eα is the electronic (internal) energy of state α. The field operator ψ̂αµ can be expanded

in the form

ψ̂αµ(x) =
∑
q

wαq (x)ĉqαµ, (2.2)

where q indexes an orthonormal basis of spatial wavefunctions wαq for atoms in state α, and the

operator ĉqαµ annihilates an atom in mode (q, α, µ). The operator ĉqαµ may generally be bosonic

or fermionic depending on the species of the atom, but we will primarily consider fermionic atoms

in this thesis. Substituting this expansion into (2.1) yields

Ĥ0 =
∑

q,q′,α,µ

Jαqq′ ĉ
†
qαµĉq′αµ +

∑
α

EαN̂α, (2.3)

where N̂α =
∑

q,µ ĉ
†
qαµĉqαµ counts the number of atoms in state α, and

Jαqq′ =

∫
d3xw∗

q(x)Hα
spatial(x)wq′(x), (2.4)

is a tunneling matrix defined in terms of the Hamiltonian density

Hα
spatial(x) = −∇2

2m
+ V α

ext(x). (2.5)
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For a fixed electronic state α, the off-diagonal (q 6= q′) components of Jαqq′ are essentially the rate

at which atoms tunnel between modes q and q′. Choosing the eigenfunctions of Hα
spatial as the basis

of wavefunctions wαq yields a tunneling matrix Jαqq′ that is diagonal, in which case Jαqq is simply the

orbital energy of an α-state atom in mode q (where “orbital” refers to the “orbit” of an α-state atom

in the external potential V α
ext). However, the best choice of basis for wavefunctions will generally

depend on the particular setting and parameter regime under consideration. If atoms are trapped

on a lattice, for example (see below), it might be convenient to use a basis of wavefunctions localized

to individual lattice sites, and treat the effect of inter-site tunneling as a dynamical or perturbative

process.

2.3 Optical lattices and magic wavelengths

An important class of traps that will play a central role in this thesis are optical lattices.

An optical lattice is generated by retroreflected or counter-propagating laser beams that form an

electromagnetic standing wave. By off-resonantly coupling different electronic states of atoms in

the optical lattice, the lattice light induces AC Stark shifts that are proportional to the electric

field intensity of the lasers, as well as the electric polarizability of the atoms. In a two-state model

of the AC Stark shift, a laser with frequency ν couples electronic state α with energy Eα to an

excited state β with energy Eβ = Eα + ω. If the detuning ∆ = ω − ν is much larger than the

coupling strength Ω between these statesc, then the coupling can be treated perturbatively, leading

to a second-order shift of the α-state energy by ∼ Ω2/∆ [19]. In practice, each state α gets coupled

to a large number of excited states, with associated coupling strengths and detunings for every pair

of states. Altogether, the electromagnetic potential induced by an optical lattice (standing wave)

oriented along the z axis takes the form

V α
ext(z) = Vα sin

2(kz), (2.6)

c By a coupling Ω between states α and β, we mean some Hamiltonian of the form Ω
(
|β〉〈α|+ |α〉〈β|

)
.
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where Vα is the lattice depth for α-state atoms, k is the wavenumeber of the lattice light, and we

restrict ourselves to one spatial dimension for simplicity.

Eigenfunctions of the Hamiltonian Hα
spatial in (2.5) with the sinusoidal potential in (2.6) are

known as Mathieu functions, which can be decomposed into Bloch waves as wαq (z) = eiqzzuαqzn(z)

[20]. Here the mode q ∼ (qz, n) is indexed by a quasi-momentum qz with periodicity qz = qz + 2π

and an integer band index n ≥ 0, and the function uαqzn has the same periodicity as the lattice:

uαqzn(z) = uαqzn(z + a), where a = π/k is the distance between neighboring lattice sites (i.e. the

lattice constant). For theoretical analysis and numerical simulations, it is often convenient to

consider lattice of L sites with periodic boundary conditions, in which case the quasi-momentum

qz = 2π/L × j for some integer j. Efficient numerical methods for computing Mathieu functions

can be found in Ref. [20].

We now (and for the remainder of this thesis) restrict ourselves to the two lowest-lying

electronic states, i.e. the clock states α ∈
{
1S0 ↔ g, 3P0 ↔ e

}
. By tuning the lattice light to a so-

called “magic wavelength” at which these states have the same electric polarizability, the potential

V α
ext can be made independent of the electronic state α, in which case the single-particle Hamiltonian

becomes [21, 22]

Ĥ0 =
∑
q,α,µ

Eq ĉ
†
qαµĉqαµ + ωN̂e, (2.7)

where Eq = Jqq is the orbital energy of Bloch mode q (see Figure 2.2)d, and ω = Ee − Eg is the

|g〉 ↔ |e〉 transition frequency. We assume that atoms are trapped in a magic-wavelength lattice

for the remainder of this thesis.

As a final point, we note that the same light that forms an optical lattice unavoidably induces

dissipation called light scattering in AEA. Although the clock states are themselves (meta)stable,

the lattice light off-resonantly couples the clock states to excited states that can have fast decay

rates. The clock states thereby inherit the loss channels of virtually populated excited states,

d We will often consider atoms that occupy only the lowest Bloch band (n = 0), in which case Eqz = −2J cos (qza),

where J is the tunneling rate between neighboring lattice sites.
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Figure 2.2: Band structure (orbital energy) of atoms in a periodic lattice potential Vext(z) =
V0 cos

2
(
πz
a

)
with depth V0 = 4ER, where the lattice recoil energy ER = k2L/2m is defined in terms

of the atomic mass m and the wavenumber kL of the lattice light. Color indicates band index n as
specified in the legend.

albeit only perturbativelye. For this reason, the coherence time of the clock states of 87Sr atoms in

a magic-wavelength optical lattice is typically ∼ 10 seconds, rather than the ∼ 102 second lifetime

of the 3P0 state, although it may be possible to mitigate light scattering by the construction of

optical lattices with larger lattice constants [23].

2.4 Spin-orbit coupling

As an added ingredient and control knob, we can turn on a linearly-polarized laser with

wavenumber k and frequency ν ≈ ω to induce an electric dipole transition between the |g〉 and

|e〉 states of AEAs. There are several ways to deduce the corresponding drive Hamiltonian gov-

erning the AEAs; here we take a semi-classical, phenomenological approach that avoids digressions

into subjects and techniques that are outside the scope of this thesis. We treat driving laser

“semi-classically” in the sense that we do not quantize the corresponding electromagnetic field

(equivalently, we make the reasonable assumption that the laser light is in a coherent state with

e If a dissipation-free clock state is coupled with amplitude Ω and detuning ∆ to an excited state with dissipation

rate Γ, then virtual occupation of the excited state shifts the clock-state energy by ∼ Ω2/∆, and causes the clock

state to dissipate at a rate ∼ Γ× Ω2/∆2 [19].
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a large mean photon number), but we retain the fact that individual photons are spin-1 particles,

which means their absorption or emission by an AEA must accompany an appropriate internal spin

transition. In the plane-wave approximation, the “bare” drive Hamiltonian for AEAs is then

Ĥbare
drive =

∫
d3x

∑
µ

Ωµe
i(k·x−νt)ψ̂†

e,µ(x)ψ̂g,µ(x) + h.c., (2.8)

where the nuclear spin µ ∈ {s, s− 1, · · · ,−s} for a spin-s atom (e.g. s = 9/2 for 87Sr) is quantized

along an axis in the plane orthogonal to k; Ωµ is a spin-dependent drive amplitude; and “h.c.”

denotes the Hermitian conjugate of preceding terms. The drive amplitude Ωµ has its physical

origins in atom-light coupling to an electric dipole transition, and is therefore proportional to both

the electric field intensity of the driving laser and the differential electric polarizability of the |g〉 and

|e〉 states. Moreover, the Hamiltonian in (2.8) describes a spin-s atom absorbing a spin-1 photon

with spin projection 0 onto the quantization axis, which implies that Ωµ ∝ 〈sµ; 1, 0|sµ〉 ∝ µ, where

〈`1m1; `2m2|`3m3〉 is a Clebsch-Gordan coefficient. We consider a more general case of lasers with

any polarization and arbitrary orientation relative to the spin quantization axis in Appendix 7.D

of Chapter 7.

Our first order of business is to eliminate the time dependence from the drive Hamiltonian

in (2.8), which we can do by moving into a rotating frame that takes e−iνtψ̂†
e,µ → ψ̂†

e,µ. Such a

transformation is achieved by subtracting ν off of the energy of |e〉-state atoms, in effect replacing

the excitation energy ω in (2.7) by the detuning ∆ = ω − νf. After making this replacement, the

drive Hamiltonian becomes

Ĥdrive =
∑
q,q′,µ

Ωµ Iqq′ ĉ†q,e,µĉq′,g,µ + h.c., (2.9)

f Mathematically, the transformation e−iνtψ̂†
e,µ → ψ̂†

e,µ is implemented by the unitary U =

exp
(
iνt

∫
d3x

∑
µ ψ̂

†
e,µψ̂e,µ

)
. If we rotate states |φ〉 → |φ̃〉 = U |φ〉, the accompanying transformation of

the overall Hamiltonian H → H̃ (which can be derived by enforcing the Schrödinger equation H̃ |φ̃〉 = i∂t |φ̃〉) is

given by H̃ = UHU†+i∂tUU
†. This transformation removes the time dependence from the bare drive Hamiltonian

in (2.8), and subtracts ν off the energy of |e〉-state atoms by the addition of i∂tUU† = −ν
∫

d3x
∑
µ ψ̂

†
e,µψ̂e,µ.
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where the overlap integral

Iqq′ =
∫

d3x eik·xw∗
q(x)wq′(x). (2.10)

We now assume that our atoms are trapped on a three-dimensional cubic lattice oriented along

the (x, y, z) axes, and with strong confinement in the x-y plane, such that atoms’ spatial degrees of

freedom are frozen within this plane. This assumption is straightforward to relax when necessary,

but doing so complicates the analysis in this section without added benefit. The effect of this

assumption is essentially to replace the three-dimensional integral in (2.10) by a one-dimensional

integral along the z axis:

Iqq′ →
∫

dz eikzzw∗
q(z)wq′(z), (2.11)

where kz is the projection of k onto the z axis, and the spatial integral over the x-y plane in (2.10)

can be absorbed into the definition of the drive amplitude Ωµ in (2.9).

The spatial modes q ∼ (qz, n) are indexed by a quasi-momentum qz and band index n (see

Section 2.3). When atoms are ultracold, it may be reasonable to assume that their temperature is

small compared to the energy gap ∆band between the two lowest bands (see Figure 2.2). If atoms

are furthermore initialized in the lowest band n = 0, as long as
∣∣Ωµ∣∣ � ∆band (which prevents

drive-induced coupling to higher bands) we can neglect the band index n, unambiguously identify

q ∼ qz, and substitute the Bloch-wave decomposition wq(z) = eiqzuq(z) into the overlap integral in

(2.11) to get

Iqq′ =
∫

dz ei(kz+q′−q)zu∗q(z)uq′(z). (2.12)

We now make the final assumption that kz is commensurate with the lattice, which is to say

that kz is an allowed quasi-momentum along the z axis (i.e. an integer multiple of 2π/La). The

assumptions of periodic boundary conditions and drive commensurability can be more cumbersome

to relax than that of tight transverse confinement, particularly when considering the limit kza� 1

(which features in Chapters 4 and 7), or when considering length scales over which the plane-wave
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approximation for the lattice laser breaks down. We defer a careful scrutiny of these assumptions

and their breakdown to another time (see, for example, Ref. [24] and Appendix 4.I of Chapter 4).

If kz, q, q
′ are all integer multiples of 2π/La, we can split the position z into an integer multiple

of a and a remainder, z = aj + r with j = bz/ac and r = z mod a; here j essentially indexes a

lattice site, and r is a position within that site. The periodicity of uq(z) then implies that the

overlap integral in (2.12) can then be written in the form

Iqq′ =
L∑
j=1

ei(kz+q′−q)aj
∫ a

0
dr ei(kz+q′−q)ru∗q(r)uq′(r). (2.13)

Here (kz+q
′−q)a is an integer multiple of 2π/L, so the sum over j vanishes unless kz+q

′−q = 0. We

thus find that the overlap integral Iqq′ = 0 unless q = q′ + kz, so altogether the drive Hamiltonian

in (2.9) becomes

Ĥdrive =
∑
q,µ

Ωqµ ĉ
†
q+kz,e,µĉq,g,µ + h.c., (2.14)

where Ωqµ = Ωµ × Iq+kz,q is typically independent of q to a good approximationg.

A few notes concerning the drive Hamiltonian in (2.14). First, the result of the long journey

from (2.8) to (2.14) can be summarized by conservation of quasi-momentum: an atom that transi-

tions from |g〉 to |e〉 by absorbing a photon must also absorb the quasi-momentum of that photon.

Second, drive Hamiltonian in (2.14) exhibits spin-orbit coupling, which is to say that it changes

electronic (“pseudo-spin”) and spatial (“orbital”) degrees of freedom in a correlated fashion. To

further simplify this drive, we can relabel quasi-momenta for the excited electronic state, taking

ĉ†q+kz,e → ĉ†q,e, which takes

Ĥdrive →
∑
q,µ

Ωqµĉ
†
q,e,µĉq,g,µ + h.c.. (2.15)

This relabeling comes at the cost of making kinetic energy electronic-state-dependent (see Figure

2.3), but can simplify the theoretical treatment of AEAs, which is most clear when atoms are

g This approximation breaks down in very shallow lattices, in which the inter-site tunneling rate J exceeds the lattice

recoil energy ER = k2L/2m (defined in terms of the atomic mass m and the wavenumber kL of the lattice laser).
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energies for ground- and excited-state atoms.

nuclear-spin-polarized and the dependence of Ωqµ on q is negligible, which allows us to write Ĥdrive =

Ω
∑

q ĉ
†
q,eĉq,g + h.c. (where we suppress a fixed nuclear spin index). We elaborate on this point in

our discussion of spin operators in Section 2.7.

On one hand, spin-orbit coupling is a complication that limits the capabilities of atomic clocks

by exacerbating the deleterious effect of inhomogeneities on inter-atomic coherence at low lattice

depths (which are desirable to reduce atomic losses from scattering off of high-intensity lattice

light). On the other hand, spin-orbit coupling gives us access to a variety of exotic phenomena,

such as topological phases of matter and the possibility to prepare metrologically useful quantum

states [2, 25–27]. Getting a handle on these phenomena is a promising route to push the limits of

current atomic clocks.

2.5 Nuclear spin decoupling and SU(n) symmetry

An important consequence of the fact that the both 1S0 and 3P0 states have a total electronic

(intrinsic + orbital) angular momentum of 0 is the near perfect decoupling of AEAs’ electronic and

nuclear spin degrees of freedom. Mathematically, the (first-quantized) Hilbert space of AEAs

occupying 1S0 and 3P0 states neatly factorizes into a tensor product of uncoupled [electronic-
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state]⊗[nuclear-spin] Hilbert spaces. This decoupling implies that, in the absence of an external

magnetic field, freely evolving atoms that interact only through collisions (which are dominated

by electric forces, and thereby electronic-state parameters) exhibit an SU(n) symmetry, where

n = 2s+1 is the number of nuclear spin levels in a spin-s atom (e.g. n = 10 for 87Sr with nuclear spin

s = 9/2) [28]. Specifically, the dynamics of such AEAs are invariant under arbitrary global unitary

transformations of atoms’ nuclear spin states. As a consequence, interaction parameters such as

s-wave scattering lengths and p-wave scattering volumes should be (approximately) independent of

spin.

However, the same hyperfine interactions that enable photon-mediated 1S0–3P0 coupling also

violate the SU(n) symmetry that results from the decoupling of atoms’ electronic and nuclear states.

The dominant violations of SU(n) symmetry occur due to hyperfine coupling of the KPJ states

(i.e. 1P1, 3P0, 3P1, and 3P2). Violation of SU(n) symmetry in the 1S0 state is in turn mediated

by virtual occupation of symmetry-breaking KPJ states during collision. By estimating the effect

of these virtual occupations on the two-body collisional phase shift Φ, SU(n) symmetry-breaking

corrections δΦ have been estimated to be δΦ ∼ 10−3 for 3P0-state atoms, and δΦ ∼ 10−9 for 1S0

[29]h. We will consider such corrections negligible in the remainder of this thesis.

2.6 Two-body interactions

Collisional interactions are primarily governed by electronic-state parameters, which almost

perfectly decouple from atoms’ nuclear spin states. As a result, a pair of atoms occupying nu-

clear spin states (µ, ν) must occupy the same nuclear spin states after collision, since there is no

mechanism by which to change nuclear spin state occupations. Moreover, interaction energy scales

are typically much smaller than the electronic excitation energy (Uint ∼ 103 Hz vs. ω ∼ 1015 Hz

in 87Sr), so we can ignore processes in which interactions change the number of |e〉-state atoms.

h The s-wave scattering length a ∼ Φ∆t, where Φ is a collisional phase shift and ∆t is the time that a pair atoms

spend in the short-range part of their intermolecular potential during collision (∆t ≈ 1 picosecond for 87Sr [29]). A

correction δΦ ∼ η implies that scattering lengths a acquire SU(n) symmetry-breaking corrections δa with δa/a ∼ η.
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Once both nuclear and electronic state occupation numbers are fixed, there are only four possible

interaction channels: one each for a pair of |g〉- or |e〉-state atoms that scatter off of each other,

one “direct” channel in which a pair of atoms in distinct electronic states interact without changing

their respective nuclear spin states, and one “exchange” channel in which a pair of atoms in distinct

electronic states swap their nuclear spin states. Schematically, the interaction Hamiltonian must

have the form

Ĥint ∼

g, µ

g, ν

g, µ

g, ν

+

e, µ

e, ν

e, µ

e, ν

+

g, µ

e, ν

g, µ

e, ν

+

g, µ

e, ν

g, ν

e, µ

,

(2.16)

where we indicate excited-state atoms by a thicker line, and use color to indicate nuclear spin. At

low temperatures, the most general low-energy (s-wave) interaction Hamiltonian consistent with

these constraints isij:

Ĥint =

∫
d3x

∑
µ,ν

 ∑
α∈{g,e}

1

2
Gααρ̂αµρ̂αν +G+ρ̂e,µρ̂g,ν +G−ψ̂

†
e,µψ̂

†
g,νψ̂e,νψ̂g,µ

 , (2.17)

where GX are two-body coupling constants, ρ̂αµ = ψ̂†
αµψ̂αµ is an atomic density field operator,

and we suppress the implicit dependence of ρ̂αµ and ψ̂αµ on the position x. Eigenstates of Ĥint

are strictly symmetric or anti-symmetric under the pairwise exchange of atoms’ electronic states.

For example, two-body eigenstates of Ĥint have electronic states of the form |αα〉 or |ge〉 ± |eg〉,

with corresponding interaction energies of the form Eαα = GααI or Eeg± = (G+ ±G−) I, where

I is a spatial overlap integral. Matching these interaction energies to s-wave scattering lengths as

i Technically speaking, there are two ways to arrive at the Hamiltonian in (2.17): (i) approximating the intermolecular

potential of two atoms by a delta function (formally an unregularized, energy-independent pseudopotential), or (ii)

the phenomenological approach of effective field theory, which considers all possible types of (local) interactions

and keeps only those that are dominant in the low-energy (small momentum) limit.

j The factor of 1/2 in the first term of (2.17) corrects for the fact that a sum over all µ, ν double-counts the interaction

between a pair of atoms with identical electronic states α ∈ {g, e}.
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EX = 4π
m aXI, we thus find that

Gαα=gg,ee =
4π

m
aαα, G± =

4π

m

aeg+ ± aeg−
2

. (2.18)

If atoms occupy only the lowest band on a three-dimensional lattice, then we can invoke

the tight-binding approximation and neglect interactions between atoms on different lattice sites,

because these interactions will be proportional to inter-site overlap integrals that are much smaller

than on-site overlap integrals. If further assume that all AEAs occupy the same nuclear spin state

(for example, if they are nuclear-spin-polarized with µ = ν = 9/2), then the electronic state of

any pair of interacting atoms must be anti-symmetric under exchange in order to obey fermionic

statistics. Suppressing irrelevant (fixed) nuclear spin indices, the only non-vanishing terms in (2.17)

are then

ĤNSP
int = Geg−K

∑
j

ĉ†j,eĉj,eĉ
†
j,gĉj,g = Geg−K

∑
j

1

2
N̂j(N̂j − 1), (2.19)

where Geg− = G+ −G− = 4π
m × aeg−, the overlap integral

K =

∫
d3x

∣∣wloc(x)
∣∣4 (2.20)

is defined in terms of the (Wannier) wavefunction wloc of an atom localized to a single lattice sitek

[24], ĉjα destroys an atom on lattice site j with electronic state α, and N̂j is the number of atoms

on lattice site j.

Rather than fixing atoms’ nuclear spin states and letting their electronic states evolve, we

can fix all atoms in their electronic ground state |g〉 and let their nuclear spin states evolve. In this

case all terms in (2.17) aside from ∼ Ggg vanish, and the interaction Hamiltonian becomes

Ĥgg
int = GggK

∑
j

µ<ν

ĉ†jµĉjµĉ
†
jν ĉjν = GggK

∑
j

1

2
N̂j(N̂j − 1), (2.21)

k In the plane-wave approximation for the light forming an optical lattice, the overlap integral in (2.20) is independent

of the choice of lattice site on which to localize wloc.
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where we have suppressed the irrelevant (fixed) electronic-state index g. In both cases of (2.19) and

(2.21), after appropriately fixing nuclear or electronic degrees of freedom the interaction Hamilto-

nian can be written in terms of number operators N̂j that are insensitive to atoms’ internal states.

These Hamiltonians simply assign an energetic penalty to all pairs of atoms occupying the same

lattice site, which are counted by the binomial coefficient 1
2N̂j(N̂j − 1) =

(N̂j
2

)
. We investigate

some of the physics accessible with these interactions, which manifest due to an underlying SU(n)

symmetry, in Chapters 3 and 7.

2.7 Spin operators

Fermions are notoriously difficult to study with a pen and paper (and even computer). One

simplifying technique for modeling fermionic AEAs is thus to map them onto a more tractable

spin model, which may be possible when atoms’ spatial degrees of freedom play no role in their

dynamics. Leaving the details, discussion, and benchmarking of some such mappings to Chapters

4 and 7, the basic idea is to define the spin operators

ŝx,j ≡
1

2
ĉ†jeĉj,g + h.c., ŝy,j ≡ − i

2
ĉ†jeĉj,g + h.c., ŝz,j ≡

1

2

(
ĉ†j,eĉj,e − ĉ†j,gĉj,g

)
, (2.22)

where we tentatively assume that atoms are nuclear-spin-polarized for simplicity (allowing us to

suppress the nuclear spin indices), and j indexes a spatial mode (such as a lattice site or quasi-

momentum). These spin operators obey standard SU(2) commutation relations:
[
ŝαj , ŝβj

]
= iŝγj

for any (α, β, γ) that is a cyclic permutation of (x, y, z). This is simply a fancy way of saying that

the operators defined in (2.22) behave, for example, like the standard spin-1/2 operators for the

intrinsic spin of an electron. We can think of each atom as a two-level “spin”, identifying |g〉 ↔ |↓〉

with “spin-down” and |e〉 ↔ |↑〉 with “spin-up”. The electronic state of a single atom can then

be visualized as a point on the Bloch sphere, and exponentiating the spin operators sαj generates

rotations of this state. Specifically, defining the spin vector ŝj = (ŝx,j , ŝy,j , ŝz,j) and spatial axis

v = (vx, vy, vz) with v · v = 1, the unitary e−iθ v·ŝj rotates the state of spin j about axis v by an

angle θ.
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Summing over the mode index j yields the collective spin operators

Ŝα ≡
∑
j

ŝα,j , (2.23)

which obey the same commutation relations as the on-site operators ŝαj . In terms of a collective

spin vector Ŝ = (Ŝx, Ŝy, Ŝz), the unitary e−iθ v·Ŝ =
∏
j e

−iθ v·ŝj now rotates all spins identically.

The use of collective spin operators can greatly simplify the theoretical treatment of AEAs. If

atoms’ spatial degrees of freedom are frozen (e.g. due to trapping in a deep lattice), an external

drive detuned by ∆ from atoms’ |g〉 ↔ |e〉 transition (as in Section 2.4) induces the Hamiltonian

Ĥdrive = ΩŜx +∆Ŝz, (2.24)

where we include the energy splitting ∆ between |g〉 and |e〉 in the rotating frame of the drive. This

driving Hamiltonian simply rotates all spins about the axis (Ω, 0,∆).

If all atoms are prepared (and kept) in the electronic ground state, it can be similarly useful

to define nuclear spin operators and their collective versions:

ŝµνj ≡ ĉ†j,g,µĉj,g,ν , Ŝµν ≡
∑
j

ŝµν,j . (2.25)

The on-site spin operators ŝµνj destroy an atom in state ν and create one in state µ, and can thus

be represented as ŝµνj := |µ〉〈ν|j . These operators obey the commutation relations of an SU(n)

algebra:
[
ŝµνj , ŝρσj

]
= δνρŝµσj − δσµŝρµj , where δαβ = 1 if α = β and 0 otherwise. As we discuss in

Chapter 7, multi-laser driving schemes addressing the excited state |e〉 far off resonance can induce

effective Hamiltonians that are expressed neatly in terms of the spin operators ŝµνj and Ŝµν . We

explore some of the physics accessible with nuclear spin driving and SU(n)-symmetric interactions

in Chapter 7.

2.8 Collective spins and the Dicke manifold

Spin systems have a tensor product structure that typically makes them simpler to analyze

than comparably-sized fermion systems. Even so, the Hilbert space of a spin system is still too
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large to simulate more than a handful of spins exactly: the Hilbert space of N two-level spins has

dimension 2N , which is to say that we need 2N complex numbers to represent an arbitrary (pure)

state of N two-level spins. However, symmetries can cleave this Hilbert space into independent

subspaces (known as “superselection sectors”) that scale more favorably with system size. One such

symmetry that makes frequent appearances in this thesis and related work is that of permutation

symmetry, in which the dynamics of a spin system are invariant under arbitrary permutations of

its constituent spins.

Regardless of the origin, a spin system that is initially prepared in a PS state (such as a spin-

polarized state) and evolves under a PS Hamiltonian remains in the PS manifold. The PS manifold

of N two-level spins is known as the Dicke manifold [30] with spin S = N/2, which is spanned

by the set of spin-polarized statesl. However, the set of spin-polarized states is an overcomplete

(not to mention non-orthogonal and uncountably large) basis for the PS manifold; a minimal basis

is provided by the Dicke states |m〉, which can be classified by their spin projection onto a spin

quantization axis: Ŝz |m〉 = m |m〉, with m ∈
{
N/2, N/2− 1, · · · ,−N/2

}
. The Dicke state |m〉 is a

uniform superposition of all states in which exactly N/2 +m ∈ {0, 1, · · · , N} spins point up along

the spin quantization axis:

|m〉 =
(

N

N/2 +m

)−1/2 ∑
distinct

permutations
P of |m̃〉

P |m̃〉 , |m̃〉 = |↑↑ · · · ↑︸ ︷︷ ︸
N/2+m

times

↓↓ · · · ↓︸ ︷︷ ︸
N/2−m

times

〉 , (2.26)

where
(

N
N/2+m

)
= N !

(N+m/2)!(N/2−m)! is a binomial coefficient that is equal to the number of terms in

the sum above. Altogether, the dimension of the PS manifold (namely, N + 1) grows only linearly

with system size N , which makes it amenable to numerical simulations.

The PS manifold is also amenable to visualization and geometric reasoning. A state |ψ〉 within

the PS manifold can be uniquely represented up to global phase by a probability distributionm Qψ

on the sphere, sometimes called the “Husimi distribution” or “Husimi-Q function”, with the value

l By a spin-polarized state we mean any state in which all spins are polarized along the same axis.

m For convenience, the “probability distribution” Qψ is normalized to a geometric factor that is determined by N .
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Figure 2.4: Husimi distributions for N = 40 spins in a spin-polarized state (left), as well as the
Dicke states |−10〉 (middle) and |0〉 (right). A darker color at a point v on the sphere indicates
a larger overlap with the state |v〉 maximally polarized along v. For visibility, the color scale is
normalized independently on each sphere.

Qψ(v) at a point v = (vx, vy, vz) on the sphere equal to the overlap of |ψ〉 with a state |v〉 that is

maximally polarized in the direction of v: Qψ(v) =
∣∣〈v|ψ〉∣∣2n. A spin-polarized state, for example,

corresponds to a Gaussian-like distribution on the sphere, while Dicke states |m〉 correspond to

rings at a fixed height along the quantization axis (see Figure 2.4).

2.9 Spin squeezing

A central goal in the field of quantum metrology is the realization of a quantum advantage, in

which a sensor makes use of uniquely quantum effects such as entanglement to push the state-of-the-

art in sensing capabilities. Averaging over N independent measurements of a physical parameter

θ (for example by using one system to identically measure N times, or by measuring once using

N independent systems) results in an uncertainty ∆θ ∝ 1/
√
N . This scaling of uncertainty with

measurement number N is commonly referred to as the standard quantum limit (SQL), although

the term can be mislading: the SQL is the limit for classical averaging over N independent samples

of θ. As has been known for 15 years now (and suspected for decades prior), the actual limit

imposed by quantum mechanics on measurement precision, known as the Heisenberg limit, is in

fact ∆θ ∝ 1/N [31]. On a high level, beating the SQL is made possible by quantum correlations

that conspire to reduce the uncertainty in θ: if one system over-estimates the value of θ, another

correlated system is (conditionally) more likely to under-estimate it.

n The Husimi distribution for a mixed state ρ̂ is Qρ̂(v) = 〈v|ρ̂|v〉.
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One of the most promising strategies for surpassing classical limits on measurement precision

is known as spin squeezing [32–35]. The paradigmatic setting for spin squeezing is the one-axis

twisting (OAT) model, in which N two-level spins evolve under the Hamiltonian

ĤOAT = χŜ2
z , (2.27)

where χ is the squeezing strength and Ŝz is a collective spin-z operator. Recall that Ŝz generates

rotations about the z axis, and has the expansion Ŝz =
∑

mm |m〉〈m| into Dicke states |m〉 that

are labeled by a total projection of spin onto the z axis (namely, m). The OAT Hamiltonian

ĤOAT =
∑

m χm Ŝz |m〉〈m| can thus be interpreted as generating rotations about the z axis (by

Ŝz) at a rate that is proportional to the projection of spin onto the z axis (namely, χm). Living up

to its name, the net effect of ĤOAT is thereby to twist a state about the z axis (see Figure 2.5).

Given an initial state polarized along the equator, represented by a Gaussian-like distribution

on the sphere, the effect of the OAT Hamiltonian is to shear this distribution, resulting in a squeezed

state that has a reduced variance (∆θ)2 along some axis. Here θ is the projection of spin onto an

axis orthogonal to the mean spin direction 〈Ŝ〉 = (〈Ŝx〉 , 〈Ŝy〉 , 〈Ŝz〉). The reduced variance (∆θ)2

allows for an enhanced sensitivity to rotations of the collective spin state along the squeezed axis.

The amount of squeezing can be quantified by the maximal gain in the resolution ∆θ over that

achieved by a spin-polarized state [34, 35]:

ξ2 ≡ (∆θmin)
2

(∆θpolarized)2
= min

v⊥〈Ŝ〉
v·v=1

var(Ŝ · v)× N

|〈Ŝ〉|2
, (2.28)

where the minimization is performed over unit vectors v = (vx, vy, vz) in the plane orthogonal to the

mean spin vector 〈S〉, and var(X̂) ≡ 〈X̂2〉−〈X̂〉2 is the variance of X̂. A spin squeezing parameter

ξ2 < 1 implies the presence of many-body entanglement that enables a sensitivity to rotations be-

yond that which is allowed by classical limits on measurement precision (i.e. the standard quantum

limit) [35]. The OAT model can prepare squeezed states with ξ2 ∼ 1/N2/3. Other models, such as

the two-axis twisting model ĤTAT = χ
(
Ŝ2

z − Ŝ2
y

)
, can prepare squeezed states that saturate the

ultimate limit on measurement precision that is allowed by quantum mechanics (i.e. the Heisenberg
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t = 0 t = 1
3 t

OAT
opt t = tOAT

opt

Figure 2.5: Representations of the state |ψ(t)〉 of N = 40 spins initially polarized along the equator,
and subsequently evolved under the OAT Hamiltonian ĤOAT for a time t up to the optimal OAT
squeezing time tOAT

opt ∼ N−2/3. Figure reproduced from Ref. [4].

limit), namely ξ2 ∼ 1/N [35]. Note that collective interactions are not necessary for spin squeez-

ing, and that a spin-squeezed state need not lie within the PS manifold. We consider some of the

prospects for spin squeezing with power-law interactions in Chapter 6.



Chapter 3

Effective multi-body SU(n)-symmetric interactions of ultracold fermionic atoms

on a 3D lattice

Prologue

One of the exciting aspects of working with cold atomic, molecular, and optical systems is the

capability to study how many-body effects emerge from single- and few-body physics. Understand-

ing the mechanics of this emergence can illuminate universal and non-universal aspects of observed

phenomena, and can help engineer systems of external interest. In this chapter, we take a deep dive

into the theory behind emergent multi-body interactions between ultracold fermions on an optical

lattice. These multi-body interactions exhibit an SU(n) symmetry that makes them interesting

from the standpoint of fundamental physics. The experimental observation of these interactions is

made possible by the exquisite precision of the 3D 87Sr optical lattice clock, which thereby serves

not only as a cutting-edge timekeeping device, but also as a powerful quantum simulation plat-

form. The bulk of this chapter is taken from Ref. [1], which is a theory paper accompanying the

experimental work of Ref. [7].

Abstract

Rapid advancements in the experimental capabilities with ultracold alkaline-earth-like atoms

(AEAs) bring to a surprisingly near term the prospect of performing quantum simulations of spin
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models and lattice field theories exhibiting SU(N) symmetrya. Motivated in particular by recent ex-

periments preparing high density samples of strongly interacting 87Sr atoms in a three-dimensional

optical lattice, we develop a low-energy effective theory of fermionic AEAs which exhibits emergent

multi-body SU(N)-symmetric interactions, where N is the number of atomic nuclear spin levels.

Our theory is limited to the experimental regime of (i) a deep lattice, with (ii) at most one atom

occupying each nuclear spin state on any lattice site. The latter restriction is a consequence of

initial ground-state preparation. We fully characterize the low-lying excitations in our effective

theory, and compare predictions of many-body interaction energies with direct measurements of

many-body excitation spectra in an optical lattice clock. Our work makes the first step in enabling

a controlled, bottom-up experimental investigation of multi-body SU(N) physics.

3.1 Introduction

Fermionic alkaline-earth atoms (AEAs), in addition to other atoms such as ytterbium (Yb)

sharing similar electronic structure, are currently the building blocks of the most precise atomic

clocks in the world [17, 36, 37]. These atoms have a unique, ultra-narrow optical transition between

metastable 1S0 and 3P0 electronic orbital states, i.e. the “clock states”, that allows for coherence

times which can exceed 100 seconds [38, 39]. Furthermore, AEAs can be trapped in fully controllable

optical lattice potentials and interrogated with ultra-stable lasers that can resolve and probe their

rich hyperfine spectra, consisting of N different nuclear spin levels with N as large as 10 in strontium

(87Sr) and 6 in ytterbium (173Yb).

In 2015 the 87Sr optical lattice clock (OLC) at JILA, operated in a one-dimensional (1-D)

lattice at microkelvin temperatures, achieved a total fractional uncertainty of 2 × 10−18 [40, 41].

More recently (2017), a new generation of OLCs became operational at JILA, interrogating a Fermi

degenerate gas of 87Sr atoms in a 3-D lattice at nanokelvin temperatures [42]. All of these atoms’

degrees of freedom, including the electronic orbital, nuclear spin, and motional states, can be fully

a To minimize notational collisions and complications, in the bulk of this chapter we denote the number of nuclear

spin states by the capital letter N , rather than the lower-case letter n (as in the rest of this thesis).
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controlled with high fidelity in a 3-D lattice [43–46]. With frequency measurements reaching the

10−19 fractional uncertainty level, the new OLCs are thus enabling an exciting opportunity to

probe, for the first time, quantum dynamics with sub-millihertz spectral resolution [42].

A wonderful consequence of the efforts to build better clocks is the development of highly

controllable quantum simulators of many-body systems in the strongly-interacting regime, where

inter-particle interactions set the largest energy scale relevant for system dynamics [42, 47, 48].

The marriage between precision clock spectroscopy and quantum many-body physics [49–54] has

an enormous potential to enable novel explorations of physics for the same reason that makes

AEAs such remarkable time-keepers. Specifically, due to the lack of electronic orbital angular

momentum in the 1S0 and 3P0 states, AEAs exhibit decoupled orbital and nuclear spin degrees of

freedom. For atoms with N nuclear spin levels, this decoupling leads to nuclear-spin-conserving

SU(N)-symmetric interactions governed entirely by orbital-state parameters [49, 53, 55].

The presence of this exotic SU(N) symmetry in a highly controllable experimental platform

opens the door to experimental studies of e.g. the SU(N) Heisenberg model, whose phase diagram

is believed to exhibit features such as a chiral spin liquid (CSL) phase with topological order and

fractional statistics [56–58]. In addition to illuminating open questions in our understanding of

the fractional quantum Hall effect and unconventional superconductivity [59–61], the CSL can

support non-Abelian excitations which allow for universal topological quantum computation [57,

62]. Harnessing the SU(N)-symmetric interactions of AEAs might also enable the simulation of

various lattice gauge theories [63, 64], some of which share important qualitative features with

quantum chromodynamics such as few-body bound states and confinement [65, 66]. These direct,

quantum simulations have an extraordinary potential to provide novel insights by circumventing

e.g. severe sign problems which plague classical simulations of strongly interacting fermionic systems

[63, 67].

In this work, we investigate the first experimental capabilities with ultracold fermionic AEAs

to prepare high-density samples in a 3-D lattice with multiple occupation of individual lattice

sites [7]. Specifically, we consider ground-state preparation of isolated few-body systems in the
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deep-lattice limit, and carry out a bottom-up investigation of emergent multi-body interactions

on multiply-occupied lattice sites. These multi-body interactions appear in a low-energy effective

theory of the atoms, and inherit the SU(N) symmetry of their bare, pair-wise interactions, thereby

enabling experimental studies of multi-body SU(N) physics through the exquisite capabilities with

OLCs. Our theory is limited to the experimental regime of at most one atom occupying each

nuclear spin state on any lattice site, which is a consequence of the experimental protocol which

starts with all atoms in the ground state.

Though effective multi-body interactions have previously been studied in the context of har-

monically [68, 69] and lattice-confined [70] neutral bosons prepared in a single hyperfine state,

our work deals for the first time with fermions that have internal degrees of freedom and multiple

collisional parameters. Some past work has detected experimental signatures of multi-body inter-

actions in the form of quantum phase revivals [71]. We instead compare the many-body interaction

energies predicted by our low-energy effective theory to the experimental measurements of the

density-dependent orbital excitation spectra performed in Ref. [7], similarly to the measurements

with bosons performed in Ref. [72]. To facilitate this comparison of excitation spectra and to char-

acterize the low-lying excitations in our effective theory, we consider a restriction of our theory to

states with at most one orbital excitation per lattice site. In this case, we find that the SU(N) sym-

metry of atomic collisions allow the effective multi-body interactions to take a remarkably simple

form.

The remainder of this paper is structured as follows. In Section 3.2 we summarize the

experimental procedures relevant to our work, provide an overview of the one- and two-body physics

of ultracold atoms in a deep lattice, and preview our main technical results. In Section 3.3 we

discuss our method for deriving a low-energy effective theory, provide a perturbative expansion

for the net effective Hamiltonian, and compute all M -body Hamiltonians through third order in

the low-energy effective theory. We then analyze the low-lying excitations of the effective theory in

Section 3.4, comparing spectral predictions with experimental measurements, and study the orbital-

state dynamics of nuclear spin mixtures interrogated via Rabi spectroscopy. Finally, we summarize
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and conclude our findings in Section 3.5, and provide some discussion of future outlooks.

3.2 Background and overview

The work in this paper is closely tied to the experimental work reported in Ref. [7]; we begin

with a short summary of the relevant experimental procedures therein. The experiment begins

by preparing a degenerate gas of 104-105 (fermionic) 87Sr atoms in a uniform mixture of their ten

nuclear spin states and at ∼ 0.1 of their fermi temperature (∼ 10 nanokelvin) [42, 73]. This gas is

loaded into a primitive cubic optical lattice at the “magic wavelength” for which both ground (1S0)

and first-excited (3P0) electronic orbital states of the atoms experience the same lattice potential

[22]. Lattice depths along the principal axes of the lattice are roughly equal in magnitude, with

a geometric mean that can be varied from 30 to 80 ER, where ER ≈ 3.5 × 2π kHz is the lattice

photon recoil energy of the atoms (with the reduced Planck constant ~ = 1 throughout this paper).

These lattice depths are sufficiently large as to neglect tunneling on the time scales relevant to the

experiment. The temperature of the atoms is also low enough to neglect thermal occupation of

motional states outside the ground-state manifold.

Once loaded into an optical lattice, atoms are addressed by an external (“clock”) interrogation

laser with an ultranarrow (26 mHz) linewidth, detuned by ∆ from the single-atom 1S0 − 3P0

transition frequency ω0. After a fixed interrogation time, the experiment turns off the interrogation

laser, removes all ground-state (1S0) atoms from the lattice, and uses absorption imaging to count

the remaining excited-state (3P0) atoms. Non-interacting atoms in singly-occupied lattice sites

feature the typical single particle lineshape peaked at ∆ = 0. The lineshapes of multiply-occupied

lattice sites, meanwhile, are shifted by inter-atomic interactions, which results in spectroscopic

peaks (i.e. local maxima in excited-state atom counts) away from ∆ = 0. A sweep across different

detunings ∆ (on the scale of inter-atomic interaction energies) thus constitutes a measurement of

the many-body orbital excitation spectrum. We note that this spectroscopic protocol addresses only

singly-excited orbital states of lattice sites. Doubly-excited states are off resonant due to (i) the

interaction-induced non-linearity (∼kHz) of the orbital excitation energies, and (ii) the ultranarrow
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linewidth (∼mHz) of the interrogation laser.

Although an external trapping potential will generally break discrete translational symmetry

of the lattice, any background inhomogeneity can be made negligible by spectroscopically address-

ing a sufficiently small region of the lattice [7]. Throughout this paper, we work strictly in the

deep-lattice regime with negligible tunneling between lattice sites. We also neglect any lattice in-

homogeneities and assume that both atomic orbital states (i.e. 1S0 and 3P0) experience identical

lattice potentials. The single-particle Hamiltonian of the atoms can then be written in the form

H0 =
∑
i,n,µ,s

Enĉ
†
inµsĉinµs, (3.1)

where ĉinµs is a fermionic operator which annihilates a single atom on lattice site i ∈ Z3 in motional

state n ∈ N3
0 with nuclear spin µ ∈ {−I,−I + 1, · · · , I} (i.e. projected onto a quantization axis)

and orbital state s ∈ {g, e}; and En is the energy of a single atom in motional state n. In a

harmonic trap approximation we would have En =
(
3/2 + nx + ny + nz

)
ω for an on-site angular

trap frequency ω, but in general the aharmonicity of the lattice potential will cause a non-negligible

shift in motional state energies.

In the absence of hyperfine coupling, as when addressing the spinless 1S0 (g) and 3P0 (e)

orbital states of AEAs, interactions between any two atoms are governed by their orbital states

alone, and are therefore characterized by four scattering lengths aX with X ∈
{

gg, eg−, eg+, ee
}

,

where the + (−) superscript denotes symmetrization (anti-symmetrization) of a two-body orbital

state under particle exchange. In the low-energy limit, we can write the bare two-body interaction

Hamiltonian in the form [29]

Hint =
∑
µ<ν
s

Gs

∫
d3x ρ̂µsρ̂νs +G+

∑
µ,ν

∫
d3x ρ̂µ,eρ̂ν,g +G−

∑
µ,ν

∫
d3x ψ̂†

µ,eψ̂
†
ν,gψ̂ν,eψ̂µ,g, (3.2)

where ψ̂µs is a fermionic field operator for atoms with nuclear spin µ and orbital state s; ρ̂µs ≡

ψ̂†
µsψ̂µs is an atomic density field operator; and the coupling constants GX are defined in terms of

the scattering lengths aY by

Gs=g,e ≡
4π

mA
ass, G± ≡ 2π

mA

(
aeg+ ± aeg−

)
, (3.3)
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where mA is the mass of a single atom. Defining for brevity

Gqrst ≡



Gq q = r = s = t

G+ q 6= r and (q, r) = (s, t)

G− q 6= r and (q, r) = (t, s)

0 otherwise

, (3.4)

where q, r, s, t ∈ {g, e} are orbital state indices, we can alternately write the bare two-body inter-

action Hamiltonian in the more compact form

Hint =
1

2

∑
q,r,s,t
µ,ν

Gqrst

∫
d3x ψ̂†

µsψ̂
†
νtψ̂νrψ̂µq. (3.5)

For nuclear spins µ, ν, the symbol Gqrst gives the coupling constant between the two-atom states

(µ, q) + (ν, r) ↔ (µ, s) + (ν, t).

Note that the Hamiltonian in (3.5) is not the true microscopic interaction Hamiltonian of

AEAs, but rather a generic form for a low-energy effective field theoretic description of two-body

interactions [29, 51, 55, 68–70, 74, 75]. There are therefore two important points to keep in mind

concerning our use of (3.5) to describe two-body interactions. First, the use of effective field theory

generically gives rise to divergences that must be dealt with either through regularization, e.g. of

the zero-range interaction potential implicitly assumed in the expression of (3.5) [76], or through

renormalization of the coupling constants in the theory. We chose the latter approach, as we will in

any case find it convenient to renormalize the coupling constants in the effective theory developed in

Section 3.3. The choice of method to regulate divergences has no effect on the underlying physics.

Second, (3.5) is only the first term in a low-energy expansion of two-body interactions in effec-

tive field theory, which generally includes additional terms containing derivatives of field operators.

Derivative terms correspond to the dependence of two-body scattering on the relative momentum k

of particles involved, with k → 0 in the zero-energy limit. In the present case of s-wave scattering,

the leading dependence of the two-body interaction Hamiltonian on the relative momentum k can

be captured by use of an energy-dependent pseudo-potential, which amounts to using a k-dependent



30

effective scattering length [77]. This effective scattering length can be determined by expanding

the s-wave collisional phase shift in powers of the relative momentum k [76, 78]. Details of this

expansion will depend on the characteristic length scale of finite-range interactions. In our work,

these corrections to (3.5) will be relevant only for the calculation of two-body interaction energies,

appearing at third order in the coupling constants GX . As we are primarily interested in M -body

interactions for M ≥ 3, we defer this calculation to Appendix 3.D. We note that our approach of

using an unregularized contact potential, renormalizing coupling constants, and separately account-

ing for momentum-dependent scattering is essentially the same as the approach used for similar

calculations in Refs. [68–70]. While this approach does not provide insight into the microscopic

structure of inter-atomic interactions, it is suitable for the phenomenological description of these

interactions, and in particular for our eventual development of a low-energy effective theory.

We now expand the field operators ψ̂µs in the Wannier basis for a 3-D lattice, such that

ψ̂µs(x) =
∑

i,n φin(x)ĉinµs with spatial wavefunctions φin and fermionic annihilation operators

ĉinµs indexed by lattice sites i and motional states n. Invoking the tight-binding approximation, we

assume that the spatial overlap integral in (3.5) is negligible unless all wavefunctions are localized

at the same lattice site; we discuss the breakdown of this approximation and its consequences for

our low-energy effective theory in Appendix 3.E. The relevant spatial overlap integral is then

Kk`
mn ≡

∫
d3x φ∗imφ

∗
inφi`φik, (3.6)

which for a lattice with discrete translational invariance is independent of the lattice site i. The

two-body interaction Hamiltonian can be written in terms of this overlap integral as

Hint =
1

2

∑
i,k,`,m,n
q,r,s,t
µ,ν

Kk`
mnG

qr
st ĉ

†
imµsĉ

†
inνtĉi`νr ĉikµq ≡

1

2

∑
Kk`
mnG

qr
st ĉ

†
mµsĉ

†
nνtĉ`νr ĉkµq, (3.7)

where for brevity we will henceforth suppress the identical site index (i) on all operators, and

implicitly sum over all free indices in a summand (i.e. indices which do not have a fixed value). We

may also at times suppress motional state indices on the overlap integral Kk`
mn, in which case the
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suppressed indices are implicitly zero (corresponding to a motional ground state); i.e.

K`m
n ≡ K`m

n,0, Km
n ≡ Km,0

n,0 , Kmn ≡ K0,0
mn, Kn ≡ K0,0

n,0, K ≡ K0,0
0,0 . (3.8)

For simplicity, we will also generally work in a gauge for which all two-body overlap integrals are

real, such that Kk`
mn = Kk`

mn
∗
= Kmn

k` . The existence of such a gauge is guaranteed by the analytic

properties of the Wannier wavefunctions φin [79].

Current experiments with 87Sr can prepare up to five atoms in the same (ground) orbital state

on a single lattice site, and coherently address states with a single orbital excitation per lattice

site [7]. At ultracold temperatures well below the non-interacting motional excitation energies

∆n ≡ En − E0 for n > 0, atoms only occupy their motional ground state in the lattice. For

this reason, it is common to map the description of these atoms onto a single-band Hubbard

model that captures all dynamics within the subspace of motional ground states of non-interacting

atoms, i.e. with wavefunctions φi,0. Interactions, however, modify atoms’ motional ground-state

wavefuctions. The true motional ground state of a collection of interacting atoms is then an

admixture of the non-interacting motional eigenstates, and a naive Hubbard model that assumes

atomic wavefunctions φi,0 will fail to reproduce the interacting atoms’ orbital excitation spectrum.

Formally, corrections to the spectrum of interacting atoms can be accounted for by a perturbative

treatment of far-off-resonant terms in the interaction Hamiltonian of (3.7) that create atoms in

excited motional states, e.g. ∼ ĉ†nµsĉ
†
0,νtĉ0,νr ĉ0,µq with n > 0. These corrections can be understood

through interaction-induced virtual occupation of higher bands (i.e. excited motional states), which

becomes relevant as more atoms occupy the same lattice site, such that their interaction energy

becomes non-negligible compared to the motional excitation energies ∆n.

In order to recast interaction-induced modifications to orbital excitation spectra as corrections

to the simple Hubbard model (i.e. computed using the non-interacting ground-state wavefunctions

φi,0), we develop a low-energy effective theory of interacting AEAs in a deep lattice. To simplify

our theory, we assume that any N atoms on a single lattice site occupy distinct nuclear spin states.

This assumption applies for any experimental protocol in which all atoms are initially prepared
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in their orbital and motional ground states (as e.g. in Ref. [7]). In this case, multiple occupation

of a single nuclear spin state on any given lattice site is initially forbidden by fermionic statistics.

Subsequent violation of this condition cannot occur in the absence of inter-site effects or hyperfine

coupling between nuclear spin states, as is the case of the experiment in Ref. [7].

Our low-energy effective theory exhibits SU(N)-symmetric multi-body interactions, such that

the effective interaction Hamiltonian can be written in the form

Heff
int =

2I+1∑
M=2

∑
p≥1

H
(p)
M , (3.9)

where H(p)
M is an M -body Hamiltonian of order p in the coupling constants GX , and I is the total

nuclear spin of each atom (e.g. I = 9/2 for 87Sr). The sum terminates at 2I + 1 because this is

the largest number of atoms which may initially occupy a single lattice site. We explicitly compute

all M -body Hamiltonians HM ≡
∑

pH
(p)
M through order p = 3, yielding effective two-, three-,

and four-body interactions. To (i) facilitate a comparison with the experimental measurements

of many-body orbital excitation spectra performed in Ref. [7] and (ii) characterize the low-lying

excitations in our effective theory, we additionally restrict the multi-body Hamiltonians HM to

states with at most one orbital excitation per lattice site. Under this restriction, we find that

the SU(N) symmetry of atomic collisions allows us to express all multi-body Hamiltonians in the

simple form

HM =
∑

∣∣∣{µj}∣∣∣=M
H

(µ1,µ2)
2

M∏
α=3

n̂µα,g, (3.10)

where H(µ1,µ2)
2 is a two-body Hamiltonian addressing atoms with nuclear spin µ1, µ2; and n̂µs =

ĉ†µsĉµs is a number operator for atoms with nuclear state µ and orbital state s. The sum in

(3.10) is performed over all choices of nuclear spins µj with j = 1, 2, · · · ,M for which all µj are

distinct, or equivalently all choices of µj for which the set
{
µj
}

contains M elements, for a total of(
2I+1
M

)
× (M !) nuclear spin combinations. The key feature of the M -body interactions in (3.10) is

that they ultimately take the same form as two-body interactions, but with the addition of M − 2
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spectator atoms. This form is a direct consequence of the SU(N) symmetry of underlying two-body

interactions.

3.3 Low-energy effective theory

The net Hamiltonian H = H0 + Hint for interacting AEAs on a lattice is not diagonal

with respect to single-particle motional state indices (e.g. n ∈ N3
0). The problem of determining

interacting atoms’ orbital excitation spectrum therefore nominally involves all atomic motional

degrees of freedom. At zero temperature, however, each orbital state of a collection of interacting

atoms is associated with a single motional ground state. In order to compute an orbital excitation

spectrum at zero temperature, in principle we need to identify this motional ground state. We can

then ignore all excited motional states, which will be neither thermally occupied nor externally

interrogated. Such a procedure would drastically reduce the dimensionality of the Hilbert space

necessary to describe the atoms, thereby greatly simplifying any description of the atoms’ orbital

spectrum and internal (i.e. nuclear and orbital) dynamics. In practice, however, identifying the

motional ground states of interacting atoms and writing down a Hamiltonian restricted to this

subspace is a very difficult process to carry out analytically.

We denote the motional ground-state subspace of the non-interacting Hamiltonian H0 by

Hsingle
ground, and the motional ground-state subspace of the interacting Hamiltonian H = H0+Hint by

Hmulti
ground. That is, all atomic wavefunctions for states within Hsingle

ground are described by φi,0, while

the atomic wavefunctions for states within Hmulti
ground are generally unknown, and are in principle

determined by minimizing the energy of a state with respect to its motional degrees of freedom.

Both Hsingle
ground and Hmulti

ground are subspaces of the full Hilbert space Hfull. When interactions are

sufficiently weak compared to the spectral gap ∆ between Hsingle
ground and its orthogonal complement

Hfull \ Hsingle
ground, one can identify a particular unitary operator U (acting on the full Hilbert space

Hfull) which rotates Hmulti
ground into Hsingle

ground [80]. This unitary U can be used to construct an effective

Hamiltonian Heff = UHU † with two key properties: (i) Heff is diagonal in the same (known)

basis as the non-interacting Hamiltonian H0, and (ii) the spectrum of Heff on Hsingle
ground is identical
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to that of the interacting Hamiltonian H on Hmulti
ground. The use of an effective Hamiltonian Heff

thus overcomes the need to identify Hmulti
ground in order to compute the orbital spectrum of H at

zero temperature. This method for constructing an effective theory is commonly known as the

Schrieffer-Wolff transformation, named after the authors of its celebrated application in relating

the Anderson and Kondo models of magnetic impurities in metals [81].

Using the machinery developed in Ref. [80] for performing a rotation between low-energy

subspaces of a perturbed (i.e. interacting) and unperturbed (i.e. non-interacting) Hamiltonian, we

derive an expansion for an effective interaction Hamiltonian Heff
int in terms two-body interaction

Hamiltonian Hint (see Appendix 3.A). This expansion takes the form

Heff
int =

∑
p≥1

H
(p)
int , (3.11)

where H(p)
int is order p in Hint. Letting E0 ≡ Hfull \ Hsingle

ground denote the orthogonal complement of

Hsingle
ground (i.e. E0 is the space of all states with at least one atom in an excited motional state), B0 (E0)

denote an eigenbasis of E0 with respect to the single-particle Hamiltonian H0, and Eα denote the

motional energy (with respect to H0) of a state |α〉 ∈ E0 relative to the corresponding motional

ground-state energy, we define the operator

I ≡
∑

|α〉∈B0(E0)

|α〉〈α|
Eα

, (3.12)

which sums over projections onto excited states with corresponding energetic suppression factors.

The operator I together with the projector P0 onto Hsingle
ground allows us concisely write the first few

terms in (3.11) as

H
(1)
int = P0HintP0, H

(2)
int = −P0HintIHintP0, (3.13)

H
(3)
int = P0HintIHintIHintP0 −

1

2

[
P0HintP0,P0HintI2HintP0

]
+
, (3.14)

where [X,Y ]+ ≡ XY + Y X. Writing down a single-band Hubbard model that simply neglects

excited atomic motional states and uses Hint directly to describe the orbital spectrum of interacting
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atoms is thus equivalent to truncating our expansion for Heff
int at first order. In addition to this first

order term, the expansion involves effective corrections to the action of Hint on the non-interacting

motional ground states (i.e. on Hsingle
ground) in the form of higher-order terms with intermediate or

virtual occupation of excited states, manifest in I.

Substituting the definition of I into (3.13)-(3.14) yields expressions that are highly reminis-

cent of standard non-degenerate perturbation theory in quantum mechanics, but which nonetheless

exhibit crucial differences. The first, and most obvious difference is that these expressions are oper-

ator equations, and that the sums over virtual states are performed over a basis for the orthogonal

complement of the subspace Hsingle
ground, rather than a basis for the orthogonal complement of a single

state, as in non-degenerate perturbation theory. Second, the non-degeneracy condition in standard

perturbation theory is here elevated to a restriction on the magnitude of the perturbation Hint

relative to the spectral gap ∆ of the non-interacting Hamiltonian H0 between Hsingle
ground and the

excited subspace E0. Specifically, the validity of (3.13)-(3.14) is conditional only on ‖Hint‖ ≤ ∆/2,

where‖X‖ ≡ max|ψ〉∈H
√
〈ψ|X†X|ψ〉 is the operator norm, with no restrictions on spectral gaps or

degeneracies within Hsingle
ground [80, 82]. Finally, the effective theory involves no corrections to the non-

interacting many-body energy eigenstates; the purpose of constructing the effective Hamiltonian

Heff = H0 +Heff
int is to reproduce, on the known eigenstates of the non-interacting Hamiltonian H0

within Hsingle
ground, the spectrum of the interacting Hamiltonian H = H0 +Hint on Hmulti

ground. “Correct-

ing” the eigenstates of the non-interacting Hamiltonian H0 on Hsingle
ground thus invalidates the effective

theory.

As a last comment, we note that our chosen method for constructing an effective Hamiltonian

is distinct from adiabatic elimination methods which are commonly used in the atomic physics and

quantum optics communities to develop effective theories for e.g. the low-lying levels of a Lambda

system [83–86]. Unlike the perturbative, but exact Schieffer-Wolff transformation, adiabatic elim-

ination methods use approximations which rely on the fast dynamics of excited states. While

generally reasonable, these approximations must be made carefully to avoid potential problems

with self-consistency (see Section 3 of Ref. [83]), and yield no obvious or straightforward means
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to compute effective corrections beyond second order in the couplings between low- and high-

energy sectors of a Hilbert space [84–86]. While at least one attempt at systematically computing

higher-order corrections in the framework of adiabatic elimination has recently been made [86], the

resulting expressions do not lend themselves as nicely to analytical treatment, and were in any case

found by the authors to be equivalent to a Schrieffer-Wolff transformation.

3.3.1 Diagrammatic representation of effective Hamiltonians

The form of the bare two-body interaction Hamiltonian Hint in (3.7) motivates a diagram-

matic representation of terms in the effective Hamiltonian Heff in (3.11), similarly to the diagrams

used to represent elements of the scattering matrix in standard quantum field theory. Effective

M -body interaction terms at order p in Hint can be represented by directed graphs containing p

vertices with degree greater than one, which we call internal vervices. Each internal vertex and its

associated edges correspond respectively to a coupling constant and the associated field operators

in Hint. An example 2-vertex diagram representing an effective 3-body interaction term is provided

in Figure 3.1. All diagrams are read from left to right to construct a sequence of operators from

right to left; the internal vertices of a diagram are thus strictly ordered, with the n-th internal

vertex from the left corresponding to the n-th interaction Hamiltonian Hint from the right in (3.13)

or (3.14). Solid (dashed) lines represent field operators acting on the lowest (arbitrary) motional

states. Spatial overlap factors at each vertex are determined by the motional states of the edges

which connect to (i.e. field operators associated with) that vertex. While it is possible to construct

explicit rules for determining the energetic suppression factors (i.e. from I) of the term represented

by a diagram, these factors are most easily determined by examination of the effective Hamiltonians

in (3.13) and (3.14).

The diagram in Figure 3.1 explicitly labels all edges with indices of the corresponding field

operators, but in general we may suppress these indices, in which case the diagram includes a sum

over the suppressed indices. These sums are performed over all allowed values of the suppressed

indices, with the restriction that virtual states (i.e. vertical slices of the diagram between internal
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µ, g

ν, e

µ, g

ρ, g
ρ, e

ν, g

Gge
ge Geg

ge
nν, e

= P0

(
1

2
KnG

eg
geĉ

†
ν,gĉ

†
ρ,eĉρ,gĉnν,e

)
1

En

(
1

2
KnG

ge
geĉ

†
µ,gĉ

†
nν,eĉν,eĉµ,g

)
P0

=
1

4

K2
n

En
Gge

geG
eg
ge P0ĉ

†
µ,gĉ

†
ν,gĉ

†
ρ,eĉρ,gĉν,eĉµ,gP0

Figure 3.1: An example second-order diagram and the corresponding three-body interaction term
in H

(2)
int , with n > 0 and ĉµs ≡ ĉ0,µs. Diagrams are read from left to right to construct a sequence

of operators from right to left. Solid (dashed) lines represent field operators acting on the lowest
(arbitrary) motional states. For the sake of presentation, this diagram has colors associated with
nuclear spin and orbital states, an arrow on each line to emphasize that they are directed left-to-
right, and an explicit coupling constant written next to each vertex; we will generally not include
these features, as they are not necessary to uniquely identify the term represented by a diagram.
We will also drop explicit appearances of the ground-state projector P0 in our expressions, with
the understanding that the low-energy effective theory implicitly addresses only non-interacting
motional ground states.
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vertices) represented with dashed lines must have at least one motional excitation. While we include

factors of 1/2 from Hint as expressed in (3.7) in the definition of a diagram, in all but the two-

body case these factors of 1/2 will be cancelled out by corresponding symmetry factors, i.e. the

appearance of duplicate diagrams which are equal up to a relabeling of indices (see Appendix 3.B).

The explicit signs and factor of 1/2 which appear in the effective Hamiltonians in (3.13) and (3.14)

are not included in the definition of a diagram, and must be kept track of manually.

3.3.2 Effective two-body interactions and renormalization

The effective two-body Hamiltonian in (3.11) has contributions at all orders in the coupling

constants, and can be expanded in the form

H2 = − + + · · · ≡ , (3.15)

where the blob on the right schematically represents the net effective two-body interaction. On

physical grounds, the net two-body interaction must clearly be finite, but individual sums over ex-

cited states in the loop diagrams of (3.15) may generally diverge [68]. These divergences ultimately

appear due to our use of effective field theory to describe inter-atomic interactions in (3.2), (3.5),

and (3.7), rather than a detailed microscopic description of two-atom scattering. Divergences of

this sort are a generic feature of field theories, and can be dealt with using standard techniques such

as renormalization. We therefore renormalize our coupling constants by introducing counter-terms

G̃X into the interaction Hamiltonian.

The introduction of counter-terms is merely a formal decomposition of the “bare” coupling

constants Gbare
X that are used in (3.15) as Gbare

X = GX + G̃X . In performing such a decomposition,

we are free to choose the values of GX , which in turn fixes the values of G̃X ≡ Gbare
X − GX . For

convenience, we can choose the values of GX to be those of the net effective coupling constants on

the right-hand side of (3.15). Representing the new coupling constants GX by regular vertices and
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the counter-terms G̃X by a crossed dot (i.e. ⊗), this choice leads to the renormalization condition

O(G)

+

O(G̃)

−
O(G2)

+ · · · =
O(G)

. (3.16)

This renormalization condition has the benefit of allowing us to express effective two-body inter-

actions simply in terms of net effective two-body coupling constants, rather than in terms of long

sums at all order of the bare coupling constants. By construction, the counter-terms we have in-

troduced exactly cancel all terms beyond leading order in (3.15), which implies that the effective

two-body interaction Hamiltonian is simply

H2 = =
1

2
α
(1)
2

∑
∣∣{µ,ν}∣∣=2

Gqrst ĉ
†
µsĉ

†
νtĉνr ĉµq, (3.17)

where for consistency with existing literature [68] we define α(1)
2 ≡ K as the overlap integral between

two atoms occupying non-interacting motional ground states.

Before moving on to consider effective three-body interactions, there are a few comments we

must make concerning renormalization and the result in (3.17). First, the effective two-body inter-

action H2 in (3.17) takes the same form as the bare two-body interaction Hint in (3.7), but without

excited motional states, and with renormalized coupling constants. Our choice of renormalization

scheme, while convenient for the analytical development of a low-energy effective theory, no longer

allows us to use the coupling constants GX as defined by the free-space scattering lengths aX in

(3.3) to compute interaction energies. The renormalization condition in (3.16) explicitly fixes GX

to the net effective coupling constants in any given setting. Instead of using free-space coupling

constants to compute interaction energies in a lattice, we must therefore first compute the effective

coupling constants Glattice
X (U), which now depend on the lattice depth U , and in turn use these

effective coupling constants to compute interaction energies. We discuss the calculation of effective

coupling constants in Appendix 3.C.

Second, the renormalization condition in (3.16) implies that the counter terms G̃X are second

order in the coupling constants GX , i.e. G̃X ∼ G2
X . Although the effective Hamiltonian expansions

in (3.13) and (3.14) are organized in powers of the interaction Hamiltonian Hint, the couplings GX
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are the “small” parameters in which we can formally organize a perturbation theory; more specifi-

cally, the formally small quantities organizing our perturbation theory are two-body ground-state

interaction energies (proportional to the couplings GX) divided by the spectral gap of the single-

atom Hamiltonian H0 (see Appendix 3.F). If M atoms can only couple through terms represented

by a p-vertex diagrams for p ≥ pmin
M , then the leading order contribution to M -body interactions is

order pmin
M in the couplings GX . If the same pmin

M -vertex diagrams involve any counter-terms, how-

ever, then these diagrams are at least order pmin
M +1 in the couplings GX . Counter-terms therefore

only appear at next-to-leading order (NLO) in the calculation of effective M -body interactions.

Finally, our result in (3.17) neglects the effect of momentum-dependent two-body scattering.

When the effective range of interactions is comparable to the scattering lengths aX , as is the case

for ultracold 87Sr, these momentum-dependent effects are third order in the coupling constants

GX . Just as the O
(
G2
)

counter-terms do not affect M -body interactions until next-to-leading

order (NLO), the O
(
G3
)

momentum-dependent terms do not come into play until next-next-

leading order (NNLO). Given that we develop our low-energy effective theory through third order

in the coupling constants, these interactions will not appear in any of our three- and four-body

calculations, but they do need to be considered in the calculation of pair-wise interaction energies.

The primary interest of our work, however, concerns effective M -body interactions for M ≥ 3; we

therefore defer the calculation of momentum-dependent two-body interactions to Appendix 3.D.

3.3.3 Effective three-body interactions at second order

Our theory of effective multi-body interactions assumes no non-universal contribution to the

three-body interaction energy, which is to say that we assume the absence of real (as opposed to

effective), bare three-body interactions. Consequently, three-body interactions do not appear until

second order in the coupling constants of the effective theory, in the expansion of H(2)
int in (3.13).

The virtual state of three-body terms in H
(2)
int cannot have two atoms in excited motional states,

as otherwise the second application of Hint in H
(2)
int would have to address both of theses atoms

to bring them back down to the ground state, resulting in a two-body process as in the second
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diagram of (3.15). All second-order three-body terms must therefore have only one excited atom

in the virtual state, and take the form

µr

νs

µr′

ρt
ρt′

νs′′

nνs′ ∝ K2
nG

rs
r′s′G

s′t
s′′t′ ĉ

†
µr′ ĉ

†
νs′′ ĉ

†
ρt′ ĉρtĉνsĉµr. (3.18)

Unlike for the two-body diagram in (3.17), the explicit factors of 1/2 which appear in the bare

two-body Hamiltonian Hint in (3.7) are now cancelled out by symmetry factors which account for

duplicate diagrams; this cancellation will generally occur for all connected M -body diagrams with

M > 2 (see Appendix 3.B). The net effective three-body interaction Hamiltonian at second order

is then given by the sum over all diagrams of the form in (3.18), i.e.

H
(2)
3 = − = −α(2)

3

∑
∣∣{µ,ν,ρ}∣∣=3

Grsr′s′G
s′t
s′′t′ ĉ

†
µr′ ĉ

†
νs′′ ĉ

†
ρt′ ĉρtĉνsĉµr, (3.19)

where α(2)
3 ≡

∑
n>0K

2
n/En, and the preceding minus sign is as prescribed by H(2)

int in (3.13).

3.3.4 Effective three-body interactions at third order

The third-order effective interaction Hamiltonian H
(3)
int in (3.14) contains both three- and

four-body terms. To compactly enumerate and evaluate all three-body diagrams at third order, we

introduce an expanded coupling symbol

Gµq;νrρs;σt ≡


Gqrst (µ, ν) = (ρ, σ)

−Gqrts (µ, ν) = (σ, ρ)

0 otherwise

(3.20)

for more general (µ, q)+(ν, r) ↔ (ρ, s)+(σ, t) coupling induced by terms proportional to ĉ†ρsĉ†σtĉνr ĉµq.

The minus sign in (3.20) accounts for fermionic statistics: if (µ, ν) = (σ, ρ), then we are considering

a term of the form

Gµq;νrνs;µt ĉ
†
νsĉ

†
µtĉνr ĉµq = −Gqrts ĉ†νsĉ

†
µtĉνr ĉµq = Gqrts ĉ

†
µtĉ

†
νsĉνr ĉµq. (3.21)
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At the cost of introducing an additional sum over new nuclear spin indices, the expanded coupling

symbol allows us to collect together diagrams which have the same graph topology, but represent

different matrix elements of the effective Hamiltonian due to the exchange of nuclear spins at a

vertex. The third order three-body diagrams in H
(3)
int are then

µr

νs

ρt

µr′′

ν ′s′′′

ρ′t′

`µr′

mνs′ nν ′s′′
∝ K`mK

m
n K`nG

rs
r′s′G

νs′;ρt
ν′s′′;ρ′t′G

r′s′′
r′′s′′′ ĉ

†
µr′′ ĉ

†
ν′s′′′ ĉ

†
ρ′t′ ĉρtĉνsĉµr, (3.22)

µr

νs

ρt

µr′′

νs′′′

ρt′

`µr′

mνs′

nνs′′ ∝ K`mK
`m
n KnG

rs
r′s′G

r′s′
r′′s′′G

s′′t
s′′′t′ ĉ

†
µr′′ ĉ

†
νs′′′ ĉ

†
ρt′ ĉρtĉνsĉµr, (3.23)

and the mirror image of (3.23). As prescribed by H(3)
int in (3.14), these diagrams have an associated

minus sign if they contain only one excited virtual state, and a factor of 1/2 if they contain a virtual

ground state. Remembering that counter-terms are O
(
G2
)
, there are additionally two third-order

three-body diagrams in H
(2)
int , namely

µr

νs

µr′

ρt ρt′

νs′′

nνs′ ∝ K2
nG̃

rs
r′s′G

s′t
s′′t′ ĉ

†
µr′ ĉ

†
νs′′ ĉ

†
ρt′ ĉρtĉνsĉµr (3.24)

and its mirror image, where G̃qrst is equal to the counter-term associated with Gqrst .

The net contribution to the third-order three-body interaction Hamiltonian from three-

particle-loop diagrams of the form in (3.22) is

− 1

2
− 1

2
=
(
α
(3)
3,1 − α

(3)
5

)
H(3)

3,1, (3.25)
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where

α
(3)
3,1 ≡

∑
`+m>0
`+n>0

K`mK
m
n K`n

E`mE`n
, α

(3)
5 ≡ K

∑
n>0

K2
n

E2
n

, (3.26)

and

H(3)
3,1 ≡

∑
∣∣{µ,ν,ρ}∣∣=3

Grsr′s′G
νs′ρt
ν′s′′ρ′t′G

r′s′′
r′′s′′′ ĉ

†
µr′′ ĉ

†
ν′s′′′ ĉ

†
ρ′t′ ĉρtĉνsĉµr. (3.27)

Even though this contribution comes from loop diagrams, the factors α(3)
3,1 and α

(3)
5 in (3.26) are

finite. At large motional state indices n, atoms become free particles for which n essentially

indexes discrete momentum states. These atoms thus have an energy which asymptotically scales

as En ∼ n2 ≡ n2x + n2y + n2z . Furthermore, the oscillatory behavior of atomic wavefunctions with

increasing motional state indices `,m implies that the overlap integral K`m becomes sharply peaked

at ` ≈ m as ` and m get large. The asymptotic behavior of α(3)
3,1 at large `,m, n is therefore

α
(3)
3,1 ∼

∫ d3` d3m d3n(
`2 +m2

) (
`2 + n2

) δ (`−m) δ (`− n) ∼
∫ d3`

`4
∼
∫ ∞

`min

d`
`2

∼ 1

`min
, (3.28)

where in the last integral we changed to spherical coordinates, and `2min is the minimum value of `2

for which (i) the energy E` ∼ `2, and (ii) the integral expression in (3.28) is a good approximation

to the corresponding sum in (3.26). Note that the introduction of `min amounts to neglecting a

finite number of terms in the sum over `,m, n in (3.26), whose contribution to the value of α(3)
3,1 is

finite. Convergence of α(3)
5 is similarly guaranteed by the fact that the overlap integral Kn does

not asymptotically grow with increasing n, such that α(3)
5 asymptotically behaves as

α
(3)
5 ∼

∫ d3n

n4
∼
∫ ∞

nmin

dn
n2

∼ 1

nmin
, (3.29)

where again nmin is defined similarly to `min.

The sum over loop diagrams in (3.23), meanwhile, contains a divergence that must be can-

celled out by the counter-terms in (3.24). To leading order in the coupling constants, the renor-

malization condition in (3.16) implies that

= , (3.30)
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which can be expanded to find

KG̃rsr′′s′′ =
∑

`,m,r′,s′

K2
`m

E`m
Grsr′s′G

r′s′
r′′s′′ . (3.31)

In terms of ordinary coupling constants, the counter-term diagram in (3.24) is therefore

µr

νs

µr′′

ρt ρt′

νs′′′

nνs′′ =
∑

`,m,r′,s′

K2
`mK

2
n

KE`mEn
Grsr′s′G

r′s′
r′′s′′G

s′′t
s′′′t′ ĉ

†
µr′′ ĉ

†
νs′′′ ĉ

†
ρt′ ĉρtĉνsĉµr. (3.32)

Altogether, the contribution to the third-order three-body interaction Hamiltonian from loop dia-

grams of the form in (3.23) and counter-term diagrams of the form in (3.24) is

− − 1

2
− 1

2

=

(
α
(3)
3,2 −

1

2
α
(3)
4,3 −

1

2
α
(3)
5

)
H(3)

3,2, (3.33)

where

α
(3)
3,2 ≡

∑
`+m>0
n>0

K`mKn

E`mEn

(
K`m
n − K`mKn

K

)
, α

(3)
4,3 ≡ K

∑
m+n>0

K2
mn

E2
mn

, (3.34)

and

H(3)
3,2 ≡

∑
∣∣{µ,ν,ρ}∣∣=3

Grsr′s′G
r′s′
r′′s′′G

s′′t
s′′′t′ ĉ

†
µr′′ ĉ

†
νs′′′ ĉ

†
ρt′ ĉρtĉνsĉµr. (3.35)

An equal contribution comes from the mirror images of these diagrams, such that the net third-order

three-body interaction Hamiltonian is

H
(3)
3 =

(
α
(3)
3,1 − α

(3)
5

)
H(3)

3,1 +
(
2α

(3)
3,2 − α

(3)
4,3 − α

(3)
5

)
H(3)

3,2. (3.36)

Note that the aforementioned divergence and its cancellation are buried in α
(3)
3,2. Formally, this

factor is calculated by imposing an ultraviolet cutoff Λ for the maximum values of motional state

indices `,m, n, and then taking the limit Λ → ∞. This procedure ensures that there are no

divergences in α
(3)
3,2.
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3.3.5 Effective four-body interactions at third order

At third order in the coupling constants, we have four-body terms of the form

mµq′

nνr′

µq

νr

ρs

σt

ρs′

µq′′

νr′′

σt′

∝ KmnKmKnG
qr
q′r′G

q′s
q′′s′G

r′t
r′′t′ ĉ

†
µq′′ ĉ

†
νr′′ ĉ

†
ρs′ ĉ

†
σt′ ĉσtĉρsĉνr ĉµq (3.37)

and its mirror image, as well as

mµq′

nµ′q′′

µq

νr

ρs

σt

νr′

ρ′s′

σt′

µ′q′′′

∝ KmK
m
n KnG

qr
q′r′G

µq′ρs
µ′q′′ρ′s′G

q′′t
q′′′t′ ĉ

†
µ′q′′′ ĉ

†
νr′ ĉ

†
ρ′s′ ĉ

†
σt′ ĉσtĉρsĉνr ĉµq. (3.38)

As we are computing the leading-order contribution to effective four-body interactions, there are no

counter-terms contributions. In principle, there is now also the possibility to make the disconnected

diagrams of the form

, , and . (3.39)

As prescribed by H(3)
int in (3.14), however, the second and third of these diagrams pick up a factor

of −1/2, so the sum over disconnected diagrams vanishes.

The contribution to the third-order four-body interaction Hamiltonian from diagrams of the

form in (3.37) is

− 1

2
=

(
α
(3)
4,1 −

1

2
α
(3)
5

)
H4,1, (3.40)
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where

α
(3)
4,1 ≡

∑
m≥0
n>0

KmnKmKn

EmnEn
, (3.41)

and

H(3)
4,1 ≡

∑
∣∣{µ,ν,ρ,σ}∣∣=4

Gqrq′r′G
q′s
q′′s′G

r′t
r′′t′ ĉ

†
µq′′ ĉ

†
νr′′ ĉ

†
ρs′ ĉ

†
σt′ ĉσtĉρsĉνr ĉµq. (3.42)

An equal contribution comes from the mirror images of these diagrams. The contribution from

diagrams of the form in (3.38), meanwhile, is

− 1

2
− 1

2
=
(
α
(3)
4,2 − α

(3)
5

)
H4,2, (3.43)

where

α
(3)
4,2 ≡

∑
m,n>0

KmK
m
n Kn

EmEn
, (3.44)

and

H(3)
4,2 ≡

∑
∣∣{µ,ν,ρ,σ}∣∣=4

Gqrq′r′G
µq′ρs
µ′q′′ρ′s′G

q′′t
q′′′t′ ĉ

†
µ′q′′′ ĉ

†
νr′ ĉ

†
ρ′s′ ĉ

†
σt′ ĉσtĉρsĉνr ĉµq. (3.45)

The net third-order four-body interaction Hamiltonian is therefore

H
(3)
4 =

(
2α

(3)
4,1 − α

(3)
5

)
H(3)

4,1 +
(
α
(3)
4,2 − α

(3)
5

)
H(3)

4,2. (3.46)

3.4 Low-excitation Hamiltonians, eigenstates, and spectra

Current experiments with ultracold 87Sr on a lattice can coherently address ground states

and single orbital excitations of up to five atoms per lattice site [7]. Due to the SU(N) symmetry of

inter-atomic interactions, manifest in the fact that all coupling constants are independent of nuclear

spin, a restriction of the M -body Hamiltonians HM =
∑

pH
(p)
M to the subspace of experimentally

addressed states takes the form

HM =
∑

∣∣∣{µj}∣∣∣=M
(
UM,gn̂µ1,gn̂µ2,g + UM,+n̂µ1,en̂µ2,g + UM,−ĉ

†
µ1,gĉ

†
µ2,eĉµ2,gĉµ1,e

) M∏
α=3

n̂µα,g, (3.47)
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where n̂µs ≡ ĉ†µsĉµs is a number operator, and the coefficients UX can be determined from the

coupling constants GY and prefactors α(p)
Z of the effective M -body Hamiltonians derived in Section

3.3 (see Appendix 3.G). For a lattice with N ≥ M atoms occupying nuclear spins N =
{
µj
}

for

j = 1, 2, · · · , N , the M -body Hamiltonian HM has a single ground state |N , 0〉, and a singly-excited

state |N ,+〉 which is fully symmetric in the orbital degrees of freedom; these states are

|N , 0〉 ≡

∏
µ∈N

ĉ†µ,g

 |vacuum〉 , |N ,+〉 ≡ 1√
N

∑
µ∈N

ĉ†µ,eĉµ,g |N , 0〉 . (3.48)

As these states are fully symmetric in their orbital degrees of freedom, they are anti-symmetric in

their nuclear spin degrees of freedom, forming an SU(N) singlet. Furthermore, the symmetric state

is particularly interesting as its orbital degrees of freedom form an N -body entangled W state,

which belongs to a special class of multi-partite entangled states that are robust against disposal or

loss of particles. This state thus constitutes an important resource for many quantum information

processing and quantum communication tasks [87].

In addition to the states in (3.48), the multi-body Hamiltonian HM in (3.47) has an (N − 1)-

fold degenerate excited-state eigenspace which is asymmetric in the orbital degrees of freedom,

spanned by the states

|N ,−, j〉 ≡ 1√
2

(
ĉ†µ1,eĉµ1,g − ĉ†µj ,eĉµj ,g

)
|N , 0〉 (3.49)

for j = 2, · · · , N . If N > 2, the asymmetric states are not separable in their orbital and nuclear

spin degrees of freedom. An important feature of the excited states in (3.48) and (3.49) is that they

are entirely independent of M , which implies that the effect of multi-body interactions is simply

to modify the many-body atomic energy spectra without affecting the energy eigenstates. The

eigenvalues E(M)
NX = 〈NX|HM |NX〉 of HM associated with each of the eigenstates in (3.48) and

(3.49) are provided in table 3.1, both in terms of the coefficients UMX of HM as expressed in (3.47)

and the M -body eigenvalues E(M)
MX . Due to the SU(N) symmetry of the multi-body Hamiltonian

HM , the eigenvalues E(M)
NX depend on the number of nuclear spins on a lattice site, N , but not on

the actual nuclear spins µ ∈ N which are occupied. The total N -body interaction energies ENX

are given in terms of the M -body eigenvalues E(M)
NX by ENX =

∑
M E

(M)
NX .
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Table 3.1: Low-excitation eigenvalues of M -body Hamiltonians HM . Many-body energy eigenstates
are labeled by the nuclear spins they occupy (i.e. N with N ≡ |N |) and whether they are in an
orbital ground (0), singly-excited symmetric (+), or singly-excited asymmetric (−) state. The
corresponding N -body eigenvalues E(M)

NX of HM are given in terms of the coefficients UMX as
appearing in (3.47) (first three rows), in addition to the M -body eigenvalues E(M)

MX (last three
rows).

Eigenstate HM eigenvalue (M ≤ N)
|N , 0〉 M !

(
N
M

)
UM,g

|N ,+〉 M !
(
N−1
M

)
UM,g + (M − 1)!

(
N−1
M−1

) (
UM,+ + UM,−

)
|N ,−〉 M !

(
N−1
M

)
UM,g + (M − 1)!

(
N−1
M−1

)
UM,+ − (M − 2)!

(
N−2
M−2

)
UM,−

|N , 0〉
(
N
M

)
E

(M)
M,0

|N ,+〉
(
N−1
M

)
E

(M)
M,0 +

(
N−1
M−1

)
E

(M)
M,+

|N ,−〉
(
N−1
M

)
E

(M)
M,0 +M−1

[(
N−1
M−1

)
−
(
N−2
M−2

)]
E

(M)
M,+ +

[(
1−M−1

) (
N−1
M−1

)
+M−1

(
N−2
M−2

)]
E

(M)
M,−
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3.4.1 Many-body state spectroscopy

Spectroscopic interrogation is a powerful means to probe the internal structure and dynamics

of a system under examination. Consequently, we consider Rabi spectroscopy of the low-lying

energy eigenstates in multiply-occupied lattice sites. If we interrogate a lattice site by a laser

red-detuned by ∆ from the single-atom orbital state excitation energy, we realize the Hamiltonian

HRabi =
∑
X

EXPX +
∑
µ

(
∆T z

µ +ΩµT
x
µ

)
, (3.50)

where EX is an eigenvalue of the effective interaction Hamiltonian Heff
int, PX is a projector onto the

corresponding eigenspace, and

T z
µ ≡ 1

2

(
ĉ†µ,eĉµ,e − ĉ†µ,gĉµ,g

)
, T x

µ ≡ 1

2

(
ĉ†µ,eĉµ,g + ĉ†µ,gĉµ,e

)
, (3.51)

are single-atom pseudospin operators. The Rabi frequency Ωµ is proportional to the Clebsch-

Gordan coefficient 〈I, µ; 1, 0|I, µ〉 ∝ µ for a photon-induced nuclear-spin-conserving orbital state

transition of an atom with nuclear spin µ. We therefore define the “bare” Rabi frequency Ω0 ≡ Ωµ/µ

to explicitly factor out dependence on nuclear spins µ.

Consider now a single lattice site in the orbital ground state |N , 0〉 with nuclear spins N ≡{
µj
}

for j = 1, 2, · · · , N . If we red-detune the interrogation laser by δ from a many-body orbital

state excitation energy, i.e. set ∆ = ∆NX − δ for ∆NX ≡ ENX − EN,0 and X ∈ {+,−}, then in

the subspace of the target states
{
|N , 0〉 , |NX〉

}
the Hamiltonian in (3.50) becomes

HNX = δSz
NX +ΩNXS

x
NX , (3.52)

where

Sz
NX ≡ 1

2

(
|NX〉〈NX| − |N , 0〉〈N , 0|

)
, (3.53)

Sx
NX ≡ 1

2

(
|NX〉〈N , 0|+ |N , 0〉〈NX|

)
, (3.54)

are many-body pseudospin operators, and the Rabi frequencies ΩNX are determined by

HRabi |N , 0〉 = 1

2
Ω0

∑
µ

µĉ†µ,eĉµ,g |N , 0〉 = 1

2
ΩN ,+ |N ,+〉+ 1

2
ΩN ,− |N ,−〉 . (3.55)
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While the symmetric excited state |N ,+〉 is given in (3.48), at this point we have not explicitly

solved for the asymmetric excited state |N ,−〉. The asymmetric state is implicitly defined by

(3.55), and lies somewhere in the span of the N −1 asymmetric states given in (3.49). Determining

the symmetric-state Rabi frequency ΩN ,+ is simply a matter of projecting the expression in (3.55)

onto |N ,+〉, which yields

ΩN ,+ = 〈N ,+|Ω0

∑
µ

µĉ†µ,eĉµ,g|N , 0〉 = Ω0

∑
µ∈N

µ√
N

= Ω0

√
Nµ̄N , (3.56)

where µ̄N ≡
∑

µ∈N µ/N is the average nuclear spin µ ∈ N . In order to determine the asymmetric-

state Rabi frequency ΩN ,−, we rearrange (3.55) to find

ΩN ,− |N ,−〉 = Ω0

∑
µ

µĉ†µ,eĉµ,g |N , 0〉 − ΩN ,+ |N ,+〉 = Ω0

∑
µ∈N

(µ− µ̄N ) ĉ†µ,eĉµ,g |N , 0〉 . (3.57)

Denoting the standard deviation of nuclear spins µ ∈ N by σN , normalization of |N ,−〉 thus

determines the asymmetric-state Rabi frequency

ΩN ,− = Ω0

∑
µ∈N

(µ− µ̄N )2

1/2

= Ω0

√
NσN , (3.58)

which in turn implies that the asymmetric excited state |N ,−〉 is

|N ,−〉 = 1√
N

∑
µ∈N

(
µ− µ̄N
σN

)
ĉ†µ,eĉµ,g |N , 0〉 . (3.59)

Figure 3.2 shows multiplicities of the magnitudes of reduced Rabi frequencies ωNX ≡ ΩNX/Ω0

√
N

in a lattice with a uniform mixture of nuclear spins with I = 9/2 for single-site occupation numbers

N which are achievable in current 87Sr experiments [7]. On average, asymmetric-state Rabi fre-

quencies are greater in magnitude, which becomes more pronounced for larger single-site occupation

numbers.

3.4.2 Experimental signatures and comparison

We now consider samples of 87Sr atoms in a uniform mixture of nuclear spins µ ∈ {−I,−I + 1, · · · , I}

prepared in motional ground states of a rectangular lattice with depths U =
(
Ux,Uy,Uz

)
=
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Figure 3.2: Multiplicities of the magnitudes of reduced Rabi frequencies ωNX ≡ ΩNX/Ω0

√
N in a

lattice with a uniform mixture of nuclear spins with I = 9/2 and single-site occupation numbers
N which are achievable in current 87Sr experiments.
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Figure 3.3: Population (in arbitrary units) of the excited 3P0 orbital state of 87Sr atoms in a uniform
mixture of nuclear spins. Atoms are prepared in the ground state of a lattice with depth U = 54ER,
where ER ≈ 3.5×2π kHz is the lattice photon recoil energy of the atoms, and interrogated by a laser
with Rabi frequency ΩI = 50 × 2π Hz for a time t = π/ΩI . (Left) Populations predicted by the
low-energy effective theory (with s-wave scattering parameters retrieved from Ref. [53]), averaged
over all nuclear spin combinations of N ∈ {1, · · · , 5} atoms per lattice site for a fixed total atom
number. (Right) Experimental measurements of 3P0 populations retrieved from Ref. [7], with
Lorentzian fits to each peak as a visual guide. Resonance peaks are identified by the many-body
orbital states which are excited at the peak.
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(41, 55, 69)ER, where ER ≈ 3.5 × 2π kHz is the lattice photon recoil energy of the atoms. Such

samples can be prepared in experiments which can vary the single-site occupation number N , and

which can control for the total number of atoms that are addressed by an external interrogation

laser. Figure 3.3 shows the population of the excited 3P0 orbital state when these atoms are inter-

rogated for a time t = π/ΩI by a laser with Rabi frequency ΩI = 50 × 2π Hz (i.e. for individual

atoms with nuclear spin µ = I) and detuning ∆ from the single-atom 1S0 → 3P0 orbital excitation

energy. The 3P0 population peaks when the laser detuning ∆ is equal to the many-body excitation

energy ∆NX ≡ ENX − EN,0 for X ∈ {+,−}, as this is precisely when the on-resonance condition

δ = 0 is satisfied in the many-body Rabi Hamiltonian HNX in (3.52). Due to experimental un-

certainties which vary with single-site occupation number N , the heights of experimental peaks in

Figure 3.3 are not well-calibrated between different values of N . Nonetheless, Figure 3.3 exhibits

signatures of larger asymmetric-state Rabi frequencies than symmetric-state ones in the form of

higher asymmetric-state peaks for fixed N .

Identifying peaks in excitation spectra such as in Figure 3.3 constitutes a measurement of

many-body excitation energies, which was performed in Ref. [7] to detect signatures of effective

multi-body interactions. Figure 3.4 shows a comparison between (i) experimental measurements

of the many-body excitation energies ∆NX for all (N,X) ∈ {3, 4, 5} × {+,−} at various mean

lattice depths U , and (ii) the corresponding values of ∆NX predicted by the low-energy effective

theory at different orders in the coupling constants. A known source of error in our effective theory

comes from neglecting the inter-site matrix elements of all Hamiltonians. This error is discussed

in Appendix 3.E, and leads to theoretical uncertainties represented by error bars on the O
(
G3
)

theory in Figure 3.4. A summary of Figure 3.4 is provided in Figure 3.5. We note that many-body

interaction energy shifts are smaller for asymmetric (−) states than symmetric (+) ones due to the

competition between contributions of opposite sign in the asymmetric case (see rows 2 and 3 of

table 3.1, where as a consequence of positive scattering lengths in the case of 87Sr, all UMX for fixed

M have the same sign). This competition is a many-body analogue of the two-body case with a

competition between direct and exchange terms in the interaction energies of singly-excited states.
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Figure 3.4: Multi-body excitation energies of ultracold 87Sr atoms at various lattice depths. The top
plot in each sub-figure with fixed N,X shows the excitation energies ∆NX ≡ ENX−EN,0 measured
experimentally in Ref. [7] and those predicted by the low-energy effective theory at different orders
in the coupling constants, when applicable both with and without four-body contributions. The
bottom plot in each sub-figure shows the relative error ηNX ≡ ∆theory

NX /∆experiment
NX − 1. Error bars

represent experimental error or conservatively estimated theoretical uncertainties from nearest-
neighbor hopping of virtual states in the low-energy effective theory (see Appendix 3.E).
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The results in Figures 3.4 and 3.5 highlight a few important points about ultracold, high-

density 87Sr experiments and our low-energy effective theory. First, these experiments exhibit clear

signatures of multi-body interactions, as evidenced by a stark disagreement between the observed

many-body excitation energies ∆NX and those that are predicted by the two-body O (G) theory.

Multi-body interactions are thus crucial for understanding these high-density experiments in the

context of a single-band Hubbard model, which naturally arises in the zero-temperature limit

when all atoms occupy their motional ground state. Second, the inter-atomic interactions in these

experiments are strong enough to require going beyond leading order for the description of multi-

body interactions in the low-energy effective theory. The formally small quantities organizing our

perturbation theory are two-body ground-state interaction energies (proportional to the couplings

GX) divided by the spectral gap of the single-atom Hamiltonian H0. These reduced (dimensionless)

interaction energies vary from ∼ 0.05 − 0.15 in the parameter regimes of the 87Sr experiments

considered here (see Appendix 3.F). As experiments begin to operate at higher atom densities with

amplified interaction effects, reliably predicting interaction energies may require going to yet higher

orders in perturbation theory. Due to a combinatorial explosion of the number of diagrams which

appear at increasing orders in the effective theory, however, we need more systematic methods

to compute effective multi-body Hamiltonians at fourth order. In any case, we are agnostic as to

whether such a calculation would provide better agreement between experiment and theory without

first performing a detailed analysis of systematic errors.

3.4.3 Orbital-state dynamics of a nuclear spin mixture

In addition to spectral measurements of many-body interaction energies, we consider the dy-

namics of multiply-occupied lattice sites during spectroscopic interrogation. While these dynamics

do not provide information about the nature or origin of effective multi-body interactions, they pro-

vide tools and intuition for addressing the low-lying orbital excitations which are readily accessible

in an experimental setting. If we initialize all atoms in the N -body ground state with an incoherent
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mixture of all nuclear spins, then we prepare the mixed state ρN,0 = PN,0/ trPN,0, where

PNX ≡
∑

|N |=N

|NX〉〈NX| (3.60)

is a projector onto the space of the N -body orbital states |NX〉. Interrogating the atoms for a

time t by a laser resonant with the excitation energy ∆N± then gives us the state

ρ
(±)
N (t) =

1

trPN,0

∑
|N |=N

exp
(
−itΩN±S

x
N±
)
|N , 0〉〈N , 0| exp

(
itΩN±S

x
N±
)
, (3.61)

where the Rabi frequencies ΩN ,+,ΩN ,− and pseudo-spin operators Sx
N± are respectively given in

(3.56), (3.58), and (3.54). Denoting the eigenstates of Sx
N± by

|N ,S±〉 ≡
1√
2

(
|N , 0〉+ |N±〉

)
, |N ,A±〉 ≡

1√
2

(
|N , 0〉 − |N±〉

)
, (3.62)

and defining the identity operator projected to the relevant subspace,

1N± ≡ |N , 0〉〈N , 0|+ |N±〉〈N±| = |N ,S±〉〈N ,S±|+ |N ,A±〉〈N ,A±| , (3.63)

we can write the state ρ(±)
N (t) and excited-state projectors PN± in the form

ρ
(±)
N (t) =

1

trPN,0

∑
|N |=N

1

2

[
1N± + ei2tΩN± |N ,S±〉〈N ,A±|+ e−i2tΩN± |N ,A±〉〈N ,S±|

]
, (3.64)

and

PN± =
∑

|N |=N

1

2

[
1N± − |N ,S±〉〈N ,A±| − |N ,A±〉〈N ,S±|

]
, (3.65)

from which it follows that the net excited-state population at time t is

〈PN± (t)〉 ≡ tr
[
ρ
(±)
N (t)PN±

]
=

1

2
− 1

2
〈cos (2tΩN±)〉|N |=N , (3.66)

where 〈X〉|N |=N ≡
∑

|N |=N X/ trPN,0 is an average of X over all choices of N distinct nuclear spins.

Figure 3.6 shows the excited-state population 〈PN± (t)〉 for several occupation numbers N .

With the exception of N = 2, the asymmetric-state populations generally have an initial short

period of growth before falling back to 〈PN,−〉 ≈ 1/2. This behavior can be understood by the

fact that for fixed N > 2, any pair of Rabi frequencies ΩN1,−,ΩN2,− with ΩN1,− 6= ΩN2,− are
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Figure 3.6: Net population of the N -body orbital excited states
{
|N±〉

}
after interrogation of an

initial mixed state ρN,0 = PN,0/ trPN,0 for a reduced time τN ≡ tΩ0/
√
N (i.e. with real time t) by

a laser with bare Rabi frequency Ω0 which is resonant with the N -body excitation energy ∆NX .
Here PNX , defined in (3.60), is a projector onto the space of the N -body orbital states |NX〉.
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mutually incommensurate, which implies that at times t with min|N |=N
{
2tΩN ,−

}
& 1 the av-

eraging in (3.66) effectively becomes a pseudo-random sampling average of cosx over values of

x, so 〈cos
(
2tΩN ,−

)
〉|N |=N ≈ 0. When N = 2, the asymmetric-state Rabi frequencies essentially

take on the same values as the symmetric-state ones (see Figure 3.2); the behavior of asymmetric-

state population dynamics for N = 2 can therefore be understood by the following discussion of

symmetric-state population dynamics.

To understand the periodic collapse and revival of symmetric-state populations in Figure 3.6,

we observe from (3.56) that the symmetric-state phases in (3.64) and (3.66) take the form

2tΩN ,+ = τN
∑
µ∈N

2µ with τN ≡ tΩ0√
N
, (3.67)

where for fermionic atoms with half-integer nuclear spin, 2µ is always an odd integer, which implies

that the sum in (3.67) is an integer with the same parity (i.e. even/odd) as the occupation number

N (i.e. the number of elements in N ). At reduced times τN = nπ with integer n, therefore, if the

occupation number N is even then all phases 2tΩN ,+ are integer multiples of 2π, which leads to

a collapse of the excited-state populations as ρ
(±)
N (t)

∣∣∣
τN=nπ

= ρ
(±)
N (0) = ρN,0. If the occupation

N is odd, meanwhile, then the phases 2tΩN ,+ are all odd (even) integer multiples of π for odd

(even) n. This alignment of phases implies a complete population transfer to the excited state

ρN,− ≡ PN,−/ trPN,− for odd n, and a collapse back to the orbital ground state ρN,0 for even n,

precisely as observed in Figure 3.6.

3.5 Summary and outlook

Current 3-D optical lattice experiments with fermionic AEAs are capable of operating in

the low-temperature, high-density, strongly-interacting limit where inter-atomic interactions set

the dominant energy scale governing system dynamics. For AEAs with total nuclear spin I and

N = 2I + 1 nuclear spin states, these interactions exhibit an exotic SU(N) symmetry which is of

great interest for near-term quantum simulations of SU(N) spin models and lattice field theories.

Working in the deep-lattice limit and the experimental regime of at most one atom occupying
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each nuclear spin state on any lattice site, we have derived a low-energy effective theory of these

atoms. Our theory exhibits emergent multi-body interactions that inherit the SU(N) symmetry

of the bare two-body interactions. Considering a restriction of our theory to the subspace of

at most one orbital excitation per lattice site, we found that the SU(N) symmetry of all M -

body Hamiltonians allowed us to express them in a simple form, and to fully characterize their

eigenstates and spectra. Capitalizing on the extreme precision of state-of-the-art clock spectroscopy,

we have tested spectral predictions of our theory against direct experimental measurements of the

many-body 87Sr excitation spectrum. This comparison shows good agreement between theory

and experiment, clearly demonstrating the need to consider multi-body effects for understanding

the low-energy physics of high density AEA samples on a 3-D lattice. Finally, we analyzed the

many-body orbital-state dynamics of multiply-occupied lattice sites prepared in a nuclear spin

mixture and interrogated via Rabi spectroscopy. This analysis is useful for future experimental

probes of many-body state structures, as well as for the preparation of long-lived states with multi-

partite entanglement (i.e. |N±〉) which may be used as a resource to perform quantum information

processing tasks.

Despite the nominal success of our low-energy effective theory in reproducing experimental

observations, there remains room for improvement in the form of controlled, systematic treatment

of higher-order and tunneling processes. Nonetheless, our work makes a major step towards the

experimental investigation of multi-body SU(N) physics, providing the necessary framework for

future studies going beyond the deep-lattice limit to realize multi-body super-exchange dynamics

and orbital SU(N) quantum magnetism with AEAs.
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3.A Derivation of the effective Hamiltonian expansion

Suppose we have a Hamiltonian H0 on a Hilbert space H = G0 ⊕ E0 for a zero-energy man-

ifold G0 decoupled from a positive-energy manifold E0, and that we perturb H0 by an operator V

which weakly couples G0 and E0. For all |ψg〉 ∈ G0 and |φe〉 , |χe〉 ∈ E0, we have 〈ψg|H0|ψg〉 = 0,

〈φe|H0|ψg〉 = 0, and
∣∣〈φe|V |ψg〉

∣∣ � 〈χe|H0|χe〉. The net Hamiltonian H = H0 + V will naturally

admit a decomposition of the Hilbert space as H = G ⊕E for a subspace G which is spanned by the

low-energy eigenstates of H and has the same dimension as G0, i.e. |G| = |G0|.

We can perform a canonical transformation between G and G0 which yields an effective

Hamiltonian Heff on G0 that reproduces the spectrum of H on G [80]. Given an eigenbasis
{
|α0〉

}
for H0 on G0 and

{
|α〉
}

for H on G, this transformation is implemented by a unitary U for which

|α0〉 = U |α〉 and U → 1 as ‖V ‖ → 0. The effective Hamiltonian is then simply

Heff = UHU †. (3.68)

The prescription in (3.68) for constructing an effective Hamiltonian is commonly known as a

Schieffer-Wolff transformation [81]. Unitaries U which follow this prescription are not unique,

and different choices of U amount to different realizations of the Schieffer-Wolff transformation. In

Ref. [80], the authors construct the unique operator S which generates a direct or minimal rotation

Umin = eS between G and G0, and use this construction to expand (3.68) as a perturbative series in

V . The rotation Umin is minimal in the sense that it minimizes the distance of candiate unitaries

U from the identity 1 with respect to the Euclidian operator normb ‖X‖E ≡
√
tr
(
X†X

)
. This

rotation is determined uniquely by enforcing (i) that the generator S is strictly block-off-diagonal

b The Euclidean operator norm is also known as the L2,2, Hilbert-Schmidt, or Frobenius norm.
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with respect to G0 and E0, (ii) that the norm‖S‖E < π/2, and (iii) that the block-off-diagonal parts

of (3.68) are zero.

To summarize the solution in Ref. [80], the effective Hamiltonian Heff induced by a direct

rotation can be expanded as

Heff =
∑
p≥0

H
(p)
eff , (3.69)

where H(p)
eff is order p in V . Letting P0 denote the projector onto G0, Q0 ≡ 1 − P0 denote the

projector onto E0, and X denote any operator on H, we define the superoperators

DX ≡ P0XP0 +Q0XQ0, OX ≡ P0XQ0 +Q0XP0, (3.70)

which select out the diagonal (D) and off-diagonal (O) parts of X with respect to G0 and E0, and

LX ≡
∑
α,β

|α〉〈α| OX |β〉〈β|
Eα − Eβ

where H0 =
∑
α

Eα |α〉〈α| . (3.71)

The first few terms of the expansion in (3.69) are then, as derived in Ref. [80],

H
(0)
eff = P0H0P0, H

(1)
eff = P0V P0, (3.72)

H
(2)
eff = −1

2
P0 [OV,LV ]P0, H

(3)
eff =

1

2
P0

[
OV,L [DV,LV ]

]
P0. (3.73)

Exploiting the fact that in our case 〈ψ|H0|ψ〉 = 0 for all |ψ〉 ∈ G0, we let B0 (E0) denote an eigenbasis

of H0 for E0 and define the operator

I ≡
∑

|α〉∈B0(E0)

|α〉〈α|
Eα

, (3.74)

which sums over projections onto excited states with corresponding energetic suppression factors.

We then expand

LX = O (LX) = Q0LXP0 + P0LXQ0 = IXP0 − P0XI, (3.75)

which simplifies the expression for H(2)
eff as

H
(2)
eff = −1

2
P0

(
[OV, IV P0]− [OV,P0V I]

)
P0 = −P0V IV P0. (3.76)
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Working toward a similar expansion for H(3)
eff , we compute

[DV,LV ] = [DV, IV P0]− [DV,P0V I] = O (V IV )− IV P0V P0 − P0V P0V I, (3.77)

and in turn

H
(3)
eff =

1

2
P0

([
OV, I [DV,LV ]P0

]
−
[
OV,P0 [DV,LV ] I

])
P0 (3.78)

=
1

2
P0

(
V I [DV,LV ] + [DV,LV ] IV

)
P0 (3.79)

= P0V IV IV P0 −
1

2
P0V I2V P0V P0 −

1

2
P0V P0V I2V P0 (3.80)

= P0V IV IV P0 −
1

2

[
P0V P0,P0V I2V P0

]
+
, (3.81)

where [X,Y ]+ ≡ XY + Y X. The expressions in (3.72), (3.76), and (3.81) complete the derivation

for our expansion of the effective interaction Hamiltonian Heff
int in (3.11) through third order. In

the case of ultracold atoms on a lattice, the motional ground-state subspace G0 actually contains

many internal atomic states with different energies. Nonetheless, the total Hilbert space is com-

pletely separable into uncoupled subspaces associated with each symmetrized many-body internal

atomic state. One can therefore diagonalize the interaction Hamiltonian with respect to these in-

ternal states and derive an effective theory within each of the corresponding subspaces, in each

case setting the appropriate ground-state energy to zero. This procedure is equivalent to simulta-

neously calculating the effective Hamiltonian Heff
int for all internal states via the prescriptions we

have provided, but letting Eα denote only the motional excitation energy of states |α0〉 ∈ B0 (E0).

3.B Diagram counting and symmetry factors

The fact that we include factors of 1/2 from the bare two-body interaction Hamiltonian Hint

in the definition of diagrams implies that p-vertex diagrams acquire a factor of 1/2p. In practice,

however, these factors are exactly cancelled out by corresponding symmetry factors in all M -body

diagrams with M > 2. As an illustrative example, consider the second-order effective Hamiltonian
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H
(2)
int in (3.13), which expanded in full reads

H
(2)
int = −

∑
m+n>0

P0

(
1

2
KmnG

st
s′t′ ĉ

†
ρs′ ĉ

†
σt′ ĉnσtĉmρs

)
1

Emn

(
1

2
KmnG

qr
q′r′ ĉ

†
mµq′ ĉ

†
nνr′ ĉνr ĉµq

)
P0. (3.82)

The three-body terms in this Hamiltonian have
∣∣{µ, ν, ρ, σ}∣∣ = 3 and only one virtually excited

atom. The non-vanishing three-body terms must therefore either have ρ ∈ {µ, ν} and contain a

factor of the form ĉ†X ĉ
†
σt′ ĉσtĉY , or have σ ∈ {µ, ν} with a factor of the form ĉ†ρs′ ĉ

†
X ĉY ĉρs, where

the labels X,Y both address whichever nuclear spin (i.e. µ or ν) was excited in the corresponding

term. Diagrammatically, we have terms of the form

µq

νr

Z

σt
σt′

X

Y and

µq

νr

Z ρs
ρs′

X

Y . (3.83)

Observing that ĉ†ρs′ ĉ
†
X ĉY ĉρs = ĉ†X ĉ

†
ρs′ ĉρsĉY , however, it is clear that both of the terms represented

in (3.83) are equal up to the re-indexing
(
σ, t, t′

)
↔
(
ρ, s, s′

)
. There is therefore a symmetry factor

of 2 associated with the second vertex of the diagrams in (3.83), which cancels out with the explicit

factor of 1/2 at that vertex, i.e. the first factor of 1/2 in (3.82). A symmetry factor of essentially

identical origin appears at every vertex with an “incoming” virtual state, as in e.g. the second and

third vertices of

and , (3.84)

or the last vertex of

. (3.85)

We can thus account for cancellations of 1/2 at all vertices except those which address two “initial”

ground-state atoms, as in the first vertex of the diagrams in (3.83) and (3.84), or the first two

vertices of the diagram in (3.85). For such vertices, there are two possibilities: either
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(i) both edges leaving the vertex in question (i.e. leaving to the right) terminate at different

vertices, as in the examples above, or

(ii) both edges leaving the vertex in question terminate at the same vertex, as in for example

the first vertex of

. (3.86)

In the former case, (i), the vertex in question has an associated symmetry factor of 2 to account

for the possibility of a nuclear spin exchange at that vertex. Considering again our example of the

second-order effective Hamiltonian H(2)
int in (3.82), the non-vanishing three-body terms must either

have m = 0 and contain the factor ĉ†µq′ ĉ
†
nνr′ ĉνr ĉµq, or have n = 0 with the factor ĉ†mµq′ ĉ

†
νr′ ĉνr ĉµq,

which diagrammatically translates to

µq

νr

µq′

σt
σt′

νr′′

nνr′ or

µq

νr

νr′

σt
σt′

µq′′

mµq′ . (3.87)

These terms are equal up to the re-indexing
(
ν, r, r′, r′′, n

)
↔
(
µ, q, q′, q′′,m

)
, which implies that

there is a symmetry factor of 2 associated with the first vertex of the diagrams in (3.87). A

symmetry factor of identical origin is associated with the first vertex of the diagrams in (3.84), and

the first two vertices of the diagram in (3.85).

The final case we must consider is (ii), which occurs in the first vertex of (3.86). In this case,

the symmetry factor of 2 which appears in case (i) to account for the possibility of a nuclear spin

exchange simply gets “pushed forward” to the vertex at which the two nuclear spins in question
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part ways, e.g. to account for the two possibilities

µr

νs

ρt

µr′′

νs′′′

ρt′

`µr′

mνs′

nνs′′ and

µr

νs

ρt

νs′′

µr′′′

ρt′

`µr′

mνs′

nµr′′
, (3.88)

which are equal up to the re-indexing
(
ν, s, s′, s′′, s′′′,m

)
↔
(
µ, r, r′, r′′, r′′′, `

)
. The arguments for

a symmetry factor in cases (i) and (ii) fail only if the two nuclear spins in question take identical

paths through the internal vertices of a diagram, such that there is no meaningful sense in which

two diagrams can be said to differ by a nuclear spin exchange, as in (3.87) and (3.88). If two

atoms take identical paths through the internal vertices of a diagram, however, then they have only

participated in a two-body process, as in

, , , · · · . (3.89)

After summing over all free indices, therefore, all two-body diagrams have a remaining factor of

1/2 from the first vertex. In all connected M -body diagrams with M > 2, meanwhile, every factor

of 1/2 can be identified one-to-one with a corresponding symmetry factor of 2.

3.C Effective coupling constants in a lattice

Due to our choice of renormalization scheme in Section 3.3.2, the interaction energies pre-

scribed by our low-energy effective theory for multiply-occupied lattice sites are not given directly

by the coupling constants GX defined by the free-space scattering lengths aX in (3.3). Instead,

we must first compute effective coupling constants Glattice
X (U) in a lattice with depth U , and in

turn use the effective coupling constants to compute interaction energies. As the renormalization

procedure GX → Glattice
X is identical for all coupling constants, we henceforth drop the subscript

X ∈
{

gg, eg−, eg+, ee
}

on coupling constants GX in the remainder of this Appendix. To further

simplify notation, we will also neglect the explicit dependence of parameters on the lattice depth

U , which we generally keep fixed.
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Proper calculations of the interaction energy of two ultracold fermions in an optical lattice

were performed in Refs. [74] and [88] using a two-channel model of a Feshbach resonance, yield-

ing prescriptions for computing effective coupling constants in a lattice from free-space interaction

parameters. These calculations, however, are both analytically and numerically involved. We there-

fore instead opt to use a modified version of the considerably simpler single-channel calculation in

Ref. [75] of the interaction energy of two ultracold atoms in a harmonic trap. Our approach is

equivalent to the calculation of Hubbard parameters performed in Ref. [89], and has been demon-

strated to reproduce correct results in the limit of a deep lattice (compared to the lattice photon

recoil energy) and small positive scattering lengths (compared to the effective harmonic oscillator

length) [88].

The exact result in Eq. 16 of Ref. [75] for the interaction energy of two ultracold atoms in a

harmonic oscillator with angular trap frequency ω can be written in the form

(
GfreeKHO/ω

)−1
=

√
π Γ

(
−GHOKHO/2ω

)
Γ
(
−GHOKHO/2ω − 1/2

) , KHO ≡
∫

d3x
∣∣∣φHO

0

∣∣∣4 , (3.90)

where GHO is an effective coupling constant in the harmonic trap, φHO
0 (x) is the corresponding

non-interacting ground-state wavefunction, and Γ is the gamma function. The expression in (3.90)

can be solved numerically as is, or expanded about GHOKHO/ω = 0 to get

G−1
free = G−1

HO

∞∑
n=0

cn
(
GHOKHO/ω

)n
, (3.91)

where the first few coefficients are

c0 = 1, c1 = 1− ln 2, c2 = −π
2

24
− ln 2 +

1

2
(ln 2)2 . (3.92)

The series in (3.91) can in turn be inverted to solve for GHO with an expansion of the form

GHO = Gfree

∞∑
n=0

c̃n
(
GfreeKHO/ω

)n
, (3.93)

where if we truncate the series in (3.91) at n = 2, the first few coefficients of (3.93) are

c̃0 = 1, c̃1 = 1− ln 2, c̃2 = −π
2

24
− ln 2 +

1

2
(ln 2)2 + (1− ln 2)2 . (3.94)
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The coefficients c̃n thus found are consistent with the coefficients c(n+1)
2 reported in table 1 of

Ref. [68], in which the authors compute the first few terms of the two-body Hamiltonian H2 directly

as expressed in (3.15) by using a renormalization scheme which subtracts off divergences term by

term.

All of the above results are exact for two atoms in a harmonic oscillator interacting via s-wave

scattering. In order to adapt these results for a lattice, we expand the lattice potential about a

lattice site centered at x = (0, 0, 0) as

U sin2 (kL · x) ≈ U
[(
kx

Lk
y
Lk

z
L
)1/3

x
]2

=
1

2
mAω

2
effx

2, ωeff ≡
√
2 Uk2L/mA, (3.95)

where kL =
(
kx

L, k
y
L, k

z
L
)

is the lattice wavenumber, mA is the atomic mass, and ωeff is an effective

angular harmonic trap frequency. We then use ωeff in place of ω in (3.90), and use an overlap

integral K computed with the ground-state wavefunctions φ0 in a lattice rather than those in a

harmonic oscillator. We retrieve free-space s-wave scattering lengths afree for 87Sr from Ref. [53]

to determine the free-space coupling constants Gfree ≡
(
4π/mA

)
afree. This procedure yields an

effective coupling constant Glattice given by

(
GfreeK/ωeff

)−1
=

√
π Γ

(
−GlatticeK/2ωeff

)
Γ
(
−GlatticeK/2ωeff − 1/2

) , (3.96)

with a solution

Glattice = Gfree

∞∑
n=0

c̃n
(
GfreeK/ωeff

)n
, (3.97)

where the first few coefficients are provided in (3.94).

3.D Momentum-dependent s-wave interactions

In addition to the renormalization of coupling constants discussed in Appendix 3.C, comput-

ing two-body interaction energies E(2)
NX at third order in the low-energy effective theory requires

accounting for the contribution of momentum-dependent s-wave interactions. At next-to-leading

order in the relative momentum k between two atoms, the effective momentum-dependent scatter-
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ing length aeff is given in terms of the zero-momentum scattering length a by [76–78]

1

aeff
=

1

a
− 1

2
reffk

2 =
1

a

(
1− 1

2
reffak

2

)
, (3.98)

which for reffak
2 � 1, implies that

aeff ≈ a

(
1 +

1

2
reffak

2

)
= a+

1

2
reffa

2k2. (3.99)

Here reff is an effective range of O
(
k2
)

interactions, determined in atomic units by the scattering

length a and van der Waals C6 coefficient by [78]

reff =
1

3
ξ−2χ

(
1− 2χ+ 2χ2

)
a, where ξ ≡

Γ
(
3/4
)

Γ
(
1/4
) , χ ≡

√
2 ξ

(mAC6)
1/4

a
, (3.100)

and Γ is the gamma function. As χ ∼ 1 for 87Sr, the momentum-dependent correction to the

effective scattering length aeff is O
(
a3
)

without an additional separation of scales (i.e. which could

have occurred if we had χ� 1 or χ� 1). The momentum-independent O
(
k0
)

contribution to aeff

in (3.99) gives rise to the bare two-body interactions in (3.7) by use of an unregularized contact

(i.e. δ-function) potential, while the momentum-dependent O
(
k2
)

term gives rise to the interaction

Hamiltonian [68, 77]

H ′
int ≡

1

2

∑
G′qr

st

∫
d3x d3y δ (z)

[
ψ̂†
µq (x) ψ̂

†
νr (y)

]
k̂2z

[
ψ̂νt (y) ψ̂µs (x)

]
, (3.101)

where

z ≡ x− y, k̂2z ≡ −1

2

(
~∇2
z +

~∇2

z

)
, (3.102)

and the primed couplings G′qr
st are defined similarly to unprimed couplings Gqrst in (3.3) and (3.4),

but with scattering lengths a → reffa
2/2 and the effective range reff defined by (3.100) for each

scattering length with an appropriate C6 coefficient. We retrieve C6 coefficients for 87Sr from the

supplementary material of Ref. [53]. The squared relative momentum operator k̂2z is represented by

symmetrized left- and right-acting derivative operators in order to preserve manifest Hermiticity of

H ′
int. At third order in the low-energy effective theory developed in Section 3.3, the bare momentum-

dependent interactions in (3.17) yield only the effective two-body Hamiltonian

H ′
2 ≡

1

2
K ′
∑

G′qr
st ĉ

†
µsĉ

†
νtĉνr ĉµq, (3.103)
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where, letting Re [X] denote the real part of X,

K ′ ≡ 1

2

∫
d3x Re

[(
φ∗0
)2 (~∇φ0 · ~∇φ0 − φ0~∇2φ0

)]
. (3.104)

3.E Bounds on theoretical uncertainties from inter-site effects

In our overview of the relevant one- and two-particle physics of ultracold atoms on a lattice

(Section 3.2), we made two approximations which introduce error into the low-energy effective

theory. Both approximations concern the on-site locality of the single- and two-body Hamiltonians:

we assumed that (i) tunneling between lattice sites and (ii) inter-site interactions are negligible.

These approximations are justified for single-particle motional ground states of atoms in a deep

lattice, but generally break down when considering virtual states occupying highly excited motional

levels, whose spatial wavefunctions can span multiple lattice sites. Nonetheless, we can place upper

bounds on the magnitude of inter-site corrections to the effective on-site interaction Hamiltonians by

treating tunneling and inter-site interactions of virtual excited states perturbatively and assuming

no energetic penalty for nearest-neighbor hopping. These bounds can be used to diagnose the

breakdown of the on-site effective theory, and signal when a more careful consideration of inter-site

effects is necessary to make precise predictions about many-body spectra and dynamics.

If we still assume negligible overlap between single-particle ground-state wavefunctions in

different lattice sites but consider nearest-neighbor wavefunction overlaps of states with motional

excitations, our one-body and bare two-body Hamiltonians become

H0 =
∑

Enĉ
†
inµsĉinµs −

∑
〈i,j〉
m,n>0

(
tmnĉ

†
jnµsĉimµs + h.c.

)
, (3.105)

and

Hint =
1

2

∑
Kk`
mnG

qr
st ĉ

†
imµsĉ

†
inνtĉi`νr ĉikµq +

1

2

∑
〈i,j〉
n>0

Gµq;νrρs;σt

(
Knĉ

†
j,0,ρsĉ

†
j,0,σtĉj,0,νr ĉinµq + h.c.

)

+
1

2

∑
〈i,j〉
m,n>0

Gµq;νrρs;σt

(
Kmnĉ

†
j,0,ρsĉ

†
j,0,σtĉinνr ĉimµq + K̃mnĉ

†
inρsĉ

†
j,0,σtĉj,0,νr ĉimµq + h.c.

)
, (3.106)
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where tmn is a tunneling rate; Kn,Kmn, K̃mn are inter-site spatial overlap integrals; h.c. denotes

a Hermitian conjugate, i.e. (X + h.c.) ≡
(
X +X†

)
; and 〈i, j〉 denotes the set of all lattice sites i

together with their adjacent sites j. Note that we have neglected terms in (3.106) which involve

more than two field operators addressing states with motional excitations, as these terms will not

appear in the leading-order corrections to the effective on-site interaction Hamiltonians. We also

still neglect terms which involve products of atomic wavefunctions for motional ground states in

different lattice sites.

Diagrammatically representing matrix elements of H0 and Hint which are off-diagonal in

lattice site by a dot (i.e. •) and marking lines which represent field operators addressing neighboring

lattice sites by a cross (i.e. + or ×, depending on the line orientation), the dominant terms in the

effective theory which we previously neglected by assuming on-site locality are

∼ γ
(2)
2 G2, γ

(2)
2 ≡

∑
n+m>0

KmnKmn

Emn
, (3.107)

∼ γ
(2)
3,1G

2, γ
(2)
3,1 ≡

∑
n>0

KnKn

En
, (3.108)

∼ γ
(2)
3,2G

2, γ
(2)
3,2 ≡

∑
n,m>0

KmtmnKn

EmEn
, (3.109)

where we have identified, up to an assignment of coupling constants G, the magnitude of all

nonzero matrix elements of the diagrams with respect to an eigenbasis of the on-site single-particle

Hamiltonian H0 in (3.1).

The terms in (3.107)-(3.109) can be used to estimate an upper bound on the magnitude of

dominant corrections to the spectrum of the low-energy theory from off-diagonal (i.e. in lattice

site) matrix elements of the Hamiltonians in (3.105) and (3.106). Conservatively assuming no

energetic penalty and no Pauli blocking for any inter-site process, the dominant correction δEN

to the interaction energy of a lattice site with N atoms and b neighboring sites (e.g. b = 6 in a
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primitive cubic lattice) is roughly bounded as

|δEN | . b

(
N

2

)
max

{∣∣∣γ(2)2

∣∣∣ , (N − 1)
∣∣∣γ(2)3,1 + γ

(2)
3,2

∣∣∣}G2, (3.110)

where the factor of b accounts for the multiplicity of neighboring sites; the factor of
(
N
2

)
accounts

for the number of on-site pairs of atoms which are addressed by the diagrams in (3.107)-(3.109);

and the factor of N − 1 on γ
(2)
3,X accounts for the number of atoms in a neighboring site which

are addressed by the corresponding processes. These factors count the number of matrix elements

in the Hamiltonian with magnitude ∼ γ
(2)
X G2. The maximization in (3.110) is performed because

the relevant two- and three-body processes are mutually exclusive, requiring a different number

of atoms on neighboring lattice sites. For a conservative bound of |δEN |, the coupling factor G2

in (3.110) can simply be maximized over its allowed values for a given state of atoms on a lattice

site, e.g. G2
g for a state with no orbital excitations, or max

{
G2

g, G
2
+, G

2
−

}
for a state with one net

orbital excitation (in both cases, assuming no orbital excitations in neighboring sites). In the latter

case, the bound in (3.110) can also be reduced by observing that to conserve energy, it must be the

excited atom which moves to a neighboring site, which reduces the factor of
(
N
2

)
in down to N − 1.

We emphasize that the bound in (3.110) is by no means an exact measure of error, and is merely

intended to provide a conservative range of energies and corresponding time scales for which inter-

site effects could become relevant despite negligible single-particle ground-state tunneling rates.

3.F Perturbative parameters for the effective theory

The perturbative effective theory developed in Section 3.3 is organized in powers of the

coupling constants GX . The formally small, dimensionless quantities for this perturbation theory

are the two-body interaction energies KGX divided by the spectral gap ∆ of the non-interacting

Hamiltonian H0. Here K is a ground-state two-body overlap integral and GX is a coupling constant.

The quantities K, GX , and ∆ all depend on the lattice depth U . Figure 3.7 shows these parameters

for the case of 87Sr atoms with X ∈
{

gg, eg−, eg+, ee
}

at lattice depths U ∈ [30, 80]ER, where

ER ≈ 3.5×2π kHz is the lattice photon recoil energy of the atoms. The fact that these perturbative
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Figure 3.7: Dependence of the perturbative parameters KGX/∆ on the lattice depth U .

parameters grow with increasing lattice depth U is a consequence of the fact that the overlap

integral K grows faster with U than the spectral gap ∆. In the case of a harmonic trap with

angular frequency ω, for example, by dimensional analysis these parameters would be

KHOGX
ω

=
GX
ω

∫
d3x |φHO|4 =

GX
ω

∫ dx

∣∣∣∣∣
(
mAω

π

)1/4

e−mAωx
2/2

∣∣∣∣∣
4
3

∝
√
ω, (3.111)

where we assumed that the coupling constants GX vary weakly with ω. While this result may seem

to suggest that the low-energy effective theory should become better at smaller lattice depths,

smaller lattice depths also result in increased theoretical uncertainties from the growing relevance

of the inter-site effects discussed in Appendix 3.E.

3.G Low-excitation M-body Hamiltonian coefficients

When restricted to the subspace of at most one orbital excitation per lattice site, the M -body

Hamiltonians of the low-energy effective theory developed in Section 3.3 can be written in the form

HM =
∑

∣∣∣{µj}∣∣∣=M
(
UM,gn̂µ1,gn̂µ2,g + UM,+n̂µ1,en̂µ2,g + UM,−ĉ

†
µ1,gĉ

†
µ2,eĉµ2,gĉµ1,e

) M∏
α=3

n̂µα,g, (3.112)
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where the coefficients can be expanded as UMX =
∑

p U
(p)
MX with terms U (p)

MX at order p in the

coupling constants GY . The terms U (p)
MX can be determined from the M -body p-order Hamiltonians

H
(p)
M derived in Section 3.3, i.e. in (3.17), (3.19), (3.36), and (3.46). For the effective 2-, 3-, and

4-body Hamiltonians through third order in the coupling constants, the coefficients are

U2,g =
1

2
α
(1)
2 Gg, U2,+ = α

(1)
2 G+, U2,− = α

(1)
2 G−, (3.113)

U
(2)
3,g = −α(2)

3 G2
g, U

(2)
3,+ = −α(2)

3 G+

(
G+ + 2Gg

)
, (3.114)

U
(2)
3,− = −α(2)

3 G−
(
2G+ +G− + 2Gg

)
, (3.115)

U
(3)
3,g =

(
α
(3)
3,1 − α

(3)
5

)
2G3

g +
(
2α

(3)
3,2 − α

(3)
4,3 − α

(3)
5

)
G3

g, (3.116)

U
(3)
3,+ =

(
α
(3)
3,1 − α

(3)
5

)(
G3

+ + 4G2
+Gg +G+G

2
− +G+G

2
g +G3

− +G2
−Gg

)
+
(
2α

(3)
3,2 − α

(3)
4,3 − α

(3)
5

)(
G3

+ +G2
+Gg +G+G

2
− +G+G

2
g +G2

−Gg

)
, (3.117)

U
(3)
3,− =

(
α
(3)
3,1 − α

(3)
5

)
G−

(
3G2

+ + 2G+G− + 8G+Gg + 3G−Gg +G2
g

)
+
(
2α

(3)
3,2 − α

(3)
4,3 − α

(3)
5

)
G−

(
3G2

+ + 2G+G− + 2G+Gg +G2
− +G2

g

)
, (3.118)

U
(3)
4,g =

(
2α

(3)
4,1 − α

(3)
5

)
G3

g +
(
α
(3)
4,2 − α

(3)
5

)
2G3

g, (3.119)

U
(3)
4,+ =

(
2α

(3)
4,1 − α

(3)
5

)
2G+Gg

(
G+ +Gg

)
+
(
α
(3)
4,2 − α

(3)
5

)
G+

(
G2

+ + 2G+Gg + 5G2
g

)
, (3.120)

U
(3)
4,− =

(
2α

(3)
4,1 − α

(3)
5

)
2G−Gg

(
2G+ +G− +Gg

)
+
(
α
(3)
4,2 − α

(3)
5

)
G−

(
3G2

+ + 3G+G− + 4G+Gg +G2
− + 2G−Gg + 5G2

g

)
, (3.121)

In terms of the spatial overlap integrals defined in (3.6) and (3.8), the prefactors α(p)
X on the

coefficients U (p)
X are

α
(1)
2 ≡ K, α

(2)
3 ≡

∑
n>0

K2
n

En
, α

(3)
5 ≡ K

∑
n>0

K2
n

E2
n

, (3.122)
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α
(3)
3,1 ≡

∑
`+m>0
`+n>0

K`mK
m
n K`n

E`mE`n
, α

(3)
3,2 ≡

∑
`+m>0
n>0

K`mKn

E`mEn

(
K`m
n − K`mKn

K

)
, (3.123)

α
(3)
4,1 ≡

∑
m≥0
n>0

KmnKmKn

EmnEn
, α

(3)
4,2 ≡

∑
m,n>0

KmK
m
n Kn

EmEn
, α

(3)
4,3 ≡ K

∑
m+n>0

K2
mn

E2
mn

. (3.124)



Chapter 4

Engineering spin squeezing in a 3D optical lattice with interacting

spin-orbit-coupled fermions

Prologue

The 3D 87Sr optical lattice clock (OLC) is one of the most precise and accurate scientific

instruments ever created, rivaled only by other atomic clocks and large-scale gravitational wave

detectors. In principle, this clock (or rather, a series of these clocks) could measure the age of

the universe (∼ 14 billion years) to within an error measured in milliseconds. However, the 3D

87Sr OLC still operates in the “single-particle” regime, deriving its precision primarily from (i) the

narrow (millihertz) linewidth of an electronic transition in individual atoms, together with (ii) signal

averaging over a large number of independent atomsa that are addressed simultaneously in the clock.

Averaging over N atoms improves clock precision by a factor of ∼ 1/
√
N , which can be traced back

to the reconstruction of a classical distribution from N independent samples (one sample per atom).

A major untapped resource for further improving the 3D 87Sr OLC is the possibility of preparing

entangled clock states in which quantum correlations between atoms conspire to reduce sampling

error. In theory, this strategy can reduce the “classical” factor of 1/
√
N to a “quantum” factor to

1/N , which would improve the precision of a 3D clock with 100× 100× 100 lattice sites by a factor

of 103 (at unit filling).

a The 3D 87Sr OLC operates in a Fermi-degenerate Mott insulating regime, so atoms’ external (spatial) degrees

of freedom are highly correlated. However, the clock signal is encoded in atoms’ internal (electronic) degrees of

freedom, which are essentially independent.
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In this chapter, we present a concrete protocol for preparing spin-squeezed states of many

atoms, whose quantum correlations can be leveraged to improve clock performance. The essen-

tial ingredients for the protocol are SU(2)-symmetric inter-atomic interactions, together with a

symmetry-breaking inhomogeneous single-particle field. The bulk of this chapter is taken from

Ref. [2]. In addition to myself and Ana Maria Rey, this work featured major contributions from

Peiru He, Sean R. Muleady, Robert J. Lewis-Swan, Ross B. Hudson, and Jun Ye.

Abstract

One of the most important tasks in modern quantum science is to coherently control and

entangle many-body systems, and to subsequently use these systems to realize powerful quantum

technologies such as quantum-enhanced sensors. However, many-body entangled states are diffi-

cult to prepare and preserve since internal dynamics and external noise rapidly degrade any useful

entanglement. Here, we introduce a protocol that counterintuitively exploits inhomogeneities, a

typical source of dephasing in a many-body system, in combination with interactions to generate

metrologically useful and robust many-body entangled states. Motivated by current limitations in

state-of-the-art three-dimensional (3D) optical lattice clocks (OLCs) operating at quantum degener-

acy, we use local interactions in a Hubbard model with spin-orbit coupling to achieve a spin-locking

effect. In addition to prolonging inter-particle spin coherence, spin-locking transforms the dephasing

effect of spin-orbit coupling into a collective spin-squeezing process that can be further enhanced

by applying a modulated drive. Our protocol is fully compatible with state-of-the-art 3D OLC

interrogation schemes and may be used to improve their sensitivity, which is currently limited by

the intrinsic quantum noise of independent atoms. We demonstrate that even with realistic exper-

imental imperfections, our protocol may generate ∼ 10–14 dB of spin squeezing in ∼ 1 second with

∼ 102–104 atoms. This capability allows OLCs to enter a new era of quantum enhanced sensing

using correlated quantum states of driven non-equilibrium systems.
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4.1 Introduction

A major frontier of contemporary physics is the understanding of non-equilibrium behaviors

of many-body quantum systems, and the application of these behaviors toward the development

of novel quantum technologies with untapped capabilities [90]. To this end, ultracold atomic,

molecular, and optical systems are ideal platforms for studying unexplored regimes of many-body

physics due to their clean preparation and readout, high controllability, and long coherence times

[91, 92]. The exquisite capabilities of these systems have pushed the frontiers of metrology, quantum

simulation, and quantum information science.

Optical lattice clocks in particular have seen some of the most impressive developments

in recent years, reaching record levels of precision (∼ 3 × 10−19) [42, 73] and accuracy (∼ 1 ×

10−18) [40, 93]. These advancements required important breakthroughs, including the capability

to cool and trap fermionic alkaline-earth atoms in spin-insensitive potentials [22, 94, 95]; the

development of ultracoherent lasers [96–98] to fully exploit an ultranarrow clock transition [17]; the

detailed characterization of inter-atomic interactions [51–53]; and, more recently, the preparation

of a quantum degenerate gas in a three-dimensional (3D) optical lattice [7, 42, 73]. Nonetheless, all

improvements in sensing capabilities to date have been based on single-particle control of internal

atomic degrees of freedom. Such strategies will eventually have diminishing returns due to practical

difficulties in (i) suppressing decoherence from external (motional) degrees of freedom, and (ii)

interrogating more particles without additional systematic errors from interactions [17, 50, 73].

Pushing beyond the current independent-particle paradigm requires leveraging many-body

quantum correlations. Entangled states such as spin-squeezed states [32, 33, 35] can enhance

measurement sensitivity, i.e. the uncertainty ∆θ in the estimation of a parameter θ, below the

standard quantum limit ∆θ ∼ 1/
√
N for N uncorrelated particles [99, 100]. The major challenge for

progress in this direction is that generating entanglement requires interactions, which are generally

undesirable because they degrade atomic coherence, thereby limiting clock performance [17, 47, 48,

50, 54, 101]. In fact, the most precise and accurate optical lattice clocks were designed to operate
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with fermionic atoms in identical nuclear and electronic states to suppress collisional decoherence

[42, 47, 102], as identical fermions cannot interact via the otherwise dominant (s-wave) collisions

at ultracold temperatures. However, an initially spin-polarized Fermi gas still exhibits interactions

at later times due to spin-orbit coupling (SOC) that is induced by the laser that drives the clock

transition (i.e. the “clock laser”) [25, 26, 103, 104]. Specifically, the momentum kick imparted

by this laser imprints a position-dependent phase that induces inhomogeneous spin precession and

generates spin dephasing, thereby making atoms distinguishable and vulnerable to collisions. While

a deep lattice can suppress SOC, it also intensifies the light scattering which currently limits the

coherence time of the clock [7, 23, 105].

In this work, we describe a scheme that can lead to metrological advances in state-of-the-

art optical lattice clocks through direct use of quantum entanglement by harnessing the interplay

between nominally undesirable collisions and SOC. This scheme is made possible in the weak SOC

regime by the formation of an interaction-energy gap that suppresses the SOC-induced population

transfer from the exchange-symmetric Dicke manifold (spanned by spin-polarized, and thus non-

interacting states) to the remainder of Hilbert space. Interactions thereby prolong inter-particle

spin coherence through a spin-locking effect, which additionally transforms the dephasing effect

of SOC into a collective spin squeezing process. To generate spin squeezing, our protocol only

requires the capability to fix (i) the orientation of the clock laser and (ii) the optical lattice depth.

These controls are straightforward to incorporate into current 3D clock interrogation sequences

without sacrificing atom numbers or coherence times. Additionally, we show that by applying a

modulated drive from the clock laser, one can further prepare states that saturate the Heisenberg

limit ∆θ ∼ 1/N for phase sensitivity [33, 35, 100]. This capability mirrors efforts in other settings,

such as nitrogen-vacancy centers in diamond [106, 107] and trapped ions [108], to enhance quantum

metrology through the use of driven non-equilibrium phenomena.

Despite an abundance of proof-of-principle experiments with entangled states [100, 109], so

far only the remarkable example of LIGO [110, 111] has demonstrated a quantum advantage in

a state-of-the-art quantum sensing or measurement system. The new generation of 3D optical
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lattice systems have fully quantized motional degrees of freedom [42], allowing for precise con-

trol of collisional interactions. We demonstrate how these interactions can naturally give rise to

metrologically useful correlated many-body fermionic states, opening a path to not only generate

entanglement, but also harness it to achieve a quantum advantage in a world-class sensor. Such an

advance will ultimately deliver gains to real-world applications including timekeeping, navigation,

telecommunication, and our understanding of the fundamental laws of nature [18].

4.2 Spin squeezing with the Fermi-Hubbard model

We consider N fermionic atoms with two spin states (labeled ↑ and ↓) trapped in a 3D

optical lattice. In this discussion, these spin states are associated with the two electronic states of a

nuclear-spin-polarized gas. At sufficiently low temperatures, atoms occupy the lowest Bloch band

of the lattice and interact only through s-wave collisions. A schematic of this system is provided in

Figure 4.1(a), where tight confinement prevents motion along the vertical direction (z), effectively

forming a stack of independent 2D lattices. For simplicity and without loss of generality, however,

we first consider the case when tunneling can only occur along one direction, x, and thus model

the system as living in one dimension.

An external laser with Rabi frequency Ω and wavenumber kL along the tunneling axis reso-

nantly couples atoms’ internal states through the Hamiltonian Ĥlaser/~ =
∑

j Ωe
ikLxj ĉ†j,↑ĉj,↓ + h.c.,

where ĉjα is a fermionic annihilation operator for an atom on site j with internal state α ∈ {↑, ↓}

and xj is the position of site j. This laser imprints a position-dependent phase that equates to

a momentum kick kL when an atom changes internal states by absorbing or emitting a photon,

thereby generating spin-orbit coupling [26, 103]. After absorbing the position dependence of the

laser Hamiltonian into fermionic operators through the gauge transformation ĉj,↑ → eikLxj ĉj,↑,

which makes Ĥlaser spatially homogeneous, the atoms are well-described in the tight-binding limit

by the Fermi-Hubbard Hamiltonian [112]

Ĥ
(φ)
FH/~ = −J

∑
j

(
eiφĉ†j,↑ĉj+1,↑ + ĉ†j,↓ĉj+1,↓ + h.c.

)
+ U

∑
j

n̂j,↑n̂j,↓, (4.1)
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|S = N/2i
<latexit sha1_base64="3kT2odcKByXlFIfT6sv1lClR5Zw=">AAAB83icbVBNS8NAEJ34WetX1aOXYBE81bQI6kEoevEkFY0ttKFstpN26WYTdzeFEvs7vHhQ8eqf8ea/cdvmoK0PBh7vzTAzz485U9pxvq2FxaXlldXcWn59Y3Nru7Cz+6CiRFJ0acQj2fCJQs4Eupppjo1YIgl9jnW/fzX26wOUikXiXg9j9ELSFSxglGgjeU93FzfHlZYkosuxXSg6JWcCe56UM1KEDLV24avViWgSotCUE6WaZSfWXkqkZpTjKN9KFMaE9kkXm4YKEqLy0snRI/vQKB07iKQpoe2J+nsiJaFSw9A3nSHRPTXrjcX/vGaigzMvZSJONAo6XRQk3NaRPU7A7jCJVPOhIYRKZm61aY9IQrXJKW9CKM++PE/cSum85NyeFKuXWRo52IcDOIIynEIVrqEGLlB4hGd4hTdrYL1Y79bHtHXBymb24A+szx9Z9pFf</latexit><latexit sha1_base64="3kT2odcKByXlFIfT6sv1lClR5Zw=">AAAB83icbVBNS8NAEJ34WetX1aOXYBE81bQI6kEoevEkFY0ttKFstpN26WYTdzeFEvs7vHhQ8eqf8ea/cdvmoK0PBh7vzTAzz485U9pxvq2FxaXlldXcWn59Y3Nru7Cz+6CiRFJ0acQj2fCJQs4Eupppjo1YIgl9jnW/fzX26wOUikXiXg9j9ELSFSxglGgjeU93FzfHlZYkosuxXSg6JWcCe56UM1KEDLV24avViWgSotCUE6WaZSfWXkqkZpTjKN9KFMaE9kkXm4YKEqLy0snRI/vQKB07iKQpoe2J+nsiJaFSw9A3nSHRPTXrjcX/vGaigzMvZSJONAo6XRQk3NaRPU7A7jCJVPOhIYRKZm61aY9IQrXJKW9CKM++PE/cSum85NyeFKuXWRo52IcDOIIynEIVrqEGLlB4hGd4hTdrYL1Y79bHtHXBymb24A+szx9Z9pFf</latexit><latexit sha1_base64="3kT2odcKByXlFIfT6sv1lClR5Zw=">AAAB83icbVBNS8NAEJ34WetX1aOXYBE81bQI6kEoevEkFY0ttKFstpN26WYTdzeFEvs7vHhQ8eqf8ea/cdvmoK0PBh7vzTAzz485U9pxvq2FxaXlldXcWn59Y3Nru7Cz+6CiRFJ0acQj2fCJQs4Eupppjo1YIgl9jnW/fzX26wOUikXiXg9j9ELSFSxglGgjeU93FzfHlZYkosuxXSg6JWcCe56UM1KEDLV24avViWgSotCUE6WaZSfWXkqkZpTjKN9KFMaE9kkXm4YKEqLy0snRI/vQKB07iKQpoe2J+nsiJaFSw9A3nSHRPTXrjcX/vGaigzMvZSJONAo6XRQk3NaRPU7A7jCJVPOhIYRKZm61aY9IQrXJKW9CKM++PE/cSum85NyeFKuXWRo52IcDOIIynEIVrqEGLlB4hGd4hTdrYL1Y79bHtHXBymb24A+szx9Z9pFf</latexit>

|S = N/2� 1i
<latexit sha1_base64="VrwKkzpIEfYMWjJR4vfua1I6aew=">AAAB93icbVBNS8NAEN3Ur1o/GvXoZbEIXqxJEdSDUPTiSSoaW2hD2Wyn7dLNJuxuhBr7S7x4UPHqX/Hmv3Hb5qCtDwYe780wMy+IOVPacb6t3MLi0vJKfrWwtr6xWbS3tu9VlEgKHo14JBsBUcCZAE8zzaERSyBhwKEeDC7Hfv0BpGKRuNPDGPyQ9ATrMkq0kdp28en2/Pqocui2JBE9Dm275JSdCfA8cTNSQhlqbfur1YloEoLQlBOlmq4Taz8lUjPKYVRoJQpiQgekB01DBQlB+enk8BHeN0oHdyNpSmg8UX9PpCRUahgGpjMkuq9mvbH4n9dMdPfUT5mIEw2CThd1E451hMcp4A6TQDUfGkKoZOZWTPtEEqpNVgUTgjv78jzxKuWzsnNzXKpeZGnk0S7aQwfIRSeoiq5QDXmIogQ9o1f0Zj1aL9a79TFtzVnZzA76A+vzB6/ikgI=</latexit><latexit sha1_base64="VrwKkzpIEfYMWjJR4vfua1I6aew=">AAAB93icbVBNS8NAEN3Ur1o/GvXoZbEIXqxJEdSDUPTiSSoaW2hD2Wyn7dLNJuxuhBr7S7x4UPHqX/Hmv3Hb5qCtDwYe780wMy+IOVPacb6t3MLi0vJKfrWwtr6xWbS3tu9VlEgKHo14JBsBUcCZAE8zzaERSyBhwKEeDC7Hfv0BpGKRuNPDGPyQ9ATrMkq0kdp28en2/Pqocui2JBE9Dm275JSdCfA8cTNSQhlqbfur1YloEoLQlBOlmq4Taz8lUjPKYVRoJQpiQgekB01DBQlB+enk8BHeN0oHdyNpSmg8UX9PpCRUahgGpjMkuq9mvbH4n9dMdPfUT5mIEw2CThd1E451hMcp4A6TQDUfGkKoZOZWTPtEEqpNVgUTgjv78jzxKuWzsnNzXKpeZGnk0S7aQwfIRSeoiq5QDXmIogQ9o1f0Zj1aL9a79TFtzVnZzA76A+vzB6/ikgI=</latexit><latexit sha1_base64="VrwKkzpIEfYMWjJR4vfua1I6aew=">AAAB93icbVBNS8NAEN3Ur1o/GvXoZbEIXqxJEdSDUPTiSSoaW2hD2Wyn7dLNJuxuhBr7S7x4UPHqX/Hmv3Hb5qCtDwYe780wMy+IOVPacb6t3MLi0vJKfrWwtr6xWbS3tu9VlEgKHo14JBsBUcCZAE8zzaERSyBhwKEeDC7Hfv0BpGKRuNPDGPyQ9ATrMkq0kdp28en2/Pqocui2JBE9Dm275JSdCfA8cTNSQhlqbfur1YloEoLQlBOlmq4Taz8lUjPKYVRoJQpiQgekB01DBQlB+enk8BHeN0oHdyNpSmg8UX9PpCRUahgGpjMkuq9mvbH4n9dMdPfUT5mIEw2CThd1E451hMcp4A6TQDUfGkKoZOZWTPtEEqpNVgUTgjv78jzxKuWzsnNzXKpeZGnk0S7aQwfIRSeoiq5QDXmIogQ9o1f0Zj1aL9a79TFtzVnZzA76A+vzB6/ikgI=</latexit>

minhvar(Ŝ?
✓ )i

<latexit sha1_base64="m9jExh1wW7jyZDrO3wVafbz7ARo=">AAACJHicbVDLSgNBEJyN7/iKevSyGAS9hI0IKngQvXhUNEbIxtA76SRDZmeXmV4xLPszXvwVLx6MePDitzh5HDSxYKCoqqanK4ilMOR5X05uZnZufmFxKb+8srq2XtjYvDNRojlWeCQjfR+AQSkUVkiQxPtYI4SBxGrQvRj41UfURkTqlnox1kNoK9ESHMhKjcKpT/hEaShU5ktQbYkj4RF0tud3gNKbrJH61EGC7CH1Y9Rxtu/rYbRRKHolbwh3mpTHpMjGuGoU+n4z4kmIirgEY2plL6Z6CpoEl5jl/cRgDLwLbaxZqiBEU0+HV2burlWabivS9ilyh+rviRRCY3phYJMhUMdMegPxP6+WUOu4ngoVJ4SKjxa1EulS5A4qc5tCIyfZswS4FvavLu+ABk622LwtoTx58jSpHJROSt71YfHsfNzGIttmO2yPldkRO2OX7IpVGGfP7JW9s77z4rw5H87nKJpzxjNb7A+c7x8JbKeg</latexit><latexit sha1_base64="m9jExh1wW7jyZDrO3wVafbz7ARo=">AAACJHicbVDLSgNBEJyN7/iKevSyGAS9hI0IKngQvXhUNEbIxtA76SRDZmeXmV4xLPszXvwVLx6MePDitzh5HDSxYKCoqqanK4ilMOR5X05uZnZufmFxKb+8srq2XtjYvDNRojlWeCQjfR+AQSkUVkiQxPtYI4SBxGrQvRj41UfURkTqlnox1kNoK9ESHMhKjcKpT/hEaShU5ktQbYkj4RF0tud3gNKbrJH61EGC7CH1Y9Rxtu/rYbRRKHolbwh3mpTHpMjGuGoU+n4z4kmIirgEY2plL6Z6CpoEl5jl/cRgDLwLbaxZqiBEU0+HV2burlWabivS9ilyh+rviRRCY3phYJMhUMdMegPxP6+WUOu4ngoVJ4SKjxa1EulS5A4qc5tCIyfZswS4FvavLu+ABk622LwtoTx58jSpHJROSt71YfHsfNzGIttmO2yPldkRO2OX7IpVGGfP7JW9s77z4rw5H87nKJpzxjNb7A+c7x8JbKeg</latexit><latexit sha1_base64="m9jExh1wW7jyZDrO3wVafbz7ARo=">AAACJHicbVDLSgNBEJyN7/iKevSyGAS9hI0IKngQvXhUNEbIxtA76SRDZmeXmV4xLPszXvwVLx6MePDitzh5HDSxYKCoqqanK4ilMOR5X05uZnZufmFxKb+8srq2XtjYvDNRojlWeCQjfR+AQSkUVkiQxPtYI4SBxGrQvRj41UfURkTqlnox1kNoK9ESHMhKjcKpT/hEaShU5ktQbYkj4RF0tud3gNKbrJH61EGC7CH1Y9Rxtu/rYbRRKHolbwh3mpTHpMjGuGoU+n4z4kmIirgEY2plL6Z6CpoEl5jl/cRgDLwLbaxZqiBEU0+HV2burlWabivS9ilyh+rviRRCY3phYJMhUMdMegPxP6+WUOu4ngoVJ4SKjxa1EulS5A4qc5tCIyfZswS4FvavLu+ABk622LwtoTx58jSpHJROSt71YfHsfNzGIttmO2yPldkRO2OX7IpVGGfP7JW9s77z4rw5H87nKJpzxjNb7A+c7x8JbKeg</latexit>

E<latexit sha1_base64="TL2TN4ULQIYm5op5ZyuwdLpTr40=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbBU0lFUG9FETy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgorq2vrG8XN0tb2zu5eef/gQcepYuixWMSqHVCNgkv0DDcC24lCGgUCW8HoZuq3nlBpHst7M07Qj+hA8pAzaqzUvO2VK27VnYEsk1pOKpCj0St/dfsxSyOUhgmqdafmJsbPqDKcCZyUuqnGhLIRHWDHUkkj1H42O3RCTqzSJ2GsbElDZurviYxGWo+jwHZG1Az1ojcV//M6qQkv/YzLJDUo2XxRmApiYjL9mvS5QmbE2BLKFLe3EjakijJjsynZEGqLLy8T76x6VXWb55X6dZ5GEY7gGE6hBhdQhztogAcMEJ7hFd6cR+fFeXc+5q0FJ585hD9wPn8ABzSMnA==</latexit><latexit sha1_base64="TL2TN4ULQIYm5op5ZyuwdLpTr40=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbBU0lFUG9FETy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgorq2vrG8XN0tb2zu5eef/gQcepYuixWMSqHVCNgkv0DDcC24lCGgUCW8HoZuq3nlBpHst7M07Qj+hA8pAzaqzUvO2VK27VnYEsk1pOKpCj0St/dfsxSyOUhgmqdafmJsbPqDKcCZyUuqnGhLIRHWDHUkkj1H42O3RCTqzSJ2GsbElDZurviYxGWo+jwHZG1Az1ojcV//M6qQkv/YzLJDUo2XxRmApiYjL9mvS5QmbE2BLKFLe3EjakijJjsynZEGqLLy8T76x6VXWb55X6dZ5GEY7gGE6hBhdQhztogAcMEJ7hFd6cR+fFeXc+5q0FJ585hD9wPn8ABzSMnA==</latexit><latexit sha1_base64="TL2TN4ULQIYm5op5ZyuwdLpTr40=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbBU0lFUG9FETy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgorq2vrG8XN0tb2zu5eef/gQcepYuixWMSqHVCNgkv0DDcC24lCGgUCW8HoZuq3nlBpHst7M07Qj+hA8pAzaqzUvO2VK27VnYEsk1pOKpCj0St/dfsxSyOUhgmqdafmJsbPqDKcCZyUuqnGhLIRHWDHUkkj1H42O3RCTqzSJ2GsbElDZurviYxGWo+jwHZG1Az1ojcV//M6qQkv/YzLJDUo2XxRmApiYjL9mvS5QmbE2BLKFLe3EjakijJjsynZEGqLLy8T76x6VXWb55X6dZ5GEY7gGE6hBhdQhztogAcMEJ7hFd6cR+fFeXc+5q0FJ585hD9wPn8ABzSMnA==</latexit>

⇡
<latexit sha1_base64="dCyMQGHIbd/MTZiNoBIXsj2d5PA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqN4KXjxWNLbQhrLZbtqlm03YnQgl9Cd48aDi1X/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTx6NEmmGfdZIhPdCanhUijuo0DJO6nmNA4lb4fjm5nffuLaiEQ94CTlQUyHSkSCUbTSfS8V/WrNrbtzkFXiFaQGBVr96ldvkLAs5gqZpMZ0PTfFIKcaBZN8WullhqeUjemQdy1VNOYmyOenTsmZVQYkSrQthWSu/p7IaWzMJA5tZ0xxZJa9mfif180wugpyodIMuWKLRVEmCSZk9jcZCM0ZyokllGlhbyVsRDVlaNOp2BC85ZdXiX9Rv667d5e1ZrNIowwncArn4EEDmnALLfCBwRCe4RXeHOm8OO/Ox6K15BQzx/AHzucPvGmNng==</latexit><latexit sha1_base64="dCyMQGHIbd/MTZiNoBIXsj2d5PA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqN4KXjxWNLbQhrLZbtqlm03YnQgl9Cd48aDi1X/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTx6NEmmGfdZIhPdCanhUijuo0DJO6nmNA4lb4fjm5nffuLaiEQ94CTlQUyHSkSCUbTSfS8V/WrNrbtzkFXiFaQGBVr96ldvkLAs5gqZpMZ0PTfFIKcaBZN8WullhqeUjemQdy1VNOYmyOenTsmZVQYkSrQthWSu/p7IaWzMJA5tZ0xxZJa9mfif180wugpyodIMuWKLRVEmCSZk9jcZCM0ZyokllGlhbyVsRDVlaNOp2BC85ZdXiX9Rv667d5e1ZrNIowwncArn4EEDmnALLfCBwRCe4RXeHOm8OO/Ox6K15BQzx/AHzucPvGmNng==</latexit><latexit sha1_base64="dCyMQGHIbd/MTZiNoBIXsj2d5PA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqN4KXjxWNLbQhrLZbtqlm03YnQgl9Cd48aDi1X/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTx6NEmmGfdZIhPdCanhUijuo0DJO6nmNA4lb4fjm5nffuLaiEQ94CTlQUyHSkSCUbTSfS8V/WrNrbtzkFXiFaQGBVr96ldvkLAs5gqZpMZ0PTfFIKcaBZN8WullhqeUjemQdy1VNOYmyOenTsmZVQYkSrQthWSu/p7IaWzMJA5tZ0xxZJa9mfif180wugpyodIMuWKLRVEmCSZk9jcZCM0ZyokllGlhbyVsRDVlaNOp2BC85ZdXiX9Rv667d5e1ZrNIowwncArn4EEDmnALLfCBwRCe4RXeHOm8OO/Ox6K15BQzx/AHzucPvGmNng==</latexit>

�⇡
<latexit sha1_base64="lyk8nXU0EqG3U0PcAj3Q7XrFWc0=">AAAB6nicbVBNSwMxEJ31s9avqkcvwSJ4seyKoN4KXjxWcG2hXUo2zbahSTYkWaEs/QtePKh49Rd589+YbfegrQ8GHu/NMDMvVpwZ6/vf3srq2vrGZmWrur2zu7dfOzh8NGmmCQ1JylPdibGhnEkaWmY57ShNsYg5bcfj28JvP1FtWCof7ETRSOChZAkj2BbSeU+xfq3uN/wZ0DIJSlKHEq1+7as3SEkmqLSEY2O6ga9slGNtGeF0Wu1lhipMxnhIu45KLKiJ8tmtU3TqlAFKUu1KWjRTf0/kWBgzEbHrFNiOzKJXiP953cwm11HOpMoslWS+KMk4sikqHkcDpimxfOIIJpq5WxEZYY2JdfFUXQjB4svLJLxo3DT8+8t6s1mmUYFjOIEzCOAKmnAHLQiBwAie4RXePOG9eO/ex7x1xStnjuAPvM8fJe2N1Q==</latexit><latexit sha1_base64="lyk8nXU0EqG3U0PcAj3Q7XrFWc0=">AAAB6nicbVBNSwMxEJ31s9avqkcvwSJ4seyKoN4KXjxWcG2hXUo2zbahSTYkWaEs/QtePKh49Rd589+YbfegrQ8GHu/NMDMvVpwZ6/vf3srq2vrGZmWrur2zu7dfOzh8NGmmCQ1JylPdibGhnEkaWmY57ShNsYg5bcfj28JvP1FtWCof7ETRSOChZAkj2BbSeU+xfq3uN/wZ0DIJSlKHEq1+7as3SEkmqLSEY2O6ga9slGNtGeF0Wu1lhipMxnhIu45KLKiJ8tmtU3TqlAFKUu1KWjRTf0/kWBgzEbHrFNiOzKJXiP953cwm11HOpMoslWS+KMk4sikqHkcDpimxfOIIJpq5WxEZYY2JdfFUXQjB4svLJLxo3DT8+8t6s1mmUYFjOIEzCOAKmnAHLQiBwAie4RXePOG9eO/ex7x1xStnjuAPvM8fJe2N1Q==</latexit><latexit sha1_base64="lyk8nXU0EqG3U0PcAj3Q7XrFWc0=">AAAB6nicbVBNSwMxEJ31s9avqkcvwSJ4seyKoN4KXjxWcG2hXUo2zbahSTYkWaEs/QtePKh49Rd589+YbfegrQ8GHu/NMDMvVpwZ6/vf3srq2vrGZmWrur2zu7dfOzh8NGmmCQ1JylPdibGhnEkaWmY57ShNsYg5bcfj28JvP1FtWCof7ETRSOChZAkj2BbSeU+xfq3uN/wZ0DIJSlKHEq1+7as3SEkmqLSEY2O6ga9slGNtGeF0Wu1lhipMxnhIu45KLKiJ8tmtU3TqlAFKUu1KWjRTf0/kWBgzEbHrFNiOzKJXiP953cwm11HOpMoslWS+KMk4sikqHkcDpimxfOIIJpq5WxEZYY2JdfFUXQjB4svLJLxo3DT8+8t6s1mmUYFjOIEzCOAKmnAHLQiBwAie4RXePOG9eO/ex7x1xStnjuAPvM8fJe2N1Q==</latexit>

qa
<latexit sha1_base64="ooLPcgkfE9avtSE71NA8tXxlW5k=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8FLx6rGFtoQ9lsN+3SzSbuToQS+g+8eFDx6k/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88mCTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LR9dRvPXFtRKLucZzyIKYDJSLBKFrp7pH2qjW37s5AlolXkBoUaPaqX91+wrKYK2SSGtPx3BSDnGoUTPJJpZsZnlI2ogPesVTRmJsgn106ISdW6ZMo0bYUkpn6eyKnsTHjOLSdMcWhWfSm4n9eJ8PoMsiFSjPkis0XRZkkmJDp26QvNGcox5ZQpoW9lbAh1ZShDadiQ/AWX14m/ln9qu7entcajSKNMhzBMZyCBxfQgBtogg8MIniGV3hzRs6L8+58zFtLTjFzCH/gfP4AASSNMQ==</latexit><latexit sha1_base64="ooLPcgkfE9avtSE71NA8tXxlW5k=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8FLx6rGFtoQ9lsN+3SzSbuToQS+g+8eFDx6k/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88mCTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LR9dRvPXFtRKLucZzyIKYDJSLBKFrp7pH2qjW37s5AlolXkBoUaPaqX91+wrKYK2SSGtPx3BSDnGoUTPJJpZsZnlI2ogPesVTRmJsgn106ISdW6ZMo0bYUkpn6eyKnsTHjOLSdMcWhWfSm4n9eJ8PoMsiFSjPkis0XRZkkmJDp26QvNGcox5ZQpoW9lbAh1ZShDadiQ/AWX14m/ln9qu7entcajSKNMhzBMZyCBxfQgBtogg8MIniGV3hzRs6L8+58zFtLTjFzCH/gfP4AASSNMQ==</latexit><latexit sha1_base64="ooLPcgkfE9avtSE71NA8tXxlW5k=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8FLx6rGFtoQ9lsN+3SzSbuToQS+g+8eFDx6k/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88mCTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LR9dRvPXFtRKLucZzyIKYDJSLBKFrp7pH2qjW37s5AlolXkBoUaPaqX91+wrKYK2SSGtPx3BSDnGoUTPJJpZsZnlI2ogPesVTRmJsgn106ISdW6ZMo0bYUkpn6eyKnsTHjOLSdMcWhWfSm4n9eJ8PoMsiFSjPkis0XRZkkmJDp26QvNGcox5ZQpoW9lbAh1ZShDadiQ/AWX14m/ln9qu7entcajSKNMhzBMZyCBxfQgBtogg8MIniGV3hzRs6L8+58zFtLTjFzCH/gfP4AASSNMQ==</latexit>

�
<latexit sha1_base64="tkC7rSvQ03NlJqM5ibSvuNVDpp8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqN6KXjxWMLbQhrLZbpqlu5uwuxFK6F/w4kHFq7/Im//GTZuDtj4YeLw3w8y8MOVMG9f9dipr6xubW9Xt2s7u3v5B/fDoUSeZItQnCU9UL8Saciapb5jhtJcqikXIaTec3BZ+94kqzRL5YKYpDQQeSxYxgk0hDdKYDesNt+nOgVaJV5IGlOgM61+DUUIyQaUhHGvd99zUBDlWhhFOZ7VBpmmKyQSPad9SiQXVQT6/dYbOrDJCUaJsSYPm6u+JHAutpyK0nQKbWC97hfif189MdBXkTKaZoZIsFkUZRyZBxeNoxBQlhk8twUQxeysiMVaYGBtPzYbgLb+8SvyL5nXTvb9stG/KNKpwAqdwDh60oA130AEfCMTwDK/w5gjnxXl3PhatFaecOYY/cD5/AIBljhI=</latexit><latexit sha1_base64="tkC7rSvQ03NlJqM5ibSvuNVDpp8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqN6KXjxWMLbQhrLZbpqlu5uwuxFK6F/w4kHFq7/Im//GTZuDtj4YeLw3w8y8MOVMG9f9dipr6xubW9Xt2s7u3v5B/fDoUSeZItQnCU9UL8Saciapb5jhtJcqikXIaTec3BZ+94kqzRL5YKYpDQQeSxYxgk0hDdKYDesNt+nOgVaJV5IGlOgM61+DUUIyQaUhHGvd99zUBDlWhhFOZ7VBpmmKyQSPad9SiQXVQT6/dYbOrDJCUaJsSYPm6u+JHAutpyK0nQKbWC97hfif189MdBXkTKaZoZIsFkUZRyZBxeNoxBQlhk8twUQxeysiMVaYGBtPzYbgLb+8SvyL5nXTvb9stG/KNKpwAqdwDh60oA130AEfCMTwDK/w5gjnxXl3PhatFaecOYY/cD5/AIBljhI=</latexit><latexit sha1_base64="tkC7rSvQ03NlJqM5ibSvuNVDpp8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqN6KXjxWMLbQhrLZbpqlu5uwuxFK6F/w4kHFq7/Im//GTZuDtj4YeLw3w8y8MOVMG9f9dipr6xubW9Xt2s7u3v5B/fDoUSeZItQnCU9UL8Saciapb5jhtJcqikXIaTec3BZ+94kqzRL5YKYpDQQeSxYxgk0hDdKYDesNt+nOgVaJV5IGlOgM61+DUUIyQaUhHGvd99zUBDlWhhFOZ7VBpmmKyQSPad9SiQXVQT6/dYbOrDJCUaJsSYPm6u+JHAutpyK0nQKbWC97hfif189MdBXkTKaZoZIsFkUZRyZBxeNoxBQlhk8twUQxeysiMVaYGBtPzYbgLb+8SvyL5nXTvb9stG/KNKpwAqdwDh60oA130AEfCMTwDK/w5gjnxXl3PhatFaecOYY/cD5/AIBljhI=</latexit>

4J
<latexit sha1_base64="y4CyuR6b0Gxs+wgGI6yBS68kFjA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mloN6KXsRTFWMLbSib7aZdutmE3YlQQv+BFw8qXv1J3vw3btsctPXBwOO9GWbmBYkUBl332ymsrK6tbxQ3S1vbO7t75f2DRxOnmnGPxTLW7YAaLoXiHgqUvJ1oTqNA8lYwup76rSeujYjVA44T7kd0oEQoGEUr3ddve+WKW3VnIMuklpMK5Gj2yl/dfszSiCtkkhrTqbkJ+hnVKJjkk1I3NTyhbEQHvGOpohE3fja7dEJOrNInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4YWfCZWkyBWbLwpTSTAm07dJX2jOUI4toUwLeythQ6opQxtOyYZQW3x5mXhn1cuqe1evNK7yNIpwBMdwCjU4hwbcQBM8YBDCM7zCmzNyXpx352PeWnDymUP4A+fzB4J2jN8=</latexit><latexit sha1_base64="y4CyuR6b0Gxs+wgGI6yBS68kFjA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mloN6KXsRTFWMLbSib7aZdutmE3YlQQv+BFw8qXv1J3vw3btsctPXBwOO9GWbmBYkUBl332ymsrK6tbxQ3S1vbO7t75f2DRxOnmnGPxTLW7YAaLoXiHgqUvJ1oTqNA8lYwup76rSeujYjVA44T7kd0oEQoGEUr3ddve+WKW3VnIMuklpMK5Gj2yl/dfszSiCtkkhrTqbkJ+hnVKJjkk1I3NTyhbEQHvGOpohE3fja7dEJOrNInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4YWfCZWkyBWbLwpTSTAm07dJX2jOUI4toUwLeythQ6opQxtOyYZQW3x5mXhn1cuqe1evNK7yNIpwBMdwCjU4hwbcQBM8YBDCM7zCmzNyXpx352PeWnDymUP4A+fzB4J2jN8=</latexit><latexit sha1_base64="y4CyuR6b0Gxs+wgGI6yBS68kFjA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mloN6KXsRTFWMLbSib7aZdutmE3YlQQv+BFw8qXv1J3vw3btsctPXBwOO9GWbmBYkUBl332ymsrK6tbxQ3S1vbO7t75f2DRxOnmnGPxTLW7YAaLoXiHgqUvJ1oTqNA8lYwup76rSeujYjVA44T7kd0oEQoGEUr3ddve+WKW3VnIMuklpMK5Gj2yl/dfszSiCtkkhrTqbkJ+hnVKJjkk1I3NTyhbEQHvGOpohE3fja7dEJOrNInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4YWfCZWkyBWbLwpTSTAm07dJX2jOUI4toUwLeythQ6opQxtOyYZQW3x5mXhn1cuqe1evNK7yNIpwBMdwCjU4hwbcQBM8YBDCM7zCmzNyXpx352PeWnDymUP4A+fzB4J2jN8=</latexit>

⌦eikL·r
<latexit sha1_base64="URxtsA+ywhufqhLkNYP18SxM4JQ=">AAACKXicbVDLTgIxFO3gC/GFunTTSExckcGYiDuMGxcmYiJCwiDplDvQ0HmkvWMkk/keN/6KGxa+tv6IZWCh4Emanpxz723vcSMpNNr2p5VbWl5ZXcuvFzY2t7Z3irt79zqMFYcGD2WoWi7TIEUADRQooRUpYL4roekOLyd+8xGUFmFwh6MIOj7rB8ITnKGRusUL58aHPqPwkAgH4cmMSLLb9ZJhmnYznlynDu+FOF+g0jQtdIslu2xnoIukMiMlMkO9Wxw7vZDHPgTIJdO6XbEj7CRMoeAS0oITa4gYH7I+tA0NmA+6k2SrpvTIKD3qhcqcAGmm/u5ImK/1yHdNpc9woOe9ifif147Rq3YSEUQxQsCnD3mxpBjSSW60JxRwlCNDGFfC/JXyAVOMo0l3EkJlfuVF0jgpn5ft29NSrTpLI08OyCE5JhVyRmrkitRJg3DyTF7JG3m3Xqyx9WF9TUtz1qxnn/yB9f0DYy2p5g==</latexit><latexit sha1_base64="URxtsA+ywhufqhLkNYP18SxM4JQ=">AAACKXicbVDLTgIxFO3gC/GFunTTSExckcGYiDuMGxcmYiJCwiDplDvQ0HmkvWMkk/keN/6KGxa+tv6IZWCh4Emanpxz723vcSMpNNr2p5VbWl5ZXcuvFzY2t7Z3irt79zqMFYcGD2WoWi7TIEUADRQooRUpYL4roekOLyd+8xGUFmFwh6MIOj7rB8ITnKGRusUL58aHPqPwkAgH4cmMSLLb9ZJhmnYznlynDu+FOF+g0jQtdIslu2xnoIukMiMlMkO9Wxw7vZDHPgTIJdO6XbEj7CRMoeAS0oITa4gYH7I+tA0NmA+6k2SrpvTIKD3qhcqcAGmm/u5ImK/1yHdNpc9woOe9ifif147Rq3YSEUQxQsCnD3mxpBjSSW60JxRwlCNDGFfC/JXyAVOMo0l3EkJlfuVF0jgpn5ft29NSrTpLI08OyCE5JhVyRmrkitRJg3DyTF7JG3m3Xqyx9WF9TUtz1qxnn/yB9f0DYy2p5g==</latexit><latexit sha1_base64="URxtsA+ywhufqhLkNYP18SxM4JQ=">AAACKXicbVDLTgIxFO3gC/GFunTTSExckcGYiDuMGxcmYiJCwiDplDvQ0HmkvWMkk/keN/6KGxa+tv6IZWCh4Emanpxz723vcSMpNNr2p5VbWl5ZXcuvFzY2t7Z3irt79zqMFYcGD2WoWi7TIEUADRQooRUpYL4roekOLyd+8xGUFmFwh6MIOj7rB8ITnKGRusUL58aHPqPwkAgH4cmMSLLb9ZJhmnYznlynDu+FOF+g0jQtdIslu2xnoIukMiMlMkO9Wxw7vZDHPgTIJdO6XbEj7CRMoeAS0oITa4gYH7I+tA0NmA+6k2SrpvTIKD3qhcqcAGmm/u5ImK/1yHdNpc9woOe9ifif147Rq3YSEUQxQsCnD3mxpBjSSW60JxRwlCNDGFfC/JXyAVOMo0l3EkJlfuVF0jgpn5ft29NSrTpLI08OyCE5JhVyRmrkitRJg3DyTF7JG3m3Xqyx9WF9TUtz1qxnn/yB9f0DYy2p5g==</latexit>

q
x

<latexit sha1_base64="le/L3xngvDCkBlaA4wJ4UArltxs=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsJ+3SzYe7E2kJ+RtePKh49dd489+4bXPQ1gcDj/dmmJnnJ1JotO1vq7Syura+Ud6sbG3v7O5V9w8edJwqDi6PZazaPtMgRQQuCpTQThSw0JfQ8kc3U7/1BEqLOLrHSQJeyAaRCARnaKTuYy/rIowxG+d5r1qz6/YMdJk4BamRAs1e9avbj3kaQoRcMq07jp2glzGFgkvIK91UQ8L4iA2gY2jEQtBeNrs5pydG6dMgVqYipDP190TGQq0noW86Q4ZDvehNxf+8TorBpZeJKEkRIj5fFKSSYkynAdC+UMBRTgxhXAlzK+VDphhHE1PFhOAsvrxM3LP6Vd2+O681ros0yuSIHJNT4pAL0iC3pElcwklCnskrebNS68V6tz7mrSWrmDkkf2B9/gBnepIe</latexit><latexit sha1_base64="le/L3xngvDCkBlaA4wJ4UArltxs=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsJ+3SzYe7E2kJ+RtePKh49dd489+4bXPQ1gcDj/dmmJnnJ1JotO1vq7Syura+Ud6sbG3v7O5V9w8edJwqDi6PZazaPtMgRQQuCpTQThSw0JfQ8kc3U7/1BEqLOLrHSQJeyAaRCARnaKTuYy/rIowxG+d5r1qz6/YMdJk4BamRAs1e9avbj3kaQoRcMq07jp2glzGFgkvIK91UQ8L4iA2gY2jEQtBeNrs5pydG6dMgVqYipDP190TGQq0noW86Q4ZDvehNxf+8TorBpZeJKEkRIj5fFKSSYkynAdC+UMBRTgxhXAlzK+VDphhHE1PFhOAsvrxM3LP6Vd2+O681ros0yuSIHJNT4pAL0iC3pElcwklCnskrebNS68V6tz7mrSWrmDkkf2B9/gBnepIe</latexit><latexit sha1_base64="le/L3xngvDCkBlaA4wJ4UArltxs=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsJ+3SzYe7E2kJ+RtePKh49dd489+4bXPQ1gcDj/dmmJnnJ1JotO1vq7Syura+Ud6sbG3v7O5V9w8edJwqDi6PZazaPtMgRQQuCpTQThSw0JfQ8kc3U7/1BEqLOLrHSQJeyAaRCARnaKTuYy/rIowxG+d5r1qz6/YMdJk4BamRAs1e9avbj3kaQoRcMq07jp2glzGFgkvIK91UQ8L4iA2gY2jEQtBeNrs5pydG6dMgVqYipDP190TGQq0noW86Q4ZDvehNxf+8TorBpZeJKEkRIj5fFKSSYkynAdC+UMBRTgxhXAlzK+VDphhHE1PFhOAsvrxM3LP6Vd2+O681ros0yuSIHJNT4pAL0iC3pElcwklCnskrebNS68V6tz7mrSWrmDkkf2B9/gBnepIe</latexit>

qy
<latexit sha1_base64="e3XQvRsMZVwn1ZEexHM1K4j9/DE=">AAAB8nicbVBNS8NAEN34WetX1aOXxSJ4KokI6q3oxWMFYwttKJvtpF26+XB3IoaQv+HFg4pXf403/43bNgdtfTDweG+GmXl+IoVG2/62lpZXVtfWKxvVza3tnd3a3v69jlPFweWxjFXHZxqkiMBFgRI6iQIW+hLa/vh64rcfQWkRR3eYJeCFbBiJQHCGRuo99PMewhPmWVH0a3W7YU9BF4lTkjop0erXvnqDmKchRMgl07rr2Al6OVMouISi2ks1JIyP2RC6hkYsBO3l05sLemyUAQ1iZSpCOlV/T+Qs1DoLfdMZMhzpeW8i/ud1UwwuvFxESYoQ8dmiIJUUYzoJgA6EAo4yM4RxJcytlI+YYhxNTFUTgjP/8iJxTxuXDfv2rN68KtOokENyRE6IQ85Jk9yQFnEJJwl5Jq/kzUqtF+vd+pi1LlnlzAH5A+vzB2j/kh8=</latexit><latexit sha1_base64="e3XQvRsMZVwn1ZEexHM1K4j9/DE=">AAAB8nicbVBNS8NAEN34WetX1aOXxSJ4KokI6q3oxWMFYwttKJvtpF26+XB3IoaQv+HFg4pXf403/43bNgdtfTDweG+GmXl+IoVG2/62lpZXVtfWKxvVza3tnd3a3v69jlPFweWxjFXHZxqkiMBFgRI6iQIW+hLa/vh64rcfQWkRR3eYJeCFbBiJQHCGRuo99PMewhPmWVH0a3W7YU9BF4lTkjop0erXvnqDmKchRMgl07rr2Al6OVMouISi2ks1JIyP2RC6hkYsBO3l05sLemyUAQ1iZSpCOlV/T+Qs1DoLfdMZMhzpeW8i/ud1UwwuvFxESYoQ8dmiIJUUYzoJgA6EAo4yM4RxJcytlI+YYhxNTFUTgjP/8iJxTxuXDfv2rN68KtOokENyRE6IQ85Jk9yQFnEJJwl5Jq/kzUqtF+vd+pi1LlnlzAH5A+vzB2j/kh8=</latexit><latexit sha1_base64="e3XQvRsMZVwn1ZEexHM1K4j9/DE=">AAAB8nicbVBNS8NAEN34WetX1aOXxSJ4KokI6q3oxWMFYwttKJvtpF26+XB3IoaQv+HFg4pXf403/43bNgdtfTDweG+GmXl+IoVG2/62lpZXVtfWKxvVza3tnd3a3v69jlPFweWxjFXHZxqkiMBFgRI6iQIW+hLa/vh64rcfQWkRR3eYJeCFbBiJQHCGRuo99PMewhPmWVH0a3W7YU9BF4lTkjop0erXvnqDmKchRMgl07rr2Al6OVMouISi2ks1JIyP2RC6hkYsBO3l05sLemyUAQ1iZSpCOlV/T+Qs1DoLfdMZMhzpeW8i/ud1UwwuvFxESYoQ8dmiIJUUYzoJgA6EAo4yM4RxJcytlI+YYhxNTFUTgjP/8iJxTxuXDfv2rN68KtOokENyRE6IQ85Jk9yQFnEJJwl5Jq/kzUqtF+vd+pi1LlnlzAH5A+vzB2j/kh8=</latexit>
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Bq ŝ
z
q

<latexit sha1_base64="sMmL8aWYUtL4Vk62ciw5dpPSQQI=">AAACCnicbVC7TsNAEDzzDOFloKSxEiHREDkICeii0FAGCZNIsbHOl3NyyvmRuzUiWO5p+BUaCkC0fAEdf8M5cQEJI600N7Or2x0v5kyCaX5rC4tLyyurpbXy+sbm1ra+s3sjo0QQapGIR6LjYUk5C6kFDDjtxILiwOO07Q0vcr99R4VkUXgN45g6Ae6HzGcEg5JcvXJkyyRw01HWdEf2AEMqs/x1m9pA7yF9yDJXr5o1cwJjntQLUkUFWq7+ZfcikgQ0BMKxlN26GYOTYgGMcJqV7UTSGJMh7tOuoiEOqHTSyS2ZcaCUnuFHQlUIxkT9PZHiQMpx4KnOAMNAznq5+J/XTcA/c1IWxgnQkEw/8hNuQGTkwRg9JigBPlYEE8HUrgYZYIEJqPjKKoT67MnzxDqundfMq5Nqo1mkUUL7qIIOUR2doga6RC1kIYIe0TN6RW/ak/aivWsf09YFrZjZQ3+gff4Ako+cPw==</latexit><latexit sha1_base64="sMmL8aWYUtL4Vk62ciw5dpPSQQI=">AAACCnicbVC7TsNAEDzzDOFloKSxEiHREDkICeii0FAGCZNIsbHOl3NyyvmRuzUiWO5p+BUaCkC0fAEdf8M5cQEJI600N7Or2x0v5kyCaX5rC4tLyyurpbXy+sbm1ra+s3sjo0QQapGIR6LjYUk5C6kFDDjtxILiwOO07Q0vcr99R4VkUXgN45g6Ae6HzGcEg5JcvXJkyyRw01HWdEf2AEMqs/x1m9pA7yF9yDJXr5o1cwJjntQLUkUFWq7+ZfcikgQ0BMKxlN26GYOTYgGMcJqV7UTSGJMh7tOuoiEOqHTSyS2ZcaCUnuFHQlUIxkT9PZHiQMpx4KnOAMNAznq5+J/XTcA/c1IWxgnQkEw/8hNuQGTkwRg9JigBPlYEE8HUrgYZYIEJqPjKKoT67MnzxDqundfMq5Nqo1mkUUL7qIIOUR2doga6RC1kIYIe0TN6RW/ak/aivWsf09YFrZjZQ3+gff4Ako+cPw==</latexit><latexit sha1_base64="sMmL8aWYUtL4Vk62ciw5dpPSQQI=">AAACCnicbVC7TsNAEDzzDOFloKSxEiHREDkICeii0FAGCZNIsbHOl3NyyvmRuzUiWO5p+BUaCkC0fAEdf8M5cQEJI600N7Or2x0v5kyCaX5rC4tLyyurpbXy+sbm1ra+s3sjo0QQapGIR6LjYUk5C6kFDDjtxILiwOO07Q0vcr99R4VkUXgN45g6Ae6HzGcEg5JcvXJkyyRw01HWdEf2AEMqs/x1m9pA7yF9yDJXr5o1cwJjntQLUkUFWq7+ZfcikgQ0BMKxlN26GYOTYgGMcJqV7UTSGJMh7tOuoiEOqHTSyS2ZcaCUnuFHQlUIxkT9PZHiQMpx4KnOAMNAznq5+J/XTcA/c1IWxgnQkEw/8hNuQGTkwRg9JigBPlYEE8HUrgYZYIEJqPjKKoT67MnzxDqundfMq5Nqo1mkUUL7qIIOUR2doga6RC1kIYIe0TN6RW/ak/aivWsf09YFrZjZQ3+gff4Ako+cPw==</latexit>

fU
<latexit sha1_base64="Oqmv8gt5rjRFLCiWBSxzqr1leaw=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsN+3SzSbsToQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88miTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzdRvPXFtRKIecJzyIKYDJSLBKFrpPiJ+r1pz6+4MZJl4BalBgWav+tXtJyyLuUImqTEdz00xyKlGwSSfVLqZ4SllIzrgHUsVjbkJ8tmpE3JilT6JEm1LIZmpvydyGhszjkPbGVMcmkVvKv7ndTKMLoNcqDRDrth8UZRJggmZ/k36QnOGcmwJZVrYWwkbUk0Z2nQqNgRv8eVl4p/Vr+ru3XmtcV2kUYYjOIZT8OACGnALTfCBwQCe4RXeHOm8OO/Ox7y15BQzh/AHzucPNLmNRg==</latexit><latexit sha1_base64="Oqmv8gt5rjRFLCiWBSxzqr1leaw=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsN+3SzSbsToQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88miTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzdRvPXFtRKIecJzyIKYDJSLBKFrpPiJ+r1pz6+4MZJl4BalBgWav+tXtJyyLuUImqTEdz00xyKlGwSSfVLqZ4SllIzrgHUsVjbkJ8tmpE3JilT6JEm1LIZmpvydyGhszjkPbGVMcmkVvKv7ndTKMLoNcqDRDrth8UZRJggmZ/k36QnOGcmwJZVrYWwkbUk0Z2nQqNgRv8eVl4p/Vr+ru3XmtcV2kUYYjOIZT8OACGnALTfCBwQCe4RXeHOm8OO/Ox7y15BQzh/AHzucPNLmNRg==</latexit><latexit sha1_base64="Oqmv8gt5rjRFLCiWBSxzqr1leaw=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsN+3SzSbsToQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88miTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzdRvPXFtRKIecJzyIKYDJSLBKFrpPiJ+r1pz6+4MZJl4BalBgWav+tXtJyyLuUImqTEdz00xyKlGwSSfVLqZ4SllIzrgHUsVjbkJ8tmpE3JilT6JEm1LIZmpvydyGhszjkPbGVMcmkVvKv7ndTKMLoNcqDRDrth8UZRJggmZ/k36QnOGcmwJZVrYWwkbUk0Z2nQqNgRv8eVl4p/Vr+ru3XmtcV2kUYYjOIZT8OACGnALTfCBwQCe4RXeHOm8OO/Ox7y15BQzh/AHzucPNLmNRg==</latexit>
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Figure 4.1: Schematic of the setup for spin squeezing. (a) We consider N fermionic atoms
with two (pseudo-)spin components, represented by red and blue spheres, trapped in the ground
band of an optical lattice (shown in 2D for the sake of presentation). Atoms tunnel to neighboring
sites at a rate J and experience on-site interactions with strength U . An external laser carrying a
position dependent phase eikL·r couples the spin states of the atoms. (b) After a gauge transforma-
tion, different spin states exhibit different dispersion relations with a relative phase φ = kLa, where
a is the lattice spacing. The external laser couples spin states with identical quasi-momenta q in
the gauge-transformed frame. (c) If interactions are sufficiently weak, all motional degrees of free-
dom become frozen in momentum space, with atoms effectively pinned to fixed quasi-momentum
modes q. The dynamics on the frozen q-space lattice can then be mapped to a spin model in which
collisional interactions correspond to a uniform, all-to-all ferromagnetic Heisenberg Hamiltonian
with strength U/L, where L is the total number of lattice sites. (d) The spin dependence of the
dispersion relation is captured by a mode-dependent axial field Bq that generates inhomogeneous
spin precession. This axial field couples exchange-symmetric many-body Dicke states with total
spin S = N/2 to spin-wave states with S = N/2 − 1. The all-to-all interaction opens an energy
gap fU (with f = N/L the filling fraction of spatial modes) between the Dicke states and the
spin-wave states, which forbids population transfer between them in the weak-field limit. (e) To
generate spin squeezing via one-axis twisting, we initialize a product state with all spins polarized
in −z (i.e. in |↓〉), and apply a fast external laser pulse to rotate all spins into x. We then let atoms
freely evolve for a variable time t (with a spin-echo pulse), after which the amount of spin squeezing
can be determined experimentally from global spin measurements. The spin-squeezed state can be
used for a follow-up clock interrogation protocol (see Appendix 4.E).
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where J is the nearest-neighbor tunneling rate; the SOC angle φ ≡ kLa determines the phase gained

by spin-up atoms upon tunneling from site j to site j + 1 (in the gauge-transformed frame) with

lattice spacing a = xj+1 − xj ; U is the on-site interaction energy of two atoms; and n̂jα ≡ ĉ†jαĉjα is

a number operator.

The Fermi-Hubbard Hamiltonian can be re-written in the quasi-momentum basis with an-

nihiliation operators ĉqα ≡ L−1/2
∑

j e
−iqxj ĉjα, where q is a quasi-momentum and L is the total

number of lattice sites. In this basis, the single-particle Hamiltonian exhibits shifted dispersion

relations that signify spin-orbit coupling [see Figure 4.1(b)]:

Ĥ
(φ)
FH,single/~ = −2J

∑
q

[
cos(qa+ φ)n̂q,↑ + cos(qa)n̂q,↓

]
. (4.2)

When U . J , interaction energies are too weak for collisions to change the occupancies of single-

particle quasi-momentum modes. Atoms are then pinned to these modes, which form a lattice in

quasi-momentum space [see Figure 4.1(c)] [104]. In this strong-tunneling limit, the Fermi-Hubbard

Hamiltonian [Eqn. (4.2)] can be mapped to a spin-1/2 system with a collective ferromagnetic

Heisenberg interaction and an inhomogeneous axial field, given by [50, 54, 104]

Ĥspin/~ = −U
L
Ŝ · Ŝ −

∑
q

Bq ŝ
z
q, (4.3)

where Ŝ =
∑

q ŝq is a collective spin operator; ŝq is a spin-1/2 operator for mode q with components

ŝj=x,y,z
q ≡ 1

2

∑
α,β ĉ

†
qασ

j
αβ ĉqβ defined in terms of the Pauli matrices σj=x,y,z; the sums over q run over

all occupied quasi-momentum modes; and Bq ≡ −4J sin
(
qa+ φ/2

)
sin
(
φ/2

)
is the SOC-induced

axial field.

On its own, the collective Heisenberg term (∼ Ŝ · Ŝ) in Eqn. (4.3) opens an energy gap

fU , with f ≡ N/L the filling fraction of spatial modes, between the collective Dicke states∣∣S = N/2,MS

〉
and the remainder of Hilbert space [50, 113–115] with S < N/2. Here S and

MS respectively label the eigenvalues of the collective spin operators Ŝ · Ŝ and Ŝz, with eigenvalues

S(S+1) for non-negative S ∈
{
N/2, N/2− 1, · · ·

}
and MS ∈ {−S,−S + 1, · · · , S}. The axial field

Bq generally couples states within the Dicke manifold to states outside it. In the weak SOC limit
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(i.e. Bq � fU), however, the interaction energy gap suppresses population transfer between states

with different total spin S [see Figure 4.1(d)]. In this regime, the virtual occupation of states outside

the Dicke manifold can be accounted for perturbatively. The symmetries of SOC as expressed in

Eqn. (4.3) dictate that this treatment should yield powers of Ŝz when projected onto the collective

Dicke manifold at higher orders in perturbation theory. At second order in perturbation theory (see

Appendix 4.A), we thus find that SOC effectively yields a one-axis twisting (OAT) model widely

known to generate squeezing dynamics [33, 35]:

Ĥeff/~ = −U
L
Ŝ · Ŝ −BŜz + χŜ2

z , χ ≡ B̃2

(N − 1)fU
, (4.4)

where B ≡
∑

q Bq/N is the mean and B̃2 ≡
∑

q

(
Bq −B

)2
/N the variance of the axial field. The

effect of the ∼ Ŝ · Ŝ term is to generate a relative phase between states with different total spin

S and thus has no effect on dynamics restricted to a fixed S. Note also that the collective spin

rotation from BŜz can be eliminated by going into a rotating frame or by using a spin echo.

The entire protocol for preparing a squeezed state via OAT, sketched out in Figure 4.1(e),

reduces to a standard Ramsey protocol with a spin echo: after initially preparing a spin-down

(i.e. −ẑ) polarized sample of ultracold atoms populating the lowest Bloch band of a lattice, a

fast π/2 pulse is applied with the clock laser to rotate all spin vectors into +x̂. The atoms then

freely evolve for a variable time t (possibly with spin-echo π-pulses), after which the amount of

metrologically useful spin squeezing, measured by the Ramsey squeezing parameter

ξ2 ≡ min
θ

〈var(Ŝ⊥
θ )〉 ×N/

∣∣∣〈Ŝ〉∣∣∣2 , (4.5)

can be determined experimentally from global spin measurements. Here 〈Ŝ〉 is the mean collective

spin vector and 〈var(Ŝ⊥
θ )〉 is the variance of spin measurements along an axis orthogonal to 〈Ŝ〉,

parameterized by the angle θ ∈ [0, 2π).

The above protocol concerns only the preparation of a spin-squeezed state, which would then

be used as an input state for a follow-up clock interrogation protocol without SOC. While increasing

the lattice depth to turn off SOC during clock interrogation is the simplest approach, this will limit



84

the interrogation time due to light scattering (see discussion below). Alternatively, it is possible

to keep the same lattice depth used for the spin squeezing generation by adding a specific pulse

sequence to suppress SOC. See details in Appendix 4.E.

4.2.1 Model validity

The validity of the OAT model in Eqn. (4.4) relies on two key conditions concerning exper-

imental parameter regimes. First, the on-site interaction energy U should not be much larger in

magnitude than the tunneling rate J (clarified below); otherwise, one cannot assume frozen mo-

tional degrees of freedom (i.e. with atoms pinned to fixed quasi-momentum modes) and map the

Fermi-Hubbard model to a spin model. Second, the SOC-induced fields Bq ∼ J sin
(
φ/2

)
should

be considerably smaller in magnitude than the interaction energy gap fU , as otherwise one can-

not perturbatively transform SOC into OAT. These two conditions can be satisfied by appropriate

choices of U/J and the SOC angle φ, which are respectively controlled by tuning the lattice depth

and changing the angle between the clock laser and the lattice axes [see Figure 4.1(a)].

We demonstrate the importance of these conditions in Figure 4.2, where we show numerical

results from exact simulations of a 1D system with L = 12 sites. Therein, optimal squeezing

achievable under unitary dynamics is provided in dB, i.e. −10 log10(ξ
2
opt), while the time at which

this squeezing occurs is provided in units of the nearest-neighbor tunneling time 2π/J . At f = 1

atom per lattice site, i.e. half filling of all atomic states in the lowest Bloch band, the spin model

[Eqn. (4.3)] agrees almost exactly with the Fermi-Hubbard (FH) model [Eqn. (4.2)] up through

(and exceeding) U/J = 8. The agreement at half filling (f = 1) is assisted by Pauli blocking of

mode-changing collisions. Below half filling (f = 5/6), these two (FH and spin) models show good

agreement at U/J . 2, while at U/J & 2 mode-changing collisions start to become relevant and

invalidate the frozen-mode assumption of the spin model. Note that we chose filling f = 5/6 to

demonstrate that our protocol should work, albeit sub-optimally, even in this highly hole-doped

case; in practice, optimized experiments are capable of achieving fillings closer to the optimal

f = 1 [116]. Interestingly, even with mode-changing collisions the Fermi-Hubbard model exhibits
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Figure 4.2: Benchmarking the spin and one-axis twisting models. Comparisons of maximum
squeezing (top panels, a.i and b.i) and optimal squeezing time (lower panels, a.ii and b.ii) between
the Fermi-Hubbard (FH), spin, and one-axis twisting (OAT) models; obtained numerically via the
protocol depicted in Figure 4.1(e) in a 1D lattice with L = 12 sites. Results are shown for half
filling with N = 12, f ≡ N/L = 1 (left panels, a.i and a.ii) and filling f = 5/6 (right panels, b.i
and b.ii) as a function of U/J and the SOC angle φ. In both cases, the system is initialized in the
corresponding ground state. Insets for both f = 1 and f = 5/6 show (in green) regions of the U -φ
plane in which both the optimal squeezing (in dB) and the corresponding squeezing time of all three
models agree to within 20%. At half filling (a.i and a.ii), mode-changing collisions are suppressed
by Pauli blocking, resulting in almost exact agreement between the FH and spin models; both of
these models converge onto the OAT model in the gap-protected, weak SOC regime of large U/J
and small φ. The spin and OAT models show similar behavior away from half filling (b.i and b.ii),
but the presence of mode-changing collisions results in their disagreement with the FH model as
interactions begin to dominate at larger U/J . Even below half filling, however, the FH exhibits
comparable amounts of squeezing to the spin model across a broad range of U/J and φ, albeit at
earlier times when U/J & 2.
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comparable amounts of squeezing to the spin model, and achieves this squeezing in less time. The

spin and OAT models agree in the regime of weak SOC with B̃ ∼ J sin
(
φ/2

)
� fU , and exhibit

different squeezing behaviors outside this regime as single-particle spin dephasing can no longer be

treated as a weak perturbation to the spin-locking interactions.

In realistic implementations, the Gaussian profile of the laser beams always introduces an

additional effective harmonic potential that modifies the translational invariance assumed so far. We

present a detailed discussion of the role of the harmonic trap in Appendix 4.I, where we demonstrate

that the addition of harmonic confinement barely modifies the achievable spin squeezing with

currently accessible trapping frequencies. We find that the existence of single-particle localized

modes in the lattice with harmonic confinement [24, 117] helps to protect spin squeezing and shifts

the optimal parameter window to U/J & 2.

4.2.2 Two-axis twisting

The above scheme for OAT achieves optimal spin squeezing that scales as ξ2opt ∼ N−2/3 with

minimal intervention, i.e. a standard Ramsey protocol. Further improvements upon this scheme

can be made by introducing a time-dependent driving field that transforms the OAT Hamiltonian

into a two-axis twisting (TAT) one. While the OAT model initially generates squeezing faster than

the TAT model, the squeezing generation rate of OAT (measured in dB per second) falls off with

time, while the squeezing generation rate for TAT remains approximately constant until reaching

Heisenberg-limited amount of spin squeezing with ξ2opt ∼ N−1 [33].

There are two general strategies for converting OAT into TAT: by use of either a pulsed

[118] or continuous [119] drive protocol. For simplicity, we consider the latter in this work, al-

though the pulsed protocol could provide additional advantages, as explained at the end of Ap-

pendix 4.E. Following the prescription in Ref. [119], we use the clock laser to apply an amplitude-

modulated drive Ĥdrive(t)/~ = Ω0 cos(ωt)Ŝx. If the modulation frequency ω satisfies ω � Nχ and

J0

(
2Ω0/ω

)
= ±1/3, where χ is the OAT squeezing strength in Eqn. (4.4) and J0 is the zero-order

Bessel function of the first kind, then up to (i) an ∼ Ŝ · Ŝ term that contributes only overall phase
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factors, and (ii) an ∼ Ŝz term that can be eliminated with a simple dynamical decoupling pulse

sequence (see Appendix 4.D), the effective Hamiltonian becomes Ĥ(+)
TAT/~ = (χ/3)(Ŝ2

z − Ŝ2
x) or

Ĥ
(−)
TAT/~ = (χ/3)(Ŝ2

y − Ŝ2
x) (see Appendix 4.C), which squeezes an initial state polarized along the

y or z axis, respectively.

4.3 Experimental implementation and practical considerations

Thus far, we have largely considered the general preparation of spin-squeezed states with the

Fermi-Hubbard model. Here, we discuss the specific implementation of the above protocols in the

state-of-the-art 3D 87Sr optical lattice clock (OLC). If successful, such an implementation would

(to our knowledge) for the first time break through the proof-of-principle stage of spin squeezing

efforts, and achieve a genuine metrological enhancement of a world-class quantum sensor.

As required for our protocol, 3D 87Sr OLC has demonstrated the capability to load a quantum

degenerate gas into a 3D lattice at the “magic wavelength” (λlattice = 2a ≈ 813 nm) for which both

the ground (1S0, ↓) and first excited (3P0, ↑) electronic states (i.e. the “clock states”) of the atoms

experience the same optical potential [42]. Furthermore, the 3D 87Sr OLC currently operates at

sufficiently low temperatures to ensure vanishing population above the lowest Bloch band, such

that its dynamics are governed by the Fermi-Hubbard Hamiltonian [Eqn. (4.2)] [112].

An external clock laser with wavelength λL ≈ 698 nm resonantly interrogates the 1S0 and 3P0

states of the atoms and generates spin-orbit coupling (SOC) [103]. While the relative wavelengths

of the lattice and clock lasers do not allow for weak SOC along all three lattice axes, weak SOC

along two axes can be implemented by, for example, (i) fixing a large lattice depth along the z axis,

effectively freezing atomic motion along z, and then (ii) making the clock laser nearly collinear

with the z axis, with only a small projection of its wavenumber kL onto the x-y plane [see Figure

4.1(a)]. The entire 3D OLC then factorizes into an array of independent 2D systems with N = f`2

atoms each, where ` is the number of lattice sites along each axis of the lattice. As in the 1D case,

atoms within the 2D system experience all-to-all interactions, as well as spin-orbit coupling along

two directions characterized by SOC angles φx,y = kx,y
L a. Generally speaking, higher-dimensional
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systems (e.g. 2D vs. 1D) are more desirable because they allow packing more interacting atoms

into a fixed system volume, thereby increasing the maximally attainable amount of spin squeezing.

Figure 4.3 shows, for both OAT and TAT protocols, the maximally attainable amount of

spin squeezing and the shortest time at which it occurs as a function of the lattice depth V0 and

linear lattice size ` in a single half-filled 2D layer (i.e. f = 1, N = `2) of the 3D OLC. Atoms

are confined along the direction transverse to the 2D layer by a lattice of depth 60 ER, where ER

is the atomic lattice recoil energy. The maximally attainable amount of spin squeezing by each

protocol in Figure 4.3 depends only on the atom number N , while the shortest attainable time

is determined by choosing the largest SOC angles φx = φy ≡ φ which saturate B̃/U ≈ 0.05. We

impose this constraint on B̃/U to ensure validity of the OAT Hamiltonian perturbatively derived

in Appendix 4.A (see also Appendix 4.B).

Currently, light scattering from the lattice beams induces decoherence of the clock on a time

scale of ∼ 10 seconds [7, 23], which is much shorter than the natural 3P0 lifetime of ∼ 160 seconds

(see Appendix 4.F). This limitation imposes significant constraints on achievable spin squeezing, as

shown in Figure 4.4 where the maximal squeezing with spin decay in the OAT case was determined

using exact expressions for spin correlators derived in Ref. [120], while in the TAT case these

correlators were determined by solving Heisenberg equations of motion for collective spin operators

[3] (see Appendix 4.H). Due to the fast growth of Heisenberg operators in systems with all-to-all

interactions, the latter method is not always capable of simulating up to the optimal squeezing

time, and thus only provides a lower bound on the maximal squeezing theoretically obtainable via

TAT.

The results in Figure 4.4 show that squeezing via OAT saturates with system size around

N ≈ 103 (` ≈ 30), while TAT allows for continued squeezing gains through N = 104 (` = 100).

Even with decoherence, our protocol may realistically generate ∼ 10–14 dB of spin squeezing in

∼ 1 second with ∼ 102–104 atoms in a 2D section of the lattice, which is compatible with the atom

numbers and interrogation times of state-of-the-art optical lattice clocks [42, 73]. This amount of

spin squeezing exceeds those reported in the ground-state nuclear spin sublevels of a state-of-the-art
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Figure 4.3: Optimal squeezing with one- and two-axis twisting in a 2D section of the 3D 87Sr
optical lattice clock. (a) The maximum amount of squeezing depends only on the atom number
N = `2, where ` is the number of lattice sites along each axis of the lattice. While the time scales
for squeezing generally depend on several experimental parameters, the time at which maximal
squeezing occurs can be minimized at any given lattice depth V0 by choosing SOC angles φ that
saturate B̃/U ≈ 0.05, where B̃ is the variance of the SOC-induced axial field and U is the two-atom
on-site interaction energy. Panels (b, c) show these minimal squeezing times as a function of the
depth V0 and linear size ` of the lattice. Lattice depths V0 are normalized to the atomic lattice
recoil energy ER, and the upper axis on panels (b, c) marks values of U/J at fixed lattice depths.
In general, TAT achieves more squeezing than OAT for any system size, and achieves optimal
squeezing faster for N & 400 atoms, as denoted by a dotted line in panels (b, c).
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Figure 4.4: Optimal squeezing with decoherence via one- and two-axis twisting in a 2D section
of the 3D 87Sr optical lattice clock (OLC). In practice, decoherence due to light scattering limits
the amount of squeezing that is attainable in the the 3D 87Sr OLC. Due to growing squeezing times
with increasing system size, the maximal squeezing obtainable via OAT saturates past ` ≈ 30 sites
along each axis of the lattice, with N ≈ 103 atoms total. The more favorable size-dependence of
TAT time scales, however, allow for continued squeezing gains through ` = 100 (N = 104). While
the OAT results in (a) are exact, the TAT results in (b) reflect only a lower bound on the maximum
squeezing obtainable, albeit one that is likely close (within a few dB) to the actual value. Optimal
squeezing times in the presence of decoherence are generally smaller than the corresponding times
shown in Figure 4.3, as decoherence typically degrades squeezing before it reaches the decoherence-
free maximum. The decoherence considered in this work also limits maximally achievable squeezing
to ∼ 20 dB less than the decoherence-free maxima shown in Figure 4.3. Sample plots of squeezing
over time for particular choices of lattice size (`) and depth (V0/ER) are provided in Appendix 4.G.



91

171Yb OLC (∼ 6.5 dB) [121]. While the latter protocol might be used to transfer spin squeezing to

the electronic clock state, to date there has been no demonstration of spin squeezing in an optical

clock transition.

In addition to light scattering, p-wave losses from inelastic 3P0 collisions [50, 53, 122] can also

degrade the maximum achievable spin squeezing, which becomes more pronounced for shallower

lattices. More details on p-wave losses are discussed in Appendix 4.J, where we show that operating

at lattice depths V0 & 7ER may be necessary to suppress the impact of inelastic collisions on spin

squeezing, at the cost of slightly increasing light scattering.

The sources of decoherence considered above are not fundamental, and can be avoided by,

for instance, using two nuclear spin levels as spin-1/2 degrees of freedom that are interrogated by

far-detuned Raman transitions instead of a direct optical transition [123]. The strength of SOC for

Raman transitions is tunable and, moreover, the lifetimes of ground nuclear spin levels are longer

than 100 seconds in the lattice [7]. In this case, our protocol for preparing a squeezed state would

additionally end with a coherent state transfer from nuclear to electronic degrees of freedom to

retain metrological utility for the atomic clock. If, for example, the −9/2 and −7/2 nuclear spin

states are used for the preparation of a squeezed state, then the collective-spin entanglement of

atoms can be transferred to electronic states at the end of the spin squeezing protocol with a σ−

polarized π pulse. Such a pulse can transfer
∣∣g,−7/2

〉
to
∣∣e,−9/2

〉
without affecting

∣∣g,−9/2
〉
,

where g and e respectively denote the ground and excited (electronic) clock states.

4.4 Conclusions

We have proposed a new protocol to generate spin squeezing in a fermionic 3D optical lattice

clock by combining nominally undesirable atomic collisions with spin-orbit coupling. To our knowl-

edge, this is the first proposal to use quantum correlations in a many-body fermionic system to

push state-of-the-art quantum sensors beyond the independent-particle regime, thereby achieving a

genuine quantum advantage. Such capability could allow for major improvements in clock sensitiv-

ity and bandwidth, enhancing not only traditional timekeeping applications such as measurement
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standards, navigation (GPS), and telecommunications, but also geodesy and gravitational wave de-

tection, precision tests of fundamental physics, and the search for new physics beyond the standard

model [18].
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4.A Derivation of the effective one-axis-twisting model

Suppose we have a Hamiltonian of the form (~ = 1)

H = H0 + V, (4.6)

with

H0 = −U
L
S · S, V = −

∑
n

Bns
(n)
z +ΩSx, (4.7)

and we consider N -particle states initially in the ground-state manifold G0 of H0, which have total

spin S = N/2. If the largest eigenvalue of V is smaller in magnitude than half of the collective

spin gap NU/L = fU , i.e. the energy gap under H0 between G0 and its orthogonal complement E0,

then we can formally develop a perturbative treatment for the action of V on G0. Such a treatment

yields an effective Hamiltonian on G0 of the form Heff =
∑

pH
(p)
eff , where H(p)

eff is order p in V .

Letting P0 (Q0) be a projector onto G0 (E0), we define the super-operators O and L by

OV ≡ P0VQ0 +Q0V P0, LV ≡
∑
α,β

|α〉〈α| OV |β〉〈β|
Eα − Eβ

, (4.8)
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where H0 =
∑

αEα |α〉〈α|. The first few terms in the expansion of the effective Hamiltonian Heff

are then, as derived in Ref. [80],

H
(0)
eff = P0H0P0, H

(1)
eff = P0V P0, (4.9)

and

H
(2)
eff = −1

2
P0 [OV,LV ]− P0, (4.10)

with [X,Y ]− ≡ XY −Y X. The zero-order effective Hamiltonian H(0)
eff = H0 within the ground-state

manifold. To calculate H(1)
eff , we note that the ground-state manifold G0 is spanned by the Dicke

states

|m〉 ∝ S
N/2+m
+ |↓〉⊗n , S+ ≡

∑
n

s
(n)
+ , (4.11)

in terms of which we can expand the collective spin-z operator as Sz =
∑

mm |m〉〈m|. We can

likewise expand the collective spin-x operator Sx in terms of x-oriented Dicke states |mx〉 as Sx =∑
mm |mx〉〈mx|. The ground-state projector P0 onto G0 can be expanded in either basis as P0 =∑
m |m〉〈m| =

∑
m |mx〉〈mx|. Defining the mean and residual fields

B ≡ 1

N

∑
n

Bn, bn ≡ Bn −B, (4.12)

we can then write

V = −
∑
n

(
bn +B

)
s(n)z +ΩSx = −

∑
n

bns
(n)
z −BSz +ΩSx, (4.13)

and in turn

H
(1)
eff = P0

(
−
∑
n

bns
(n)
z −BSz +ΩSx

)
P0 = −

∑
n

bnP0s
(n)
z P0 −BSz +ΩSx, (4.14)

where we used the fact that P0Sj=z,xP0 = Sj within the ground-state manifold. By construction,

the residual fields are mean-zero, i.e.
∑

n bn = 0. Using the particle-exchange symmetry of the

Dicke states, we can therefore expand

∑
n

bnP0s
(n)
z P0 =

∑
n,m,m′

bn |m〉〈m| s(n)z
∣∣m′〉〈m′∣∣ =∑

n

bn
∑
m,m′

|m〉〈m| s(1)z
∣∣m′〉〈m′∣∣ = 0, (4.15)
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which implies

H
(1)
eff = −BSz +ΩSx. (4.16)

To calculate the second-order effective Hamiltonian H(2)
eff , we let B0 (E0) denote an eigenbasis of H0

for the excited subspace E0, and set the ground-state energy to 0. We then define the operator

I ≡
∑

|α〉∈B0(E0)

|α〉〈α|
Eα

, (4.17)

which sums over projections onto excited states with corresponding energetic suppression factors,

in terms of which we can write

H
(2)
eff = −P0V IV P0, (4.18)

which is simply an operator-level version of the textbook expression for second-order perturbation

theory. The only part of V which is off-diagonal with respect to the ground- and excited-state

manifolds G0 and E0 is −
∑

n bns
(n)
z , and the individual spin operators in this remainder can only

change the total spin S by at most 1. It is therefore sufficient to expand I in a basis for states

which span the image of G0 under all s(n)z within the S = N/2−1 manifold. Such a basis is provided

by the spin-wave states

|mk〉 ∝
N∑
n=1

e2πikn/Ns
(n)
+ |m− 1〉 , (4.19)

for k = 1, 2, · · · , N − 1 [47]. Using the fact that all spin-z operators preserve the projection of total

spin onto the z axis, we then have that

H
(2)
eff = − 1

fU

∑
m,k,n,n′

bnbn′ |m〉〈m| s(n)z |mk〉〈mk| s(n′)
z |m〉〈m| , (4.20)

where the relevant matrix elements between the Dicke states and the spin-wave states are [47]〈
m
∣∣∣ s(n)z

∣∣∣mk〉 = e2πikn/N

√
(N/2)2 −m2

N2(N − 1)
, (4.21)

which implies

H
(2)
eff = − 1

fU

∑
m

(N/2)2 −m2

N2(N − 1)
|m〉〈m| ×

∑
k,n,n′

bnbn′e2πik
(
n−n′)/N . (4.22)
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Using the fact that
∑

n bn = 0, we can expand

∑
k,n,n′

bnbn′e2πik
(
n−n′)/N =

∑
n,n′

bnbn′

N−1∑
k=1

e2πik
(
n−n′)/N =

∑
n,n′

bnbn′

N−1∑
k=0

e2πik
(
n−n′)/N , (4.23)

where the sum over k vanishes for n 6= n′ and equals N when n = n′, so

∑
k,n,n′

bnbn′e2πik
(
n−n′)/N = N2B̃2, (4.24)

where

B̃2 ≡ 1

N

∑
n

b2n =
1

N

∑
n

(
Bn −B

)2
. (4.25)

We therefore have that

H
(2)
eff = −

∑
m

(
N/2

)2 −m2

(N − 1) fU
B̃2 |m〉〈m| , (4.26)

where the
(
N/2

)2 term contributes a global energy shift which we can neglect, while the m2 term

is proportional to m2 |m〉〈m| = S2
z . In total, the effective Hamiltonian through second order in

perturbation theory is thus

Heff = −U
L
S · S −BSz +ΩSx + χS2

z , (4.27)

with

χ ≡ B̃2

(N − 1) fU
. (4.28)

We benchmark the validity of this effective Hamiltonian via exact simulations of the spin [Eqn. (4.3)]

and OAT [Eqn. (4.4)] Hamiltonians in a system of 20 spins, finding that the relative error in maximal

squeezing (in dB) of the OAT model is less than 3% when B̃/U < 0.06 (see Appendix 4.B).

4.B Numerical benchmarking of the OAT model

Here we provide additional information about our benchmarking of the one-axis twisting

model against the spin model. This benchmarking was performed via exact simulations of a 20-

spin system. Figure 4.5 shows the relative error in maximal squeezing of the OAT model (measured
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Figure 4.5: Relative error between maximal squeezing (measured in dB) obtained by the OAT
[Eqn. (4.4)] and spin [Eqn. (4.3)] models of the main text in a system of 20 particles. The OAT
model correctly captures the maximal squeezing (in dB) of the spin model to within 3% (marked
by the horizontal reference line) within the gap-protected regime B̃/U < 0.06.

against the spin model) as a function of the reduced field variance B̃/U . Here squeezing is measured

in decibels (dB) by −10 log10 ξ
2 for the squeezing parameter ξ2 define in Eqn. (4.5). The relative

error in maximal squeezing (in dB) by the OAT model is less than 3% when B̃/U < 0.06.

In principle, spin-changing decoherence compromises the validity of the OAT model, as its

perturbative derivation in Appendix 4.A relies on spin population remaining primarily within the

Dicke manifold. This assumption breaks down in the presence of, for example, spontaneous emis-

sion, which transfers population outside of the Dicke manifold. Nonetheless, we find decent agree-

ment between the OAT and spin models when decoherence is sufficiently weak (see Figure 4.6).
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<latexit sha1_base64="T0imKrMuwRvid5EEXyf4h05fwyk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBahXkoignorePFYxdhCE8pmu2mXbj7YnYgl9G948aDi1V/jzX/jts1BWx8MPN6bYWZekEqh0ba/rdLK6tr6RnmzsrW9s7tX3T940EmmGHdZIhPVCajmUsTcRYGSd1LFaRRI3g5G11O//ciVFkl8j+OU+xEdxCIUjKKRPA/5EwZhXqenk161ZjfsGcgycQpSgwKtXvXL6ycsi3iMTFKtu46dop9ThYJJPql4meYpZSM64F1DYxpx7eezmyfkxCh9EibKVIxkpv6eyGmk9TgKTGdEcagXvan4n9fNMLz0cxGnGfKYzReFmSSYkGkApC8UZyjHhlCmhLmVsCFVlKGJqWJCcBZfXibuWeOqYd+e15p3RRplOIJjqIMDF9CEG2iBCwxSeIZXeLMy68V6tz7mrSWrmDmEP7A+fwA/I5Fo</latexit><latexit sha1_base64="T0imKrMuwRvid5EEXyf4h05fwyk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBahXkoignorePFYxdhCE8pmu2mXbj7YnYgl9G948aDi1V/jzX/jts1BWx8MPN6bYWZekEqh0ba/rdLK6tr6RnmzsrW9s7tX3T940EmmGHdZIhPVCajmUsTcRYGSd1LFaRRI3g5G11O//ciVFkl8j+OU+xEdxCIUjKKRPA/5EwZhXqenk161ZjfsGcgycQpSgwKtXvXL6ycsi3iMTFKtu46dop9ThYJJPql4meYpZSM64F1DYxpx7eezmyfkxCh9EibKVIxkpv6eyGmk9TgKTGdEcagXvan4n9fNMLz0cxGnGfKYzReFmSSYkGkApC8UZyjHhlCmhLmVsCFVlKGJqWJCcBZfXibuWeOqYd+e15p3RRplOIJjqIMDF9CEG2iBCwxSeIZXeLMy68V6tz7mrSWrmDmEP7A+fwA/I5Fo</latexit><latexit sha1_base64="T0imKrMuwRvid5EEXyf4h05fwyk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBahXkoignorePFYxdhCE8pmu2mXbj7YnYgl9G948aDi1V/jzX/jts1BWx8MPN6bYWZekEqh0ba/rdLK6tr6RnmzsrW9s7tX3T940EmmGHdZIhPVCajmUsTcRYGSd1LFaRRI3g5G11O//ciVFkl8j+OU+xEdxCIUjKKRPA/5EwZhXqenk161ZjfsGcgycQpSgwKtXvXL6ycsi3iMTFKtu46dop9ThYJJPql4meYpZSM64F1DYxpx7eezmyfkxCh9EibKVIxkpv6eyGmk9TgKTGdEcagXvan4n9fNMLz0cxGnGfKYzReFmSSYkGkApC8UZyjHhlCmhLmVsCFVlKGJqWJCcBZfXibuWeOqYd+e15p3RRplOIJjqIMDF9CEG2iBCwxSeIZXeLMy68V6tz7mrSWrmDmEP7A+fwA/I5Fo</latexit>

(b)
<latexit sha1_base64="SoKxpXExriVsjmJEMv4f9be0zCM=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBahXkoignorePFYxdhCE8pmO2mXbj7YnYgl9G948aDi1V/jzX/jts1BWx8MPN6bYWZekEqh0ba/rdLK6tr6RnmzsrW9s7tX3T940EmmOLg8kYnqBEyDFDG4KFBCJ1XAokBCOxhdT/32Iygtkvgexyn4ERvEIhScoZE8D+EJgzCvB6eTXrVmN+wZ6DJxClIjBVq96pfXT3gWQYxcMq27jp2inzOFgkuYVLxMQ8r4iA2ga2jMItB+Prt5Qk+M0qdhokzFSGfq74mcRVqPo8B0RgyHetGbiv953QzDSz8XcZohxHy+KMwkxYROA6B9oYCjHBvCuBLmVsqHTDGOJqaKCcFZfHmZuGeNq4Z9e15r3hVplMkROSZ14pAL0iQ3pEVcwklKnskrebMy68V6tz7mrSWrmDkkf2B9/gBAqJFp</latexit><latexit sha1_base64="SoKxpXExriVsjmJEMv4f9be0zCM=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBahXkoignorePFYxdhCE8pmO2mXbj7YnYgl9G948aDi1V/jzX/jts1BWx8MPN6bYWZekEqh0ba/rdLK6tr6RnmzsrW9s7tX3T940EmmOLg8kYnqBEyDFDG4KFBCJ1XAokBCOxhdT/32Iygtkvgexyn4ERvEIhScoZE8D+EJgzCvB6eTXrVmN+wZ6DJxClIjBVq96pfXT3gWQYxcMq27jp2inzOFgkuYVLxMQ8r4iA2ga2jMItB+Prt5Qk+M0qdhokzFSGfq74mcRVqPo8B0RgyHetGbiv953QzDSz8XcZohxHy+KMwkxYROA6B9oYCjHBvCuBLmVsqHTDGOJqaKCcFZfHmZuGeNq4Z9e15r3hVplMkROSZ14pAL0iQ3pEVcwklKnskrebMy68V6tz7mrSWrmDkkf2B9/gBAqJFp</latexit><latexit sha1_base64="SoKxpXExriVsjmJEMv4f9be0zCM=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBahXkoignorePFYxdhCE8pmO2mXbj7YnYgl9G948aDi1V/jzX/jts1BWx8MPN6bYWZekEqh0ba/rdLK6tr6RnmzsrW9s7tX3T940EmmOLg8kYnqBEyDFDG4KFBCJ1XAokBCOxhdT/32Iygtkvgexyn4ERvEIhScoZE8D+EJgzCvB6eTXrVmN+wZ6DJxClIjBVq96pfXT3gWQYxcMq27jp2inzOFgkuYVLxMQ8r4iA2ga2jMItB+Prt5Qk+M0qdhokzFSGfq74mcRVqPo8B0RgyHetGbiv953QzDSz8XcZohxHy+KMwkxYROA6B9oYCjHBvCuBLmVsqHTDGOJqaKCcFZfHmZuGeNq4Z9e15r3hVplMkROSZ14pAL0iQ3pEVcwklKnskrebMy68V6tz7mrSWrmDkkf2B9/gBAqJFp</latexit>

Figure 4.6: Comparison between the OAT and the spin model in the presence of de-
coherence. (a) The difference between the maximal squeezing (measured in dB) obtained by
the OAT [Eqn. (4.4)] and spin [Eqn. (4.3)] models increases with the particle number N and the
single-particle spontaneous emission rate γ. This disagreement is attributed in part to the fact that
spontaneous emission transfers population of the collective spin state outside of the Dicke mani-
fold, violating an assumption of the OAT model; see panel (b). The rate of population transfer
outside of the Dicke manifold increases with both particle number and spontaneous emission rate.
(Parameters for simulations in this figure: U = 1000 Hz, J = 200 Hz, and φ = π/20).
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4.C Two-axis twisting, decoherence, and the residual axial field

The protocol we use to transform one-axis twisting (OAT) into two-axis twisting (TAT) is

as previously proposed in Ref. [119]; we provide a summary of this protocol here, in addition to

some brief discussion of its implications for decoherence and the residual ∼ S · S and ∼ Sz terms

of our OAT protocol. The TAT protocol begins with the OAT Hamiltonian with a time-dependent

transverse field,

H = χS2
z +Ω(t)Sx, Ω (t) = βω cos (ωt) , (4.29)

where β is the modulation index of the driving field and the drive frequency ω � Nχ, with N

the total number of spins. Moving into the rotating frame of Ω(t)Sx subtracts this term from the

Hamiltonian, and transforms operators O as

O → U (t)†OU (t) , (4.30)

where

U (t) ≡ exp

[
−i
∫ t

0
dτ Ω(τ)Sx

]
= exp

[
−iβ sin (ωt)Sx

]
. (4.31)

In particular, the operators S̃± ≡ −Sz ± iSy (i.e. the raising and lowering operators in the x basis)

transform simply as

S̃± → U †S̃±U = e±iβ sin(ωt)S̃±. (4.32)

For any operator O and drive frequency ω �‖O‖, where‖O‖ ≡ maxψ
√
〈ψ|O†O|ψ〉 is the operator

norm of O (i.e. the magnitude of the largest eigenvalue of O), we can generally make a secular

approximation to say

e±imβ sin(ωt)O =

∞∑
n=−∞

Jn (±mβ) einωtO ≈ J0 (±mβ)O = J0 (mβ)O, (4.33)

where Jn is the n-th order Bessel function of the first kind. Expanding S2
z =

1

4

(
S̃+ + S̃−

)2
, one

can thus work out that the effective Hamiltonian in the rotating frame of the drive is

Heff ≈ χ

2

([
1 + J0 (2β)

]
S2

z +
[
1− J0 (2β)

]
S2

y

)
. (4.34)
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Driving with a modulation index β for which J0 (2β) = ±1/3 then gives us the effective two-axis

twisting Hamiltonians

H
(+)
eff =

χ

3

(
2S2

z + S2
y

)
' χ

3

(
S2

z − S2
x

)
, (4.35)

H
(−)
eff =

χ

3

(
S2

z + 2S2
y

)
' χ

3

(
S2

y − S2
x

)
, (4.36)

where ' denotes equality up to the addition of a term proportional to S2 = S2
z +S2

x +S2
y, which is

irrelevant in the absence of coherent coupling between states with different net spin. In a similar

spirit, one can work out that single-spin operators transverse to the x-axis transform as

s̃± ≡ 1

2

(
−sz ± isy

)
→ U †s̃±U = e±iβ sin(ωt)s̃± ≈ J0 (β) s̃±, (4.37)

which implies that shifting into the rotating frame of the time-dependent drive takes

sx → sx, sy,z → J0 (β) sy,z, (4.38)

and

s± → 1

2

[
1± J0 (β)

]
s+ +

1

2

[
1∓ J0 (β)

]
s−. (4.39)

As the TAT Hamiltonians H(±)
eff are realized in a rotating frame, to properly account for decoherence

throughout the TAT protocol one must transform jump operators according to Eqns. (4.38)-(4.39).

In practice, our protocols realize the OAT Hamiltonian in Eqn. (4.29) with additional ∼ S ·S

and ∼ Sz terms [see Eqn. (4.27)]. The effect of the ∼ S · S term is to generate a relative phase

between states with different total spin S (with e.g. S = N/2 within the Dicke manifold). In the

absence of coherent coupling between states with different total spin, therefore, the ∼ S · S term

has no effect on system dynamics. The ∼ Sz term, meanwhile, is important; the magnitude of this

term (as measured by the operator norm) is generally comparable to that of the squeezing term

χS2
z . Unlike in the case of OAT, Sz does not commute with the TAT Hamiltonians, so its effects

cannot be eliminated by a single spin-echo π-pulse exp (−iπSx) half way through the squeezing

protocol. Nonetheless, we find that for N = 102 (103) atoms, ∼ 5 (10) π-pulses in a CPMG
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(Carr-Purcell-Meiboom-Gill) sequence [124, 125] suffice to mitigate the effects of the Sz term in the

TAT protocol (see Appendix 4.D). Phase control over these pulses, specifically choices of whether

to apply exp (±iπSx) or exp
(
±iπSy

)
in any given π-pulse, can be used to construct XY-n pulse

sequences [126, 127] that are robust to pulse errors.

4.D Dynamical decoupling in the TAT protocol

The effective Hamiltonian resulting from a perturbative treatment of SOC is (see Appendix

4.A)

Heff = −U
L
S · S −BSz +ΩSx + χS2

z , (4.40)

where U is a two-atom on-site interaction strength; L is the number of lattice sites; B ≡
∑

nBn/N

is a residual axial field determined by the occupied quai-momentum modes {n} (with
∣∣{n}∣∣ = N

atoms total); Ω is the magnitude of a driving field; and χ is an effective OAT squeezing strength.

The effect of the ∼ S · S term is to generate a relative phase between states with different total

spin S (where S = N/2 within the Dicke manifold). In the absence of coherent coupling between

states with different total spin, therefore, the ∼ S · S term has no effect on system dynamics, and

we are safe to neglect it entirely.

In the parameter regimes relevant to our discussions in the main text, the operator norms

of BŜz and χŜ2
z in Eqn. (4.40) will typically be comparable in magnitude. The OAT protocol sets

Ω = 0, and eliminates the effect of BŜz with a spin-echo π-pulse exp
(
−iπŜx

)
applied half way

through the squeezing protocol. The TAT protocol, meanwhile, effectively takes χŜ2
z +ΩŜx → Ĥ

(±)
TAT

(as defined in Appendix 4.C) and BŜz → J0 (β±)BŜz, where J0 is the zero-order Bessel function of

the first kind and β± is the modulation index of the amplitude-modulated driving field Ω, satisfying

J0 (2β±) = ±1/3. Unlike in the case of OAT, Ŝz does not commute with the TAT Hamiltonian, so

its effect cannot be eliminated with a spin-echo. Nonetheless, this term can be eliminated with a

dynamical decoupling pulse sequence that periodically inverts the sign of Ŝz while preserving Ĥ(±)
TAT.

Figure 4.7 shows the maximal squeezing generated by N = 102 and 103 atoms via OAT, TAT,
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Figure 4.7: Optimal squeezing as a function of π-pulses applied prior to the optimal TAT
squeezing time in a CPMG sequence with (a) N = 100 and (b) N = 1000 atoms. Results are shown
for OAT, TAT, and TAT±,z, where TAT±,z denotes squeezing via the Hamiltonian Ĥ(±,z)

TAT ≡ Ĥ
(±)
TAT−

J0 (β±)
〈
B
〉rms

f
Ŝz. Details about experimental parameters for these simulations are provided in

the text.
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and TAT in the presence of the mean field J0 (β±)BŜz as a function of the number of π-pulses

performed prior to the optimal TAT squeezing time. These pulses are applied in a CPMG sequence(
τn/2− πx − τn/2

)n, where τn/2 denotes Hamiltonian evolution for a time τn/2, πx denotes the

application of an instantaneous π-pulse exp
(
−iπŜx

)
, and n is the number of pulses, such that the

optimal TAT squeezing time is tTAT
opt = (τn)

n. The label TAT±,z in Figure 4.7 denotes squeezing

through the Hamiltonian Ĥ
(±,z)
TAT ≡ Ĥ

(±)
TAT − J0 (β±)

〈
B
〉rms

f
Ŝz, where

〈
B
〉rms

f
is the root-mean-

square average of B over choices of occupied spacial modes {n} at fixed filling f of all spatial

modes in the lowest Bloch band of a periodic 2D lattice. While the modulation index β+ is

uniquely defined by J0 (2β+) = 1/3, there are two choices of β− for which J0 (2β−) = −1/3; we

use that which minimizes
∣∣J0 (β−)

∣∣. Figure 4.7 assumes an SOC angle φ = π/50 (although results

are independent of φ for φ� 1), a reduced field variance B̃/U = 0.05, and a filling f = 5/6. Note

that as the filling f → 1, the residual axial field vanishes (B → 0), so TAT±,z → TAT.

4.E Clock interrogation after squeezing

The protocols in our work concern the preparation of spin-squeezed states in an optical

lattice clock. Here, we discuss the use of these states in a follow-up clock interrogation protocol.

For simplicity, we restrict our discussion to the case of squeezing in 1D, as in Section 4.2 of the

main text, with the understanding that a generalization of this discussion to higher dimensions is

straightforward.

A spin-squeezed state is generated by interactions and SOC that are generally undesirable

during the clock interrogation protocol. In the parameter regimes considered in our work, in-

teractions alone have no effect on clock interrogation: absent of coherence between states with

different net spin S, collective S · S interactions only generate unobservable global phases within

each fixed-S sector of Hilbert space. Therefore, the remaining task to allow clock interrogation after

spin squeezing is to turn off SOC, which inhomogeneously detunes atomic transition frequencies by

an amount Bq that depends on the quasi-momentum q of an atom. The SOC-induced axial fields

Bq ∼ J sin
(
φ/2

)
depend on two tunable parameters: the tunneling rate J and the SOC angle φ.
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The simplest way to turn off SOC is thus to increase the lattice depth prior to clock interrogation,

taking J ∼ Bq → 0. Increasing the lattice depth to turn off SOC is compatible with the current

clock interrogation sequence, but is incompatible with ongoing efforts to mitigate light scattering

from the lattice beams (currently the primary source of decoherence in the clock; see Appendix

4.F) by using shallower lattices [23]. We thus devote the rest of this section to discussing strategies

for turning off SOC that are compatible with using the same lattice depth for clock interrogation

as the spin squeezing generation.

If we cannot take the tunneling rate J → 0, our remaining control parameter for turning off

SOC is the SOC angle φ = kLa, where kL is the projection of the clock laser wavenumber onto

the lattice axis and a is the lattice spacing. The squeezing protocol needs a clock laser with a

small but nonzero SOC angle φ � 1, while the clock interrogation protocol requires a clock laser

with φ = 0. Simply using one clock laser with φ 6= 0 for the squeezing protocol and another clock

laser with φ = 0 for the clock interrogation protocol, however, does not resolve this discrepancy,

because a state that is squeezed with respect to spin operators that are homogeneous (i.e. of the

form Sx, Sy, Sz) in a particular gauge is not necessarily squeezed with respect to spin operators that

are homogeneous in a different gauge. In this appendix, we will work explicitly in the “lab gauge”

of the clock interrogation protocol, in which the Fermi-Hubbard Hamiltonian is SOC-free and the

φ = 0 clock laser is homogeneous. To resolve the fact that our squeezing protocol prepares a state

that is squeezed in the “wrong gauge”, we will construct a simple pulse sequence that transforms

the inhomogeneous spin operators accessible by the φ 6= 0 laser into a homogeneous form in our

lab gauge.

Starting with a spin-down-polarized initial state

|−Z〉 ≡

∏
j

c†j,↓

 |vacuum〉 , (4.41)

our OAT protocol prepares the state

∣∣∣ξ(θ)OAT

〉
= e−iH

(0)
FHte−i

(
π/2

)
S
(θ)
x |−Z〉 , (4.42)
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where H(0)
FH is the Fermi-Hubbard Hamiltonian in Eqn. (4.2) without SOC; t is some free evolution

time; and S(θ)
x is the “rotated” spin-x-like generator induced by a clock laser with SOC angle φ = θ,

namely

S(θ)
x =

1

2

∑
j

eiθjc†j,↑cj,↓ + h.c.. (4.43)

Defining on-site spin operators (in the lab gauge)

s(j)z ≡ 1

2

(
c†j,↑cj,↑ − c†j,↓cj,↓

)
(4.44)

s(j)x ≡ 1

2

(
c†j,↑cj,↓ + c†j,↓cj,↑

)
(4.45)

s(j)y ≡ i

2

(
c†j,↓cj,↑ − c†j,↑cj,↓

)
, (4.46)

we can identify the rotated collective spin operators

S(θ)
x ≡

∑
j

(
cos (θj) s(j)x + sin (θj) s(j)y

)
, (4.47)

S(θ)
y ≡

∑
j

(
cos (θj) s(j)y − sin (θj) s(j)x

)
. (4.48)

The state
∣∣∣ξ(θ)OAT

〉
is squeezed with respect to components of the rotated collective spin vector Sθ ≡(

S
(θ)
x , S

(θ)
y , Sz

)
. Therefore, to take advantage of the squeezing in

∣∣∣ξ(θ)OAT

〉
, the clock interrogation

protocol effectively needs to rotate this state by some unitary exp (−iη · Sθ), and then extract

information about the rotation vector η from collective spin observables of the form

〈Oθ〉ηOAT ≡
〈
ξ
(θ)
OAT

∣∣∣ eiη·SθOθe
−iη·Sθ

∣∣∣ ξ(θ)OAT

〉
, (4.49)

where Oθ is some product of the rotated collective spin operators in Sθ, e.g. S(θ)
x or S(θ)

x S
(θ)
y . In order

to turn off SOC during clock interrogation, however, we are restricted to performing rotations of the

form exp (−iη · S0) and measuring homogeneous operators O0. We thus seek a “gauge-switching”

operation Gθ that maps homogeneous operators O0 onto rotated operators Oθ via G†
θO0Gθ = Oθ.

Equipped with Gθ, we could decompose

〈Oθ〉ηOAT =
〈
ξ
(θ)
OAT

∣∣∣G†
θe
iη·S0O0e

−iη·S0Gθ

∣∣∣ ξ(θ)OAT

〉
=
〈
ξ̃
(θ)
OAT

∣∣∣ eiη·S0O0e
−iη·S0

∣∣∣ ξ̃(θ)OAT

〉
(4.50)
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for a transformed state

∣∣∣ξ̃(θ)OAT

〉
≡ Gθ

∣∣∣ξ(θ)OAT

〉
(4.51)

that is now squeezed with respect to the homogeneous collective spin operators in S0, accessible

with the SOC-free (φ = 0) clock laser used during clock interrogation.

Given the definitions of the rotated spin operators S(θ)
x , S

(θ)
x in Eqns. (4.47), (4.48), a suitable

candidate for the gauge-switching operator Gθ is the site-dependent rotation

Gθ =
∏
j

exp
(
iθjs(j)z

)
. (4.52)

To implement Gθ with “global” (i.e. non-site-selective) experimental controls, we decompose each

local rotation into a product of two reflections:

exp
(
i2αs(j)z

)
' exp

(
iπs(j)x

)
exp

(
iπs(j)α

)
(4.53)

where ' denotes equality up to an overall phase, and s(j)α ≡ cosαs
(j)
x +sinαs

(j)
y . This decomposition

implies

Gθ ' exp
(
iπS(0)

x

)
exp

(
iπS(θ/2)

x

)
, (4.54)

which can be implemented using one SOC-free (φ = 0) clock laser, and one clock laser with SOC

angle φ = θ/2. Appending the two π-pulses given by Eqn. (4.54) to our squeezing protocol thus

prepares a state
∣∣∣ξ̃(θ)OAT

〉
that is squeezed with respect to the homogeneous collective spin operators

Sx, Sy, Sz accessible to the SOC-free (φ = 0) clock laser used during clock interrogation.

As presented, the combined squeezing and clock interrogation protocols require three clock

lasers in total: one without SOC (φ = 0), and one each for SOC angles φ ∈
{
θ/2, θ

}
. We can use

Gθ, however, to decompose any pulse exp (−iβ · Sθ) into composite pulses that use only S0 and

Sθ/2:

exp (−iβ · Sθ) = G†
θ exp (−iβ · S0)Gθ. (4.55)
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The state prepared by the OAT squeezing protocol, for example, can be equivalently prepared via∣∣∣ξ(θ)OAT

〉
= e−iH

(0)
FHtG†

θe
−i

(
π/2

)
S
(0)
x Gθ |−Z〉 ' e−iH

(0)
FHte−iπS

(θ/2)
x ei

(
π/2

)
S
(0)
x |−Z〉 . (4.56)

Spin-echo pulses applied throughout OAT can likewise be decomposed according to (4.55), elim-

inating the need for a clock laser with SOC angle φ = θ. Applying a continuous drive during a

squeezing protocol, however, still requires all three clock lasers. If carefully tuning the relative

orientations of three clock lasers proves to be too difficult in practice, converting OAT into TAT

would therefore need to be done with a pulsed drive protocol, as in Ref. [118].

4.F Decoherence in the 3D 87Sr optical lattice clock

Currently, light scattering from lattice beams in the 3D 87Sr optical lattice clock induces

decoherence on a time scale of ∼10 seconds [7, 23]. This decoherence acts identically on all atoms

in an uncorrelated manner, and can be understood by considering the density operator ρ for a single

atom, with effective spin states ↓ and ↑ respectively corresponding to the 1S0 and 3P0 electronic

states. Empirically, the effect of decoherence after a time t within the {↓, ↑} subspace of a single

atom is to take ρ→ ρ (t) with ρ (0) ≡ ρ and

ρ (t) :=

ρ↑↑e−Γ↑↑t ρ↑↓e
−Γ↑↓t

ρ∗↑↓e
−Γ↑↓t ρ↓↓ +

(
1− e−Γ↑↑t

)
ρ↑↑

 , (4.57)

where Γ↑↑ ≈ Γ↑↓ ≈ Γ = 0.1 sec−1 are respectively decay rates for ρ↑↑ and ρ↑↓. This form of

decoherence can be effectively modeled by decay and dephasing of individual spins (respectively

denoted Γud and Γel in Ref. [120]) at rates Γ. In the language of the section that follows, we would

say that this decoherence is captured by the sets of jump operators J− ≡
{
s
(j)
−

}
and Jz ≡

{
s
(j)
z
}

with corresponding decoherence rates γ− = γz = Γ.

4.G Time-series of squeezing via OAT and TAT

Figure 4.8 shows an example of squeezing over time via OAT and TAT, both with and without

decoherence via decay and dephasing of individual spins. The OAT model initially generates
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squeezing faster than the TAT model, but the squeezing generation rate of OAT (measured in

dB per second) falls off with time. The squeezing generation rate for TAT, meanwhile, remains

approximately constant (in the absence of decoherence) until squeezing via TAT surpasses that of

OAT. In the absence of decoherence, OAT achieves a maximal amount of squeezing that scales

as ξ2 ∼ N−2/3, while TAT achieves Heisenberg-limited squeezing with ξ2 ∼ N−1. Note that our

method for computing squeezing via TAT in the presence of decoherence (described in Appendix

4.H) is not capable of computing squeezing for the full range of times shown in Figure 4.8; the

corresponding time-series data in this figure is therefore shown up to the point at which this

method breaks down.
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Figure 4.8: Squeezing via OAT and TAT in a 2D section of the 3D 87Sr optical lattice clock,
shown for (a) ` = 40 and (b) ` = 100 sites per axis (with N = `2 atoms total), and a lattice depth
of V0 = 4 ER, where ER is the atomic lattice recoil energy. Atoms are confined along the direction
transverse to the 2D layer by a lattice of depth 60 ER. Squeezing over time is shown for OAT (blue)
and TAT (green), both with (solid lines) and without (dashed lines) decoherence via uncorrelated
decay and dephasing of individual spins at rates of 0.1 sec−1 (see Appendix 4.F).
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4.H Solving Heisenberg equations of motion for collective spin systems

In order to compute squeezing of a collective spin system, we need to compute expec-

tation values of (homogeneous) collective spin operators. We compute these expectation val-

ues using a method recently developed in Ref. [3], and provide a short overview of the method

here. Choosing the basis {Sm} for all collective spin operators, where Sm ≡ S
m+
+ Smz

z S
m−
− with

m ≡ (m+,mz,m−) ∈ N3
0, we can expand all collective spin Hamiltonians in the form

H =
∑
m

hmSm. (4.58)

The evolution of a general correlator 〈Sn〉 under a Hamiltonian of the form in Eqn. (4.58) is then

given by

d

dt
〈Sn〉 = i

∑
m

hm

〈
[Sm,Sn]−

〉
+
∑
J
γJ
〈
D (J ;Sn)

〉
≡
∑
m

〈Sm〉Tmn, (4.59)

where [X,Y ]± ≡ XY ±Y X; J is a set of jump operators with corresponding decoherence rate γJ ;

the decoherence operator D is defined by

D (J ;O) ≡
∑
J∈J

(
J†OJ − 1

2

[
J†J,O

]
+

)
; (4.60)

and Tmn is a matrix element of the time derivative operator T ≡ d/dt. These matrix elements can

be calculated analytically using product and commutation rules for collective spin operators. We

can then expand correlators in a Taylor series about t = 0 to write

〈Sn〉 =
∑
k≥0

tk

k!

〈
dk

dtk
Sn

〉
t=0

=
∑
k≥0

tk

k!

∑
m

Tmn;k 〈Sm〉t=0 , (4.61)

where Tmn;k ≡
[
T k
]
mn

are matrix elements of the k-th time derivative. Expectation values of

collective spin operators can thus be computed via the expansion in Eqn. (4.61), which at short

times can be truncated at some finite order beyond which all terms have negligible contribution to

〈Sn〉.
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(a) (b)

(c) (d)

N = 20 N = 60

Figure 4.9: Dynamics of non-interacting spin-orbit coupled fermions in a 1D lattice with SOC angle
φ = π/50, plus a harmonic trap with Ω/J = 0.01. Starting with a spin-polarized cloud in ↓ ground
state, an initial clock laser pulse is applied to rotate spins into x, and the atoms are allowed to
evolve during the dark time. We track the dynamics of the ↑ particle density for the cases of (a)
N = 20 and (b) N = 60 atoms. Panel (c) shows the time-averaged fluctuations of the ↑ particle
density for each site index j from its initial value following the Ramsey pulse; see Eqn. (4.64). For
N = 60, we have filled all delocalized modes as well as several localized modes, resulting in a large
region of no density fluctuations at the trap center. Panel (d) contains the eigenspectrum for a
single internal state in the presence of the trap (with the index n labeling the eigenvalues in order
of increasing energy), where the critical mode nc dividing the spatially delocalized and localized
modes is indicated by a black dash-dotted line. The highest occupied mode in the ↓ ground state
for N = 20 and N = 60 is indicated by the green and red solid lines, respectively.
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Figure 4.10: Dynamics of interacting spin-orbit coupled fermions in a 1D lattice plus a harmonic
trap for U/J = 1 (a), 2 (b), and 4 (c). For a 1D lattice with 10 sites and an SOC angle φ = π/50,
we apply a π/2 clock laser pulse to the ↓ ground state and let the system evolve during the dark
time. In (a.i)-(c.i) we show the squeezing dynamics of the system for both N = 10 (solid lines) and
N = 9 (dashed lines) for a variety of trapping strengths. In (a.ii)-(c.ii), we plot the time-averaged
fluctuations in total particle density, δnj (as in Eqn. (4.64) but with n̂j,↑ replaced by

∑
α n̂j,α). In

(a.iii)-(c.iii), we plot the growth of the doublon population Nd(t) (see Eqn. (4.65)) as a function
of time, noting the absence of squeezing in the presence of a large doublon population. For the
chosen trap strengths, the corresponding values of nc are 28 (Ω/J = 0.01), 14 (Ω/J = 0.04), and 6
(Ω/J = 0.2). In panels where the results for the homogeneous case (orange curves) are not visible,
they are nearly identical to the results for Ω/J = 0.01 (green curves). Here, we utilize periodic
boundary conditions to minimize finite size effects.
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4.I Effect of a harmonic confining trap

Current 3D optical lattice implementations involve a harmonic confining potential, which sig-

nificantly alters the underlying single-particle eigenstructure and can potentially degrade accessible

squeezing within our protocol. In this appendix, we examine the effect of a harmonic trap on our

protocol and discuss strategies to mitigate undesired effects. We model the trap by the addition of

the term

ĤΩ = ~Ω
∑
j,α

(j − j0)
2n̂j,α (4.62)

to our Fermi-Hubbard model (Eqn. (4.2)), where j0 denotes the trap center and Ω = m(ωa)2/2~

characterizes the trap strength for atom mass m, trap frequency ω, and lattice spacing a. In current

state-of-the-art 3D 87Sr OLC implementations, values of ω ≈ 56× 2π sec−1 can be achieved within

each 2D layer of weak SOC by utilizing in-plane lattice depths of 5ER and a lattice depth of 60ER

in the axial direction, resulting in a value of Ω/J ≈ 0.01. We restrict our discussion to 1D, although

for a separable 3D lattice our arguments should extend in a straightforward manner.

We briefly review the structure of the single-particle eigenstates of the system, before dis-

cussing the effects on squeezing. In the quasi-momentum basis, the eigenfunctions ψn,α(q) = 〈q|n, α〉

are given by the π-periodic Mathieu functions, with the corresponding energies described by the

Mathieu characteristic values [24]. In the presence of SOC, using the gauge transformation de-

scribed in the main text, we obtain the relation

ψn,↑(q) = ψn,↓(q − φ/a). (4.63)

In contrast to the case of a pure harmonic potential, which generically has spatially delocalized

single-particle eigenstates, the addition of a tight-binding lattice causes eigenmodes with quantum

number n (index n labels the eigenvalues in order of increasing energy) larger than nc ≈ 2
√
2J/Ω

to become localized at corresponding lattice sites. Therefore the sites at a distance nc/2 from the

trap center with potential energy 2~J define the boundary between the delocalized modes at the

trap center and the high-energy localized trap edges. Tunneling in the region of localized modes
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is typically suppressed by large potential energy differences even in the presence of SOC. These

modes are thus largely decoupled and do not contribute to the trap center dynamics. On the other

hand the delocalized modes may be approximated by those of a quantum harmonic oscillator with

effective mass m∗ = ~/(2Ja2) and frequency ω∗ =
√
4JΩ.

As emphasized in the main text, the key requirements for our protocol are 1) the validity

of the spin model, which depends on the pinning of particles in their initial single particle modes,

and 2) the gap protection against SOC dephasing, which arises from collective spin interactions.

Concerning the latter point, it is desirable to maintain a weak trap so as to enable a large number

of delocalized modes in the trap center, which are the only type capable of contributing to the

generation of squeezing. Though the interactions between these modes are not strictly all-to-all,

they remain long-ranged, and can thus still lead to a spin-locking effect and a protective gap [54,

115]. For Ω/J = 0.01 we have nc = 28, enabling ∼ 103 contributing modes in each 2D layer

of our system. Concerning the validity of the spin model, from a single-particle perspective the

eigenmodes of our ↑ states will be initially displaced in quasi-momentum space from equilibrium

by φ/a as per Eqn. (4.63), and will generally undergo dipole oscillations and not remain strictly

pinned to their initial modes. However, as long as we ensure the displacement is small enough to

guarantee a constant density distribution across the trap center, the spin model will remain valid.

The localized modes at the trap edges can actually help to satisfy this condition, since they can

serve as a barrier against motion. This is demonstrated in Figure 4.9 where we show that filling

all delocalized modes guarantees that the trap center maintains a constant density; we characterize

this by the time-averaged fluctuations of the ↑ density at each site j about its initial value following

the Ramsey pulse,

δnj,↑ ≡

√
lim
t→∞

1

t

∫ t

0
dτ
(
〈n̂j,↑(τ)〉 − 〈n̂j,↑(0)〉

)2

, (4.64)

choosing sufficiently large evolution times to ensure convergence.

In the presence of interactions, an additional point of concern is that the interplay between

the trap and interactions may induce resonances that enable the formation of a significant doublon
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population,

Nd(t) =
∑
j

〈n̂j,↑(t)n̂j,↓(t)〉, (4.65)

which in turn may alter the density distribution and invalidate the spin model. Since doublon

formation in the localized edges will not have consequences for our squeezing protocol, we must

only ensure that doublons are not formed in the trap center, which requires U > Ω(nc/2)
2 = 2J

[117]. In Figure 4.10, we perform exact simulations to assess the effect of the trap on our system.

Though restricted to small system sizes, the results demonstrate that for U/J . 2, the trap will

always lead to a decrease of squeezing due to the formation of doublons in the trap center, while

for U/J & 2, we are protected from this process even for trap strengths much stronger than the

experimentally relevant ones.

4.J Accounting for p-wave inelastic collisions

Inelastic 3P0 (electronic state e or ↑) collisions are detrimental for optical lattice clocks. For

the nuclear-spin-polarized gas discussed in this work, ee losses are only possible via the p-wave

scattering channel since s-wave collisions are suppressed by Fermi statistics. The big advantage

here compared to prior experiments done in a 1D lattice at µK temperature [50] is that in a Fermi

degenerate gas loaded in a 3D optical lattice, p-wave losses are further suppressed by the centrifugal

barrier and Pauli blocking, and only happen through a wave-function overlap between atoms at

different lattice sites. In this appendix, we quantify the effect of p-wave interactions on squeezing.

To account for p-wave losses, we describe the dynamics using a master equation for the system’s

density matrix ρ̂:

dρ̂

dt
= − i

~
[Ĥeff, ρ̂] + Lρ̂, (4.66)

where Ĥeff = χŜ2
z is the effective one-axis twisting Hamiltonian obtained from the original Fermi-

Hubbard Hamiltonian with spin-orbit coupling, and L is the Lindblad superoperator that accounts

for p-wave ee inelastic collisions. This latter term can be written using a pseudo-potential approx-
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Figure 4.11: p-wave loss rates. Both the averaged p-wave inelastic collision rate γ (orange) and
the ratio of this collision rate to the optimal squeezing rate χopt (blue) are suppressed as the lattice
depth increases. χopt is obtained by choosing SOC angles φ that saturate B̃/U ≈ 0.05, where B̃ is
the variance of the SOC-induced axial field and U is the two-atom on-site interaction energy.

imation as [54]:

Lρ̂ =
∑
kk′

Γkk′

[
Âkk′ ρ̂Â†

kk′ −
1

2

(
Â†

kk′Âkk′ ρ̂+ ρ̂Â†
kk′Âkk′

)]
, (4.67)

where the jump operators are Âkk′ = ĉk,↑ĉk′,↑, and k, k′ sum over all the populated quasi-

momentum modes. The decay matrix elements Γkk′ are given by:

Γkk′ =
3π~b3im
m

(∫
dr 3W [φk(r), φk′(r)]

)
, (4.68)

where bim = 121a0 [7, 53] is the p-wave inelastic scattering length (with a0 = 5.29 × 10−11 m the

Bohr radius), φk(r) is the Bloch function with quasi-momentum k, and

W
[
φk(r), φk′(r)

]
≡
[(
∇φ∗k(r)

)
φ∗k′(r)− φ∗k(r)

(
∇φ∗k′(r)

)]
·
[(
∇φk(r)

)
φk′(r)− φk(r)

(
∇φk′(r)

)]
(4.69)

In Figure 4.11, we show the averaged decay rate γ ≡
∑

kk′ Γkk′/`2, where ` is the number of

lattice sites along the x and y axes, as a function of the lattice depth V0 along these axes. Here, we

assume the same lattice depth in the z direction used in the main text, V = 60ER. The decay rate γ

is suppressed exponentially with increasing lattice depth V0. To quantify the effect of these losses on

the spin squeezing generation process, we follow a similar methodology to the one described in detail
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<latexit sha1_base64="Uv2z/ZE3VYf55dfGMLIlTSglczU=">AAAB+nicbVBNS8NAEJ3Ur1q/Yj16WSxCTzUpgnoQCl48VjC20ISy2W7apbtJ2N2IJfSvePGg4tVf4s1/47bNQVsfDPN4b4adfWHKmdKO822V1tY3NrfK25Wd3b39A/uw+qCSTBLqkYQnshtiRTmLqaeZ5rSbSopFyGknHN/M/M4jlYol8b2epDQQeBiziBGsjdS3q/4QC4HPfDJi6Bo5DafZt2umzYFWiVuQGhRo9+0vf5CQTNBYE46V6rlOqoMcS80Ip9OKnymaYjLGQ9ozNMaCqiCf3z5Fp0YZoCiRpmKN5urvjRwLpSYiNJMC65Fa9mbif14v09FlkLM4zTSNyeKhKONIJ2gWBBowSYnmE0MwkczcisgIS0y0iatiQnCXv7xKvGbjquHcndda9SKNMhzDCdTBhQtowS20wQMCT/AMr/BmTa0X6936WIyWrGLnCP7A+vwB0VqScw==</latexit><latexit sha1_base64="Uv2z/ZE3VYf55dfGMLIlTSglczU=">AAAB+nicbVBNS8NAEJ3Ur1q/Yj16WSxCTzUpgnoQCl48VjC20ISy2W7apbtJ2N2IJfSvePGg4tVf4s1/47bNQVsfDPN4b4adfWHKmdKO822V1tY3NrfK25Wd3b39A/uw+qCSTBLqkYQnshtiRTmLqaeZ5rSbSopFyGknHN/M/M4jlYol8b2epDQQeBiziBGsjdS3q/4QC4HPfDJi6Bo5DafZt2umzYFWiVuQGhRo9+0vf5CQTNBYE46V6rlOqoMcS80Ip9OKnymaYjLGQ9ozNMaCqiCf3z5Fp0YZoCiRpmKN5urvjRwLpSYiNJMC65Fa9mbif14v09FlkLM4zTSNyeKhKONIJ2gWBBowSYnmE0MwkczcisgIS0y0iatiQnCXv7xKvGbjquHcndda9SKNMhzDCdTBhQtowS20wQMCT/AMr/BmTa0X6936WIyWrGLnCP7A+vwB0VqScw==</latexit><latexit sha1_base64="Uv2z/ZE3VYf55dfGMLIlTSglczU=">AAAB+nicbVBNS8NAEJ3Ur1q/Yj16WSxCTzUpgnoQCl48VjC20ISy2W7apbtJ2N2IJfSvePGg4tVf4s1/47bNQVsfDPN4b4adfWHKmdKO822V1tY3NrfK25Wd3b39A/uw+qCSTBLqkYQnshtiRTmLqaeZ5rSbSopFyGknHN/M/M4jlYol8b2epDQQeBiziBGsjdS3q/4QC4HPfDJi6Bo5DafZt2umzYFWiVuQGhRo9+0vf5CQTNBYE46V6rlOqoMcS80Ip9OKnymaYjLGQ9ozNMaCqiCf3z5Fp0YZoCiRpmKN5urvjRwLpSYiNJMC65Fa9mbif14v09FlkLM4zTSNyeKhKONIJ2gWBBowSYnmE0MwkczcisgIS0y0iatiQnCXv7xKvGbjquHcndda9SKNMhzDCdTBhQtowS20wQMCT/AMr/BmTa0X6936WIyWrGLnCP7A+vwB0VqScw==</latexit>

�/� = 0.04
<latexit sha1_base64="kfwTZps16poGmZmUdbIHXXGS1Uc=">AAAB+nicbVBNS8NAEJ3Ur1q/Yj16WSxCTzWRgnoQCl48VjC20ISy2W7apbtJ2N2IJfSvePGg4tVf4s1/47bNQVsfDPN4b4adfWHKmdKO822V1tY3NrfK25Wd3b39A/uw+qCSTBLqkYQnshtiRTmLqaeZ5rSbSopFyGknHN/M/M4jlYol8b2epDQQeBiziBGsjdS3q/4QC4HPfDJi6Bo5DafZt2umzYFWiVuQGhRo9+0vf5CQTNBYE46V6rlOqoMcS80Ip9OKnymaYjLGQ9ozNMaCqiCf3z5Fp0YZoCiRpmKN5urvjRwLpSYiNJMC65Fa9mbif14v09FlkLM4zTSNyeKhKONIJ2gWBBowSYnmE0MwkczcisgIS0y0iatiQnCXv7xKvPPGVcO5a9Za9SKNMhzDCdTBhQtowS20wQMCT/AMr/BmTa0X6936WIyWrGLnCP7A+vwB1GCSdQ==</latexit><latexit sha1_base64="kfwTZps16poGmZmUdbIHXXGS1Uc=">AAAB+nicbVBNS8NAEJ3Ur1q/Yj16WSxCTzWRgnoQCl48VjC20ISy2W7apbtJ2N2IJfSvePGg4tVf4s1/47bNQVsfDPN4b4adfWHKmdKO822V1tY3NrfK25Wd3b39A/uw+qCSTBLqkYQnshtiRTmLqaeZ5rSbSopFyGknHN/M/M4jlYol8b2epDQQeBiziBGsjdS3q/4QC4HPfDJi6Bo5DafZt2umzYFWiVuQGhRo9+0vf5CQTNBYE46V6rlOqoMcS80Ip9OKnymaYjLGQ9ozNMaCqiCf3z5Fp0YZoCiRpmKN5urvjRwLpSYiNJMC65Fa9mbif14v09FlkLM4zTSNyeKhKONIJ2gWBBowSYnmE0MwkczcisgIS0y0iatiQnCXv7xKvPPGVcO5a9Za9SKNMhzDCdTBhQtowS20wQMCT/AMr/BmTa0X6936WIyWrGLnCP7A+vwB1GCSdQ==</latexit><latexit sha1_base64="kfwTZps16poGmZmUdbIHXXGS1Uc=">AAAB+nicbVBNS8NAEJ3Ur1q/Yj16WSxCTzWRgnoQCl48VjC20ISy2W7apbtJ2N2IJfSvePGg4tVf4s1/47bNQVsfDPN4b4adfWHKmdKO822V1tY3NrfK25Wd3b39A/uw+qCSTBLqkYQnshtiRTmLqaeZ5rSbSopFyGknHN/M/M4jlYol8b2epDQQeBiziBGsjdS3q/4QC4HPfDJi6Bo5DafZt2umzYFWiVuQGhRo9+0vf5CQTNBYE46V6rlOqoMcS80Ip9OKnymaYjLGQ9ozNMaCqiCf3z5Fp0YZoCiRpmKN5urvjRwLpSYiNJMC65Fa9mbif14v09FlkLM4zTSNyeKhKONIJ2gWBBowSYnmE0MwkczcisgIS0y0iatiQnCXv7xKvPPGVcO5a9Za9SKNMhzDCdTBhQtowS20wQMCT/AMr/BmTa0X6936WIyWrGLnCP7A+vwB1GCSdQ==</latexit>

�/� = 0.08
<latexit sha1_base64="Y55RNSj+67QzTENdZtcoUDDKLTc=">AAAB+nicbVBNS8NAEJ3Ur1q/Yj16WSxCTzURwXoQCl48VjC20ISy2W7apbtJ2N2IJfSvePGg4tVf4s1/47bNQVsfDPN4b4adfWHKmdKO822V1tY3NrfK25Wd3b39A/uw+qCSTBLqkYQnshtiRTmLqaeZ5rSbSopFyGknHN/M/M4jlYol8b2epDQQeBiziBGsjdS3q/4QC4HPfDJi6Bo5DafZt2umzYFWiVuQGhRo9+0vf5CQTNBYE46V6rlOqoMcS80Ip9OKnymaYjLGQ9ozNMaCqiCf3z5Fp0YZoCiRpmKN5urvjRwLpSYiNJMC65Fa9mbif14v01EzyFmcZprGZPFQlHGkEzQLAg2YpETziSGYSGZuRWSEJSbaxFUxIbjLX14l3nnjquHcXdRa9SKNMhzDCdTBhUtowS20wQMCT/AMr/BmTa0X6936WIyWrGLnCP7A+vwB2mySeQ==</latexit><latexit sha1_base64="Y55RNSj+67QzTENdZtcoUDDKLTc=">AAAB+nicbVBNS8NAEJ3Ur1q/Yj16WSxCTzURwXoQCl48VjC20ISy2W7apbtJ2N2IJfSvePGg4tVf4s1/47bNQVsfDPN4b4adfWHKmdKO822V1tY3NrfK25Wd3b39A/uw+qCSTBLqkYQnshtiRTmLqaeZ5rSbSopFyGknHN/M/M4jlYol8b2epDQQeBiziBGsjdS3q/4QC4HPfDJi6Bo5DafZt2umzYFWiVuQGhRo9+0vf5CQTNBYE46V6rlOqoMcS80Ip9OKnymaYjLGQ9ozNMaCqiCf3z5Fp0YZoCiRpmKN5urvjRwLpSYiNJMC65Fa9mbif14v01EzyFmcZprGZPFQlHGkEzQLAg2YpETziSGYSGZuRWSEJSbaxFUxIbjLX14l3nnjquHcXdRa9SKNMhzDCdTBhUtowS20wQMCT/AMr/BmTa0X6936WIyWrGLnCP7A+vwB2mySeQ==</latexit><latexit sha1_base64="Y55RNSj+67QzTENdZtcoUDDKLTc=">AAAB+nicbVBNS8NAEJ3Ur1q/Yj16WSxCTzURwXoQCl48VjC20ISy2W7apbtJ2N2IJfSvePGg4tVf4s1/47bNQVsfDPN4b4adfWHKmdKO822V1tY3NrfK25Wd3b39A/uw+qCSTBLqkYQnshtiRTmLqaeZ5rSbSopFyGknHN/M/M4jlYol8b2epDQQeBiziBGsjdS3q/4QC4HPfDJi6Bo5DafZt2umzYFWiVuQGhRo9+0vf5CQTNBYE46V6rlOqoMcS80Ip9OKnymaYjLGQ9ozNMaCqiCf3z5Fp0YZoCiRpmKN5urvjRwLpSYiNJMC65Fa9mbif14v01EzyFmcZprGZPFQlHGkEzQLAg2YpETziSGYSGZuRWSEJSbaxFUxIbjLX14l3nnjquHcXdRa9SKNMhzDCdTBhUtowS20wQMCT/AMr/BmTa0X6936WIyWrGLnCP7A+vwB2mySeQ==</latexit>

�/� = 0.16
<latexit sha1_base64="w4pniObtdBF0LYk4h6fY5BNsbto=">AAAB+nicbVBNS8NAEN3Ur1q/Yj16WSxCTzER8eMgFLx4rGBtoQllst20S3eTsLsRS+hf8eJBxau/xJv/xm2bg7Y+GHi8N8PMvDDlTGnX/bZKK6tr6xvlzcrW9s7unr1ffVBJJgltkYQnshOCopzFtKWZ5rSTSgoi5LQdjm6mfvuRSsWS+F6PUxoIGMQsYgS0kXp21R+AEHDikyHD19h1vPOeXXMddwa8TLyC1FCBZs/+8vsJyQSNNeGgVNdzUx3kIDUjnE4qfqZoCmQEA9o1NAZBVZDPbp/gY6P0cZRIU7HGM/X3RA5CqbEITacAPVSL3lT8z+tmOroMchanmaYxmS+KMo51gqdB4D6TlGg+NgSIZOZWTIYggWgTV8WE4C2+vExap86V496d1Rr1Io0yOkRHqI48dIEa6BY1UQsR9ISe0St6sybWi/VufcxbS1Yxc4D+wPr8Adjqkng=</latexit><latexit sha1_base64="w4pniObtdBF0LYk4h6fY5BNsbto=">AAAB+nicbVBNS8NAEN3Ur1q/Yj16WSxCTzER8eMgFLx4rGBtoQllst20S3eTsLsRS+hf8eJBxau/xJv/xm2bg7Y+GHi8N8PMvDDlTGnX/bZKK6tr6xvlzcrW9s7unr1ffVBJJgltkYQnshOCopzFtKWZ5rSTSgoi5LQdjm6mfvuRSsWS+F6PUxoIGMQsYgS0kXp21R+AEHDikyHD19h1vPOeXXMddwa8TLyC1FCBZs/+8vsJyQSNNeGgVNdzUx3kIDUjnE4qfqZoCmQEA9o1NAZBVZDPbp/gY6P0cZRIU7HGM/X3RA5CqbEITacAPVSL3lT8z+tmOroMchanmaYxmS+KMo51gqdB4D6TlGg+NgSIZOZWTIYggWgTV8WE4C2+vExap86V496d1Rr1Io0yOkRHqI48dIEa6BY1UQsR9ISe0St6sybWi/VufcxbS1Yxc4D+wPr8Adjqkng=</latexit><latexit sha1_base64="w4pniObtdBF0LYk4h6fY5BNsbto=">AAAB+nicbVBNS8NAEN3Ur1q/Yj16WSxCTzER8eMgFLx4rGBtoQllst20S3eTsLsRS+hf8eJBxau/xJv/xm2bg7Y+GHi8N8PMvDDlTGnX/bZKK6tr6xvlzcrW9s7unr1ffVBJJgltkYQnshOCopzFtKWZ5rSTSgoi5LQdjm6mfvuRSsWS+F6PUxoIGMQsYgS0kXp21R+AEHDikyHD19h1vPOeXXMddwa8TLyC1FCBZs/+8vsJyQSNNeGgVNdzUx3kIDUjnE4qfqZoCmQEA9o1NAZBVZDPbp/gY6P0cZRIU7HGM/X3RA5CqbEITacAPVSL3lT8z+tmOroMchanmaYxmS+KMo51gqdB4D6TlGg+NgSIZOZWTIYggWgTV8WE4C2+vExap86V496d1Rr1Io0yOkRHqI48dIEa6BY1UQsR9ISe0St6sybWi/VufcxbS1Yxc4D+wPr8Adjqkng=</latexit>

�/� = 0
<latexit sha1_base64="epHOi6TiJrckZu+7Z0P+bNnXoSc=">AAAB93icbVBNS8NAEN34WetHox69LBahp5qIoB6EghePFYwtNKFMtpt26e4m7G6EWvpLvHhQ8epf8ea/cdvmoK0PBh7vzTAzL84408bzvp2V1bX1jc3SVnl7Z3ev4u4fPOg0V4QGJOWpasegKWeSBoYZTtuZoiBiTlvx8Gbqtx6p0iyV92aU0UhAX7KEETBW6rqVsA9CwGlIBgxfY6/rVr26NwNeJn5BqqhAs+t+hb2U5IJKQzho3fG9zERjUIYRTiflMNc0AzKEPu1YKkFQHY1nh0/wiVV6OEmVLWnwTP09MQah9UjEtlOAGehFbyr+53Vyk1xGYyaz3FBJ5ouSnGOT4mkKuMcUJYaPLAGimL0VkwEoIMZmVbYh+IsvL5PgrH5V9+7Oq41akUYJHaFjVEM+ukANdIuaKEAE5egZvaI358l5cd6dj3nrilPMHKI/cD5/AHlOkcU=</latexit><latexit sha1_base64="epHOi6TiJrckZu+7Z0P+bNnXoSc=">AAAB93icbVBNS8NAEN34WetHox69LBahp5qIoB6EghePFYwtNKFMtpt26e4m7G6EWvpLvHhQ8epf8ea/cdvmoK0PBh7vzTAzL84408bzvp2V1bX1jc3SVnl7Z3ev4u4fPOg0V4QGJOWpasegKWeSBoYZTtuZoiBiTlvx8Gbqtx6p0iyV92aU0UhAX7KEETBW6rqVsA9CwGlIBgxfY6/rVr26NwNeJn5BqqhAs+t+hb2U5IJKQzho3fG9zERjUIYRTiflMNc0AzKEPu1YKkFQHY1nh0/wiVV6OEmVLWnwTP09MQah9UjEtlOAGehFbyr+53Vyk1xGYyaz3FBJ5ouSnGOT4mkKuMcUJYaPLAGimL0VkwEoIMZmVbYh+IsvL5PgrH5V9+7Oq41akUYJHaFjVEM+ukANdIuaKEAE5egZvaI358l5cd6dj3nrilPMHKI/cD5/AHlOkcU=</latexit><latexit sha1_base64="epHOi6TiJrckZu+7Z0P+bNnXoSc=">AAAB93icbVBNS8NAEN34WetHox69LBahp5qIoB6EghePFYwtNKFMtpt26e4m7G6EWvpLvHhQ8epf8ea/cdvmoK0PBh7vzTAzL84408bzvp2V1bX1jc3SVnl7Z3ev4u4fPOg0V4QGJOWpasegKWeSBoYZTtuZoiBiTlvx8Gbqtx6p0iyV92aU0UhAX7KEETBW6rqVsA9CwGlIBgxfY6/rVr26NwNeJn5BqqhAs+t+hb2U5IJKQzho3fG9zERjUIYRTiflMNc0AzKEPu1YKkFQHY1nh0/wiVV6OEmVLWnwTP09MQah9UjEtlOAGehFbyr+53Vyk1xGYyaz3FBJ5ouSnGOT4mkKuMcUJYaPLAGimL0VkwEoIMZmVbYh+IsvL5PgrH5V9+7Oq41akUYJHaFjVEM+ukANdIuaKEAE5egZvaI358l5cd6dj3nrilPMHKI/cD5/AHlOkcU=</latexit>
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N = 100
<latexit sha1_base64="EzPfdmCb/m5zZUeHM0dRlrR0QCg=">AAAB63icbVBNSwMxEJ31s9avqkcvwSL0VLIiqAeh4MWTVHBtoV1KNs22oUl2SbJCWfobvHhQ8eof8ua/MW33oK0PBh7vzTAzL0oFNxbjb29ldW19Y7O0Vd7e2d3brxwcPpok05QFNBGJbkfEMMEVCyy3grVTzYiMBGtFo5up33pi2vBEPdhxykJJBorHnBLrpODu2se4V6niOp4BLRO/IFUo0OxVvrr9hGaSKUsFMabj49SGOdGWU8Em5W5mWEroiAxYx1FFJDNhPjt2gk6d0kdxol0pi2bq74mcSGPGMnKdktihWfSm4n9eJ7PxZZhzlWaWKTpfFGcC2QRNP0d9rhm1YuwIoZq7WxEdEk2odfmUXQj+4svLJDirX9Xx/Xm1USvSKMExnEANfLiABtxCEwKgwOEZXuHNU96L9+59zFtXvGLmCP7A+/wB2o+NgQ==</latexit><latexit sha1_base64="EzPfdmCb/m5zZUeHM0dRlrR0QCg=">AAAB63icbVBNSwMxEJ31s9avqkcvwSL0VLIiqAeh4MWTVHBtoV1KNs22oUl2SbJCWfobvHhQ8eof8ua/MW33oK0PBh7vzTAzL0oFNxbjb29ldW19Y7O0Vd7e2d3brxwcPpok05QFNBGJbkfEMMEVCyy3grVTzYiMBGtFo5up33pi2vBEPdhxykJJBorHnBLrpODu2se4V6niOp4BLRO/IFUo0OxVvrr9hGaSKUsFMabj49SGOdGWU8Em5W5mWEroiAxYx1FFJDNhPjt2gk6d0kdxol0pi2bq74mcSGPGMnKdktihWfSm4n9eJ7PxZZhzlWaWKTpfFGcC2QRNP0d9rhm1YuwIoZq7WxEdEk2odfmUXQj+4svLJDirX9Xx/Xm1USvSKMExnEANfLiABtxCEwKgwOEZXuHNU96L9+59zFtXvGLmCP7A+/wB2o+NgQ==</latexit><latexit sha1_base64="EzPfdmCb/m5zZUeHM0dRlrR0QCg=">AAAB63icbVBNSwMxEJ31s9avqkcvwSL0VLIiqAeh4MWTVHBtoV1KNs22oUl2SbJCWfobvHhQ8eof8ua/MW33oK0PBh7vzTAzL0oFNxbjb29ldW19Y7O0Vd7e2d3brxwcPpok05QFNBGJbkfEMMEVCyy3grVTzYiMBGtFo5up33pi2vBEPdhxykJJBorHnBLrpODu2se4V6niOp4BLRO/IFUo0OxVvrr9hGaSKUsFMabj49SGOdGWU8Em5W5mWEroiAxYx1FFJDNhPjt2gk6d0kdxol0pi2bq74mcSGPGMnKdktihWfSm4n9eJ7PxZZhzlWaWKTpfFGcC2QRNP0d9rhm1YuwIoZq7WxEdEk2odfmUXQj+4svLJDirX9Xx/Xm1USvSKMExnEANfLiABtxCEwKgwOEZXuHNU96L9+59zFtXvGLmCP7A+/wB2o+NgQ==</latexit>

N = 200
<latexit sha1_base64="Pru/R4KlS9bAaBF8eb89VWIHSsw=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp7IpgnoQCl48SQVjC20om+2mXbrZhN2NEEJ/gxcPKl79Q978N27bHLT1wcDjvRlm5gWJ4Npg/O2U1tY3NrfK25Wd3b39g+rh0aOOU0WZR2MRq25ANBNcMs9wI1g3UYxEgWCdYHIz8ztPTGkeyweTJcyPyEjykFNirOTdXTcxHlRruIHnQKvELUgNCrQH1a/+MKZpxKShgmjdc3Fi/Jwow6lg00o/1SwhdEJGrGepJBHTfj4/dorOrDJEYaxsSYPm6u+JnERaZ1FgOyNixnrZm4n/eb3UhJd+zmWSGibpYlGYCmRiNPscDbli1IjMEkIVt7ciOiaKUGPzqdgQ3OWXV4nXbFw18P15rVUv0ijDCZxCHVy4gBbcQhs8oMDhGV7hzZHOi/PufCxaS04xcwx/4Hz+ANwUjYI=</latexit><latexit sha1_base64="Pru/R4KlS9bAaBF8eb89VWIHSsw=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp7IpgnoQCl48SQVjC20om+2mXbrZhN2NEEJ/gxcPKl79Q978N27bHLT1wcDjvRlm5gWJ4Npg/O2U1tY3NrfK25Wd3b39g+rh0aOOU0WZR2MRq25ANBNcMs9wI1g3UYxEgWCdYHIz8ztPTGkeyweTJcyPyEjykFNirOTdXTcxHlRruIHnQKvELUgNCrQH1a/+MKZpxKShgmjdc3Fi/Jwow6lg00o/1SwhdEJGrGepJBHTfj4/dorOrDJEYaxsSYPm6u+JnERaZ1FgOyNixnrZm4n/eb3UhJd+zmWSGibpYlGYCmRiNPscDbli1IjMEkIVt7ciOiaKUGPzqdgQ3OWXV4nXbFw18P15rVUv0ijDCZxCHVy4gBbcQhs8oMDhGV7hzZHOi/PufCxaS04xcwx/4Hz+ANwUjYI=</latexit><latexit sha1_base64="Pru/R4KlS9bAaBF8eb89VWIHSsw=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBahp7IpgnoQCl48SQVjC20om+2mXbrZhN2NEEJ/gxcPKl79Q978N27bHLT1wcDjvRlm5gWJ4Npg/O2U1tY3NrfK25Wd3b39g+rh0aOOU0WZR2MRq25ANBNcMs9wI1g3UYxEgWCdYHIz8ztPTGkeyweTJcyPyEjykFNirOTdXTcxHlRruIHnQKvELUgNCrQH1a/+MKZpxKShgmjdc3Fi/Jwow6lg00o/1SwhdEJGrGepJBHTfj4/dorOrDJEYaxsSYPm6u+JnERaZ1FgOyNixnrZm4n/eb3UhJd+zmWSGibpYlGYCmRiNPscDbli1IjMEkIVt7ciOiaKUGPzqdgQ3OWXV4nXbFw18P15rVUv0ijDCZxCHVy4gBbcQhs8oMDhGV7hzZHOi/PufCxaS04xcwx/4Hz+ANwUjYI=</latexit>

N = 500
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Figure 4.12: Squeezing via OAT in the presence of inelastic collisions. (a) For fixed particle
number N = 100, the optimal squeezing decreases as the inelastic collision rate increases. Panel
(b) shows squeezing over time for γ/χopt = 0.04 (solid lines), which corresponds to U/J = 6, and
compares it with γ = 0 (dashed lines) for different particle numbers. Inelastic collisions prevent
the growth of optimal squeezing with particle number. For N = 1000, the maximum squeezing
saturates to ∼ 10 dB.

in Ref. [54]. The basic idea is to take advantage of the so-called Truncated-Wigner Approximation

(TWA) [128, 129], which allows us to capture the development of spin squeezing using semi-classical

phase-space methods. In the TWA the quantum dynamics are accounted for by solving mean field

equations of motion supplemented by noise. The mean field equations are derived by assuming

that the many-body density matrix of the system can be factorized as ρ̂ =
⊗

i ρ̂(i), where ρ̂(i) is

the reduced density matrix of the particle in quasi-momentum mode qi [see Eqn. (4.57)]. Under

this assumption, the non-linear mean field equations are given by

dρ↑↑(j)

dt
= −

∑
j′

Γkjkj′ρ↑↑(j)ρ↑↑(j
′),

dρ↓↓(j)

dt
= 0 (4.70)

and

dρ↑↓(j)

dt
= ρ↑↓(j)

∑
j′

[
iχ(ρ↑↑(j

′)− ρ↓↓(j
′))− 1

2
Γkjkj′ρ↑↑(j

′)

]
, (4.71)

where ρσσ′ ≡ 〈ρ̂σσ′〉. Since we are interested in the collective behavior, one can define ρTσσ′ =∑
j ρσσ′(j). For these observables the equations of motion simplify to

dρT↑↑
dt

= −fγ(ρT↑↑)2,
dρT↓↓
dt

= 0 (4.72)
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and

dρT↑↓
dt

= ρT↑↓

[
iχ(ρT↑↑ − ρT↓↓)−

1

2
fγρT↑↑

]
, (4.73)

where f ≡ N/`2 is the filling fraction.

Under the TWA, one accounts for quantum fluctuations during the dynamics by averaging

over different mean field trajectories generated by sampling over different initial conditions chosen

to reconstruct the Wigner function of the initial coherent spin state at t = 0 [54]. This method has

proven to be successful in simulating quantum spin dynamics. Using this approach, Figure 4.12

shows numerical simulation results of squeezing over time in the presence of inelastic collisions. For

shallow lattices (V0 . 7ER), the effect of inelastic collisions can limit the spin squeezing to ∼ 10

dB. Thus, in this regime, losses are as relevant as light scattering. The role of inelastic interactions

could be mitigated by either operating at deeper lattices as shown in Figure 4.12, or by using

nuclear spin states to generate the squeezing instead of the clock states directly.



Chapter 5

Short-time expansion of Heisenberg operators in open collective quantum spin

systems

Prologue

Collective spin systems, which are invariant under permutations of their constituent spins,

make frequent appearances as idealized models in atomic, molecular, and optical platforms (see,

for example, Chapters 4, 6, and 7). The high degree of symmetry in these systems can make them

numerically tractable in the mesoscopic regime of 102 – 105 particles, which is typically inaccessible

for exact simulations of quantum systems. These features make collective spins systems attractive

models for theoretical and numerical studies of phenomena such as dynamical phase transitions and

spin squeezing (i.e. quantum-enhanced metrology). The results shown in Figure 4.3, for example,

were obtained via exact numerical simulations of collective spin systems. However, realistic systems

in the laboratory typically break permutational symmetry, for example through incoherent decay

and dephasing processes that kick the system out of the space of permutationally-symmetric states.

In some cases, such as the Ising model, even these sorts of decoherence processes are analytically

tractable, which enabled the calculation of exact numerical results in Figure 4.4(a). In other cases,

one must resort to suitable approximation schemes or specialized techniques, where available. This

chapter is about one such technique, which was essentially developed to calculate the results in

Figure 4.4(b). The bulk of this chapter is taken from Ref. [3].
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Abstract

We present an efficient method to compute short-time expectation values in large collective

spin systems with typical forms of Markovian decoherence. Our method is based on a Taylor

expansion of a formal solution to the equations of motion for Heisenberg operators. This expansion

can be truncated at finite order to obtain virtually exact results at short times that are relevant for

metrological applications such as spin squeezing. In order to evaluate the expansion for Heisenberg

operators, we compute the relevant structure constants of a collective spin operator algebra. We

demonstrate the utility of our method by computing spin squeezing, two-time correlation functions,

and out-of-time-ordered correlators for 104 spins in strong-decoherence regimes that are otherwise

inaccessible via existing numerical methods. Our method can be straightforwardly generalized

to the case of a collective spin coupled to bosonic modes, relevant for trapped ion and cavity

QED experiments, and may be used to investigate short-time signatures of quantum chaos and

information scrambling.

5.1 Introduction

Collective spin systems are a versatile resource in quantum science for a range of applications

including quantum-enhanced metrology and quantum simulation. The study of such systems dates

back to the mid-twentieth century with the introduction of the Dicke model [30] that describes atoms

cooperatively interacting with a single mode of a radiation field, and the Lipkin-Meshkov-Glick

(LMG) model, a toy model for testing many-body approximation methods in contemporary nuclear

physics [130–132]. On the experimental side, the development of advanced trapping, cooling, and

control techniques in atomic, molecular, and optical (AMO) systems have enabled the realization of

collective spin models in a broad range of platforms, including cold atomic gasses [133, 134], Bose-

Einstein condensates [135–138], ultracold Fermi gasses [50, 104, 115], trapped ions [139], and optical

cavities [114, 140–148], among others. These implementations compliment innumerable theoretical

studies in a variety of rich subjects, including quantum phase transitions and criticality [149–152],



120

non-equilibrium phenomena [153–160], and precision mentrology [2, 32, 33, 35, 119, 161–167].

One of the primary motivations for studying collective spin systems is their application to

quantum-enhanced metrology. Quantum projection noise limits the error ∆φ in the measurement

of a phase angle φ with N independent spins to ∆φ ∼ 1/
√
N [32, 99]. Collective spin systems

provide a means to break through this limit via the preparation of many-body entangled states such

as spin-cat states [164, 168, 169] and most notably spin-squeezed states [32, 33, 35] that allow for

measurement errors ∆φ ∼ 1/N ε with 1/2 < ε ≤ 1, where ε = 1 saturates the Heisenberg limit [170].

Such entangled states can be prepared either via heralded methods such as quantum nondemolition

measurements [133, 134, 140, 141], or via deterministic methods that require nonlinear dynamics,

typically realized with phonon-mediated [139], photon-mediated [114, 135, 142–148] or collisional

[50, 104, 115, 136–138] interactions. Although a truly collective spin model requires uniform, all-

to-all interactions, as long as measurements do not distinguish between constituent particles, even

non-uniform systems may be effectively described by a uniform model with renormalized parameters

[171].

In the absence of decoherence, permutation symmetry and total spin conservation divide the

total Hilbert space of a collective spin system into superselection sectors that grow only linearly

with system size N , thereby admitting efficient classical simulation of its dynamics. Decoherence

generally violates total spin conservation and requires the use of density operators, increasing the

dimension of accessible state space to O
(
N3
)

[172, 173]. In this case, exact simulations can be

carried out for N . 100 particles. If decoherence is sufficiently weak, dynamics can be numerically

solvable for N . 105 particles via “quantum trajectory” Monte Carlo methods [174, 175] (also

known as “quantum jump” or “Monte Carlo wavefunction” methods) that can reproduce all expec-

tation values of interest. When decoherence is strong, however, these Monte Carlo methods can

take a prohibitively long time to converge, as simulations become dominated by incoherent jumps

that generate large numbers of distinct quantum trajectories that need to be averaged in order to

accurately compute expectation values. Even with strong decoherence, dynamics are sometimes

solvable through the cumulant expansion [176] that neglects all n-body connected correlators for
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n > 2. The growth of genuinely multi-body correlations, however, eventually causes the cumulant

expansion to yield incorrect results with no clear signature of failure. In the absence of other

means to compute correlators, it can therefore be difficult to identify the point at which correlators

computed via the cumulant expansion can no longer be trusted.

In this work, we present an efficient method to compute short-time dynamics of collective

spin systems with typical forms of Markovian decoherence. The only restriction on decoherence

(beyond Markovianity) is that, like the coherent collective dynamics, it must act identically on

all constituent particles. Our method is based on a formal solution to the equations of motion

for Heisenberg operators, thereby bearing some resemblance to the Mori formalism [177] and re-

lated work [178]. Specifically, we expand a formal solution for a Heisenberg operator into a Taylor

series whose truncation can yield negligible error at sufficiently short times. Evaluating the re-

sulting expansion requires knowing the structure constants of a collective spin operator algebra;

the calculation of these structure constants (in Appendices 5.A–5.C) is one of the main technical

results of this work, which we hope will empower both analytical and numerical studies of collective

spin systems in the future. We benchmark our method against exact results from both analyti-

cal calculations and quantum trajectory Monte Carlo computations of spin squeezing in accessible

parameter regimes, highlighting both advantages and limitations of the short-time expansion. Fi-

nally, we showcase applications of our method by computing quantities that are inaccessible to

other numerical methods.

5.2 Theory

In this section we provide the basic theory for our method to compute expectation values of

collective spin operators, deferring lengthy derivations to the appendices. We consider a system

of N distinct spin-1/2 particles. Defining individual spin-1/2 operators ŝα=x,y,z ≡ σ̂α/2 and ŝ± ≡

ŝx± iŝy = σ̂± with Pauli operators σ̂α, we denote an operator that acts with ŝα on the spin indexed

by j and trivially (i.e. with the identity 1̂) on all other spins by ŝ(j)α . We then define the collective

spin operators Ŝα ≡
∑N

j=1 ŝ
(j)
α for α ∈ {x, y, z,+,−}. Identifying the set

{
Ŝm

}
as a basis for all
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collective spin operators, with m ≡ (m+,mz,m−) ∈ N3
0 and Ŝm ≡ Ŝ

m+
+ Ŝmz

z Ŝ
m−
− , we can expand

any collective spin operator Ô in the form

Ô =
∑
m

OmŜm (5.1)

with scalar coefficients Om ∈ C. If Ô is self-adjoint, for example, then O∗
m = Om∗ with m∗ ≡

(m−,mz,m+). The corresponding Heisenberg operator is then Ô (t) =
∑

mOm (t) Ŝm+ÊO (t), with

time-dependent coefficients Om (t) for time-independent Schrödinger operators Ŝm, and mean-zero

“noise” operators ÊO (t) that result from interactions between the spin system and its environment,

initially ÊO (0) = 0. These noise operators will essentially play no role in the present work, but

are necessary to include for a consistent formalism of Heisenberg operators in an open quantum

system; see Appendix 5.N for further discussion. The expectation values of Heisenberg operators

evolve according to

d

dt
〈Ô (t)〉 = 〈Ť Ô (t)〉 =

∑
m,n

〈Ŝm〉TmnOn (t) (5.2)

with a Heisenberg-picture time derivative operator Ť = d/dt whose matrix elements Tmn ∈ C are

defined by

Ť Ŝn ≡ i
[
Ĥ, Ŝn

]
−
+
∑
J
γJ Ď (J ) Ŝn =

∑
m

ŜmTmn, (5.3)

where [X,Y ]± ≡ XY ± Y X; Ĥ is the collective spin Hamiltonian; J is a set of jump operators

with a corresponding decoherence rate γJ ; and Ď is a Heisenberg-picture dissipator, or Lindblad

superoperator, defined by

Ď (J ) Ô ≡
∑
Ĵ∈J

(
Ĵ†ÔĴ − 1

2

[
Ĵ†Ĵ , Ô

]
+

)
. (5.4)

Decoherence via uncorrelated decay of individual spins, for example, would be described by the set

of jump operators J− ≡
{
ŝ
(j)
− : j = 1, 2, · · · , N

}
. The commutator in Eq. (5.3) can be computed

by expanding the product Ŝ`Ŝm =
∑

n f`mnŜn with structure constants f`mn ∈ R that we work

out in Appendices 5.A–5.C, and the effects of decoherence from jump operators (i.e. elements of
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J ) of the form ĝ(j) =
∑

α gαŝ
(j)
α and Ĝ =

∑
αGαŜα are worked out in Appendices 5.D–5.G.

We consider these calculations to be some of the main technical contributions of this work, with

potential applications beyond the short-time simulation method presented here. These ingredients

are sufficient to compute matrix elements Tmn of the time derivative operator Ť in Eq. (5.3) in

most cases of practical interest.

We note that particle loss is an important decoherence mechanism in many experimental

realizations of collective spin models [35]. In principle, a spin model has no notion of the particle

annihilation operators that generate particle loss, and therefore cannot capture this effect directly.

Nonetheless, for a system initially composed ofN particles, the effect of particle loss can be emulated

with O(1/N) error by the dissipator Ďloss defined by ĎlossŜm = −|m|Ŝm, where |m| ≡
∑

αmα (see

Appendix 5.H). Furthermore, the effect particle loss can be accounted for exactly by (i) introducing

an additional index on spin operators, Ŝm → ŜNm, to keep track of different sectors of fixed particle

number within a multi-particle Fock space, and (ii) constructing jump operators that appropriately

couple spin operators within different particle-number sectors. We defer a detailed exact accounting

of particle loss to future work.

The time derivative operator Ť will generally couple spin operators Ŝn to spin operators Ŝm

with higher “weight”, i.e. with |m| > |n|. The growth of operator weight signifies the growth of

many-body correlations. Keeping track of this growth eventually becomes intractable, requiring us

to truncate our equations of motion somehow. The simplest truncation strategy would be to take

d

dt
〈Ô (t)〉 →

∑
w(m)<W

〈Ŝm〉
∑
n

TmnOn (t) (5.5)

for some weight measure w, e.g. w (m) = |m|, and a high-weight cutoff W . The truncation in

Eq. (5.5) closes the system of differential equations defined by Eq. (5.2), and allows us to solve it

using standard numerical methods. Some initial conditions for this system of differential equations,

namely expectation values of collective spin operators with respect to spin-polarized (Gaussian)

states that are generally simple to prepare experimentally, are provided in Appendix 5.I.

The truncation strategy in Eq. (5.5) has a few limitations: (i) simulating a system of differ-



124

ential equations for a large number of operators can be time-consuming, (ii) the weight measure

w may need to be chosen carefully, as the optimal measure is generally system-dependent, and

(iii) simulation results can only be trusted up to the time at which the initial values of operators

Ŝm with weight w (m) ≥ W have a non-negligible contribution to expectation values of interest.

The last limitation in particular unavoidably applies in some form to any method tracking only a

subset of all relevant operators. We therefore devise an alternate truncation strategy built around

limitation (iii).

We can formally expand Heisenberg operators Ô (t) in a Taylor series about the time t = 0

to write

〈Ô (t)〉 = 〈etŤ Ô (0)〉 =
∑
k≥0

tk

k!

∑
m,n

〈Ŝm〉T kmnOn (0) , (5.6)

where the matrix elements T kmn of the k-th time derivative operator Ť k are

T 0
mn ≡ δmn, T 1

mn ≡ Tmn, T k>1
mn ≡

∑
p1,p2,··· ,pk−1

Tmpk−1
· · ·Tp3p2Tp2p1Tp1n, (5.7)

with δmn = 1 if m = n and zero otherwise. For sufficiently short times, we can truncate the series

in Eq. (5.6) by taking

〈Ô (t)〉 →
M∑
k=0

tk

k!

∑
m,n

〈Ŝm〉T kmnOn (0) . (5.8)

We refer to Eq. (5.8) as the truncated short-time (TST) expansion of Heisenberg operators. Note

that when computing an expectation value 〈Ô (t)〉, the relation Ŝ†
m = Ŝm∗ , which by Hermitian

conjugation of Eq. (5.2) also implies that Tm∗n∗ = T ∗
mn, cuts both the number of initial-time

expectation values 〈Ŝm〉 and the number of matrix elements Tmn that we may need to explicitly

compute roughly in half.

Unlike the weight-based truncation in Eq. (5.5), the nonzero matrix elements T kmn for k =

0, 1, · · · ,M in Eq. (5.8) tell us which operators Ŝm are relevant for computing the expectation

value 〈Ô (t)〉 to a fixed order M . The TST expansion thereby avoids the introduction of a weight

measure w that chooses which operators to keep track of, and trades the cost of solving a system of
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differential equations for the cost of computing expectation values 〈Ŝm〉 and matrix elements T kmn.

In all cases considered in this work, we find that the TST expansion is both faster to evaluate and

provides accurate correlators 〈Ô (t)〉 until later times t than the weight-based expansion in (5.5)

with weight measure w (m) = |m| and cutoff W ≈ M . We therefore restrict the remainder of our

discussions to the TST expansion in Eq. (5.8), and provide a pedagogical tutorial for computing

correlators using the TST expansion in Appendix 5.J.

Three primary considerations limit the maximum time t to which we can accurately compute a

correlator 〈Ŝn (t)〉 using the TST expansion. First, maintaining accuracy at larger times t requires

going to higher orders M in the TST expansion. An order-M TST expansion of the correlator

〈Ŝn (t)〉 can involve a significant fraction of operators Ŝm with weight |m| . M , which implies

the need to compute O
(
M3
)

initial-time expectation values 〈Ŝm〉 and O
(
M4
)

matrix elements

T kmn. In practice, with a straightforward implementation of the TST expansion we find that these

requirements generally restrict M . 50 – 70 with 8 – 50 gigabytes of random access memory (RAM).

Second, individual terms at high orders of the TST expansion in Eq. (5.8) can grow excessively

large, greatly amplifying any numerical errors and thereby spoiling cancellations that are necessary

to arrive at a physical value of a correlator, i.e. with |〈Ŝn (t)〉| . S|n| (where S ≡ N/2). Finally,

the TST expansion is essentially perturbative in the time t, which implies that its validity as a

formal expansion eventually breaks down. Precisely characterizing the implications of these last

two considerations for the TST expansion requires additional analysis that we defer to future work.

An investigation of connections between the TST expansion and past work related to the Mori

formalism [177, 178], for example, might answer questions about the breakdown and convergence

of the TST expansion. As we show from benchmarks of the TST expansion in Section 5.3, however,

a detailed understanding of breakdown is not necessary to diagnose the breakdown time t
(M)
break

beyond which the TST expansion yields inaccurate results. Empirically, we find that going beyond

order M ≈ 35 yields no significant gains in all cases considered in this work.
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5.3 Spin squeezing, benchmarking, and breakdown

To benchmark our method for computing collective spin correlators, we consider three col-

lective spin models known to generate spin-squeezed states: the one-axis twisting (OAT), two-axis

twisting (TAT), and twist-and-turn (TNT) models described by the collective spin Hamiltonians

[35]

HOAT = χŜ2
z , (5.9)

HTAT =
χ

3

(
Ŝ2

z − Ŝ2
y

)
, (5.10)

HTNT = χŜ2
z +ΩŜx, (5.11)

where we include a factor of 1/3 in the TAT Hamiltonian because it naturally appears in realistic

proposals to experimentally implement TAT [118, 119]. For simplicity, we further fix Ω = χS

(with S ≡ N/2 throughout this work) to the critical value known to maximize the entanglement

generation rate of TNT in the large-N limit [179, 180].

Note that the OAT model is a special case of the zero-field Ising model, whose quantum

dynamics admits an exact analytic solution even in the presence of decoherence [120]. The approx-

imate and numerics-oriented TST expansion is therefore an inappropriate tool for studying the

OAT model, which will merely serve as an exactly solvable benchmark of our methods. Wherever

applicable, we will provide exact results for the OAT model (see Appendix 5.K, as well as the

Supplementary Material of Ref. [139]).

The Hamiltonians in Eqs. (5.9)–(5.11) squeeze the initial product state |X〉 ∝
(
|↑〉+ |↓〉

)⊗N
with Ŝx |X〉 = S |X〉. Our measure of spin squeezing is the directionally-unbiased Ramsey squeezing

parameter determined by the maximal gain in resolution ∆φ of a phase angle φ over that achieved

by any spin-polarized product state (e.g. |X〉) [32, 35],

ξ2 ≡ (∆φmin)
2(

∆φpolarized
)2 =

N

|〈Ŝ〉|2
min
v⊥〈Ŝ〉
v·v=1

〈(
Ŝ · v

)2〉
, (5.12)

where Ŝ ≡
(
Ŝx, Ŝy, Ŝz

)
is a collective spin operator-valued vector, the minimization is performed

over all unit vectors v orthogonal to the mean spin vector 〈Ŝ〉, and for brevity we have suppressed
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(a) Squeezing with unitary dynamics
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(b) Squeezing with decoherence: γ− = γ+ = γz = χ

Figure 5.1: Spin squeezing of N = 104 spins initially in |X〉 under (a) unitary and (b) non-unitary
dynamics, computed using exact methods (solid lines), quantum trajectory simulations (dots), and
the TST expansion in Eq. (5.8) with M = 35 (dashed lines). Solid circles mark the times at which
the TST expansion gives an unphysical result with ξ2 < 0.

the explicit time dependence of operators in Eq. (5.12). This squeezing parameter is entirely

determined by one- and two-spin correlators of the form 〈Ŝα〉 and 〈ŜαŜβ〉. For the unitary dy-

namics discussed in this work, these correlators are obtainable via exact simulations of quantum

dynamics in the (N + 1)-dimensional Dicke manifold of states
{
|S,m〉

}
with net spin S and spin

projection m onto the z axis, i.e. with 〈S,m|Ŝ2|S,m〉 = S (S + 1) and 〈S,m|Ŝz|S,m〉 = m for

m ∈ {−S,−S + 1, · · · , S}. In the presence of single-spin or collective decoherence, meanwhile,

these correlators are obtainable with the collective-spin quantum trajectory Monte Carlo method

developed in Ref. [175]. In this work, these exact and quantum trajectory simulations will be used

to benchmark the TST expansion in Eq. (5.8).

Figure 5.1 compares the squeezing parameter ξ2 for N = 104 spins initially in the state

|X〉 evolved under the Hamiltonians in Eqs. (5.9)–(5.11), as computed via both benchmarking

simulations and the TST expansion in Eq. (5.8) with M = 35. Squeezing is shown for both unitary

dynamics (Figure 5.1a), as well as non-unitary dynamics in the presence of spontaneous decay,

excitation, and dephasing of individual spins at rates χ (Figure 5.1b), respectively described by the

sets of jump operators Jα ≡
{
ŝ
(j)
α

}
with corresponding decoherence rates γα = χ for α ∈ {−,+, z}.
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The results shown in Figure 5.1 were computed in a rotated basis with (ŝz, ŝx) → (ŝx,−ŝz) and

|X〉 → |−Z〉 ≡ |↓〉⊗N , as well as appropriate transformations of the Hamiltonian and jump operators.

The only effects of this rotation on the results presented in Figure 5.1 are to (i) reduce the time it

takes to compute correlators 〈Ô (t)〉 with the TST expansion, and (ii) prolong the time for which the

TST expansion of TNT results agree with benchmarking simulations. The speedup in a different

basis occurs because for the initial state |−Z〉, all initial-time correlators 〈Ŝm〉 are zero unless

m+ = m− = 0, and all non-zero correlators take O (1) (i.e. constant in N) time to compute, rather

than O (N) time (see Appendix 5.I). In total, the use of a rotated basis reduces the computation

time of initial-time correlators from O
(
M3N

)
to O (M). The reason for prolonged agreement of

TNT results in a rotated basis is not entirely understood, and provides a clue into the precise

mechanism by which the TST expansion breaks down (discussed below). We defer a detailed study

of this breakdown to future work.

The main lesson from Figure 5.1 is that the TST expansion yields essentially exact results

right up until a sudden and drastic departure that can be diagnosed by inspection. The breakdown

of the TST expansion in Figure 5.1 induces an unphysical squeezing parameter ξ2 < 0. In general,

however, there is no fundamental relationship between the breakdown of the TST expansion and

the conditions for a physical squeezing parameter ξ2. A proper diagnosis of breakdown therefore

requires inspection of the correlators 〈Ŝn (t)〉 used to compute the squeezing parameter ξ2, which

upon breakdown will rapidly take unphysical values with |〈Ŝn (t)〉| & S|n| (see Appendix 5.L for

an example). The sudden and drastic departure from virtually exact results is consistent with the

limitations of the TST expansion discussed at the end of Section 5.2. Specifically, we identify three

possible mechanisms for breakdown: (i) a rapid growth in the order M necessary for the TST

expansion to converge, (ii) the growth of numerical errors in excessively large terms of the TST

expansion, and (iii) the formal breakdown of the perturbative expansion in the time t. In all of these

cases, a detailed cancellation eventually ceases to occur between large terms at high orders in the

TST expansion. These large terms grow with the time t raised to some large power (as high as M),

and therefore rapidly yield wildly unphysical results. In contrast to other approximate methods
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such as the cumulant expansion [176], the TST expansion can thus diagnose its own breakdown,

which is an important feature when working in parameter regimes that are inaccessible via other

means to compute correlators. Note that, due to the breakdown mechanisms of the TST expansion,

going up through order M = 70 does not significantly increase the breakdown time t(M)
break in Figure

5.1, and in some cases even shortens t(M)
break.

Although the TST expansion breaks down at short times, it has two key advantages over the

quantum trajectory Monte Carlo method to compute correlators in the presence of decoherence.

First, computing spin correlators with the TST expansion is generally faster and requires fewer

computing resources. The TST expansion results in Figure 5.1b, for example, take ∼ 10 seconds

to compute with a single CPU on modern computing hardware. The quantum trajectory Monte

Carlo results in the same figure, meanwhile, take ∼ 104 CPU hours to compute on similar hardware;

the bulk of this time is spent performing sparse matrix-vector multiplication, leaving little room

to further optimize serial runtime. Parallelization can reduce actual runtime of the Monte Carlo

simulations to ∼ 10 hours by running all trajectories at once, but at the cost of greatly increasing

computing resource requirements. Though it may be possible to further speed up quantum trajec-

tory Monte Carlo simulations by introducing new truncation schemes, any modifications (i) should

be made carefully to ensure that simulations still yield correct results, and (ii) are unlikely to bridge

the orders of magnitude in computing resource requirements.

The second advantage of the TST expansion is the capability to compute spin correlators

in strong-decoherence regimes of large systems that are entirely inaccessible to other methods. As

an example, Figure 5.2 shows squeezing of N = 104 spins initially in |X〉, undergoing spontaneous

decay, excitation, and dephasing of individual spins at rates γ− = γ+ = γz = 100χ. The system

size in these simulations is too large for straightforward application of exact methods for open

quantum systems. Quantum trajectory Monte Carlo simulations, meanwhile, take a prohibitively

long time to converge with such strong decoherence due to the multiplicity of quantum trajectories

that require averaging.

The results in Figure 5.2 show that the TNT model can generate more squeezing than the
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Figure 5.2: Spin squeezing of N = 104 spins initially in |X〉 with spontaneous decay, excitation, and
dephasing of individual spins at rates γ− = γ+ = γz = 100χ. Computed using the TST expansion
in Eq. (5.8) with M = 35. Solid circles mark the times at which the TST expansion gives an
unphysical result with ξ2 < 0.
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OAT or TAT models in the presence of strong decoherence. The better performance of TNT is in

part a consequence of the fact that TNT initially generates squeezing at a faster rate than OAT

or TAT, thereby allowing it to produce more squeezing before the degrading effects of decoherence

kick in. We corroborate this finding with quantum trajectory simulations of a smaller system in

Appendix 5.M. Strong-decoherence computations of the sort used for Figure 5.2 put lower bounds

on theoretically achievable spin squeezing via TAT with decoherence in Ref. [2], exemplifying a

concrete and practical application of the TST expansion and the collective-spin structure constants

calculated in this work.

5.4 Two-time correlation functions and out-of-time-ordered correlators

As a final example of collective-spin physics that is numerically accessible via the TST ex-

pansion of Heisenberg operators, we consider the calculation of two-time correlation functions and

out-of-time-ordered correlators (OTOCs). In particular, we consider the effect of decoherence on

short-time behavior of the two-time connected correlator

C (t) ≡ 1

S

(
〈Ŝ+ (t) Ŝ− (0)〉 − 〈Ŝ+ (t)〉 〈Ŝ− (0)〉

)
, (5.13)

and the expectation value of a squared commutator,

D (t) ≡ 1

S2

〈[
Ŝ+ (t) , Ŝ− (0)

]†
−

[
Ŝ+ (t) , Ŝ− (0)

]
−

〉
nn
, (5.14)

in the context of the squeezing models in Section 5.3. The subscript on 〈·〉nn in Eq. (5.14) stands for

“no noise”, and denotes a correlator computed without the noise contributions ÊO (t) to Heisenberg

operators Ô (t). While linear contributions from noise operators as e.g. in Eq. (5.13) always vanish

under Markovian decoherence (see Appendix 5.N), quadratic contributions that would otherwise

appear in Eq. (5.14) generally do not [181]. Determining the effect of these noise terms generally

requires making additional assumptions about the environment, which would be a digression for

the purposes of the present work. We therefore exclude these noise terms in (5.14) in order to keep

our discussion simple and general; see Ref. [181] for more detailed discussions of noise terms and

the quantum regression theorem underlying the calculation of multi-time correlators.
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In an equilibrium setting, correlation functions similar to that in Eq. (5.13) contain in-

formation about the linear response of Heisenberg operators to perturbations of a system; in a

non-equilibrium setting, they contribute to short-time linear response (see Appendix 5.O). Similar

correlators have made appearances as order parameters for diagnosing time-crystalline phases of

matter [182]. Squared commutators such as that in Eq. (5.14), meanwhile, are commonly examined

for signatures of quantum chaos and information scrambling [183–185]. In typical scenarios, such

squared commutators initially vanish by construction through a choice of spatially separated oper-

ators. Collective spin systems, however, have no intrinsic notion of locality or spatial separation. In

our case, therefore, with the choice of initial state |X〉 ∝
(
|↑〉+ |↓〉

)⊗N we merely have D (0) ∼ 1/N .

Figure 5.3 shows the behavior of C (t) and D (t) for N = 104 spins, initially in the state |X〉,

evolving under the squeezing Hamiltonians in Eqs. (5.9)–(5.11) both with and without spontaneous

decay, excitation, and dephasing of individual spins at rates γ− = γ+ = γz = 100χ. In the case of

unitary evolution under OAT, we find that to an excellent approximation |C (t)| takes the functional

form f (t) = f (0) + aNχt + (bNχt)2 with a ∼ b ∼ 1, and with a virtually perfect fit D (t) =

D (0) +
(
[N + 1]χt

)2. For unitary evolution under TAT and TNT, we find that to an excellent

approximation both |C (t)| and D (t) take the functional form f (t) = f (0) + a
[
exp (bNχt)− 1

]
with a ∼ b ∼ 1. As may be expected, the growth of C (t) and D (t) is generally suppressed

by decoherence. Figure 5.3 serves as an example for the type of behavior that is accessible at

short times with the TST expansion. These examples are straightforward to extend to equilibrium

settings and spin-boson systems.
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(a) Two-time correlator C (t) ≡ |C (t)| exp
[
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(b) Squared commutator D (t).

Figure 5.3: The two-time connected correlator C (t) and squared commutator D (t), respectively de-
fined in Eqs. (5.13) and (5.14), for N = 104 spins initially in the polarized state |X〉 ∝

(
|↑〉+ |↓〉

)⊗N
evolving under the squeezing Hamiltonians in Eqs. (5.9)–(5.11). Results are shown for both unitary
dynamics (solid lines) and non-unitary dynamics with γ− = γ+ = γz = γ0 = 100χ (dashed lines),
computed using the TST expansion in Eq. (5.8) with M = 20.
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5.5 Conclusions

We have presented an efficient method for computing correlators at short times in collective

spin systems. This method is based on truncating a short-time expansion of Heisenberg operators,

and can access correlators on time scales that are relevant to metrological applications such as spin

squeezing. In order to evaluate the truncated short-time (TST) expansion of Heisenberg operators,

we have computed the structure constants of a collective spin operator algebra, which we hope

will empower future analytical and numerical studies of collective spin systems. Even though we

considered only non-equilibrium spin-squeezing processes in this work, our method can be applied

directly in an equilibrium setting, and is straightforward to generalize to systems such as trapped

ions and optical cavities with collective spin-boson interactions. In such contexts, our method may

be used to benchmark the short-time effects of decoherence, or study the onset of quantum chaos

and information scrambling.
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5.A Basic spin operator identities

The appendices in this work make ubiquitous use of various spin operator identities; we

collect and derive some basic identities here for reference. Note that despite the working definition

of collective spin operators from Sα =
∑

j s
(j)
α , the identities we will derive involving only collective

spin operators apply just as well to large-spin operators that cannot be expressed as the sum of
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individual spin-1/2 operators. The elementary commutation relations between spin operators are,

with µ̄ ≡ −µ ∈ {+1,−1} for brevity,

[
s(j)z , s(k)µ

]
−
= δjkµs

(j)
µ ,

[
Sz, s

(j)
µ

]
−
=
[
s(j)z , Sµ

]
−
= µs(j)µ ,

[
Sz, Sµ

]
− = µSµ, (5.15)[

s(j)µ , s
(k)
µ̄

]
−
= δjk2µs

(j)
z ,

[
Sµ, s

(j)
µ̄

]
−
=
[
s(j)µ , Sµ̄

]
−
= 2µs(j)z ,

[
Sµ, Sµ̄

]
− = 2µSz. (5.16)

These relations can be used to inductively compute identities involving powers of collective spin

operators. By pushing through one spin operator at a time, we can find

(µSz)
m s(j)µ = (µSz)

m−1 s(j)µ (1 + µSz) = (µSz)
m−2 s(j)µ (1 + µSz)

2 = · · · = s(j)µ (1 + µSz)
m , (5.17)

and

µs(j)z Smµ = Sµµs
(j)
z Sm−1

µ + s(j)µ Sm−1
µ = · · · = Smµ µs

(j)
z +ms(j)µ Sm−1

µ , (5.18)

where we will generally find it nicer to express results in terms of µs(j)z and µSz rather than s
(j)
z

and Sz. Summing over the single-spin index j in both of the cases above gives us the purely

collective-spin versions of these identities:

(µSz)
m Sµ = Sµ (1 + µSz)

m , µSzS
m
µ = Smµ (m+ µSz) , (5.19)

where we can repeat the process of pushing through individual Sz operators ` times to get

(µSz)
` Smµ = (µSz)

`−1 Smµ (m+ µSz) = (µSz)
`−2 Smµ (m+ µSz)

2 = · · · = Smµ (m+ µSz)
` . (5.20)

Multiplying (5.20) through by (µν)` (for ν ∈ {+1,−1}) and taking its Hermitian conjugate, we can

say that more generally

(νSz)
` Smµ = Smµ (µνm+ νSz)

` , Smµ (νSz)
` = (−µνm+ νSz)

` Smµ . (5.21)

Finding commutation relations between powers of transverse spin operators, i.e. Sµ and Sµ̄, turns

out to be considerably more difficult than the cases we have worked out thus far. We therefore save

this work for Appendix 5.B.
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5.B Commutation relations between powers of transverse spin operators

To find commutation relations between powers of transverse collective spin operators, we first

compute

Smµ s
(j)
µ̄ = Sm−1

µ s
(j)
µ̄ Sµ + Sm−1

µ 2µs(j)z (5.22)

= Sm−2
µ s

(j)
µ̄ S2

µ + Sm−2
µ 2µs(j)z Sµ + Sm−1

µ 2µs(j)z (5.23)

= s
(j)
µ̄ Smµ +

m−1∑
k=0

Skµ2µs
(j)
z Sm−k−1

µ . (5.24)

While (5.24) gives us the commutator
[
Smµ , s

(j)
µ̄

]
−

, we would like to enforce an ordering on products

of spin operators, which will ensure that we only keep track of operators that are linearly indepen-

dent. We choose (for now) to impose an ordering with all s(j)µ̄ operators on the left, and all s(j)z

operators on the right. Such an ordering will prove convenient for the calculations in this sectiona.

This choice of ordering compels us to expand

m−1∑
k=0

Skµ2µs
(j)
z Sm−k−1

µ =

m−1∑
k=0

Skµ

[
2 (m− k − 1) s(j)µ Sm−k−2

µ + Sm−k−1
µ 2µs(j)z

]
(5.25)

= m (m− 1) s(j)µ Sm−2
µ +mSm−1

µ 2µs(j)z , (5.26)

which implies

Smµ s
(j)
µ̄ = s

(j)
µ̄ Smµ +m (m− 1) s(j)µ Sm−2

µ +mSm−1
µ 2µs(j)z , (5.27)

and in turn

Smµ Sµ̄ = Sµ̄S
m
µ +mSm−1

µ (m− 1 + 2µSz) . (5.28)

a In retrospect, it may have been nicer to push all s(j)µ operators to the right throughout these calculations, due

to the enhanced symmetry that expressions would have with respect to Hermitian conjugation. In any case, we

provide the final result of this section in both ordering conventions, and therefore feel no need to reproduce these

calculations with a different ordering of spin operators.
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As the next logical step, we take on the task of computing

Smµ S
n
µ̄ = Sm−1

µ Snµ̄Sµ + n
[
Sm−1
µ Sn−1

µ̄ (1− n+ 2µSz)
]
= Snµ̄S

m
µ + n

m−1∑
k=0

Sm−k−1
µ Sn−1

µ̄ (1− n+ 2µSz)S
k
µ,

(5.29)

which implies

[
Smµ , S

n
µ̄

]
−
= Cmn;µ ≡ n

m−1∑
k=0

Sm−k−1
µ Sn−1

µ̄ (1− n+ 2µSz)S
k
µ. (5.30)

We now need to rearrange the operators in Cmn;µ into a standard order, which means pushing all

Sz operators to the right and, for the purposes of this calculation, all Sµ̄ operators to the left. We

begin by pushing Skµ to the left of Sz, which takes 2µSz → 2µSz + 2k, and then push Sm−k−1
µ to

the right of Sn−1
µ̄ , giving us

Cmn;µ = n

m−1∑
k=0

(
Sn−1
µ̄ Sm−k−1

µ + Cm−k−1,n−1;µ

)
Skµ (2k + 1− n+ 2µSz) (5.31)

= Dmn;µ + n
m−2∑
k=0

Cm−k−1,n−1;µS
k
µ (2k + 1− n+ 2µSz) , (5.32)

where we have dropped the last (k = m− 1) term in the remaining sum because Cm−k−1,n−1;µ = 0

if k = m− 1, and

Dmn;µ ≡ mnSn−1
µ̄ Sm−1

µ (m− n+ 2µSz) . (5.33)

To our despair, we have arrived in (5.32) at a recursive formula for Cmn;µ. Furthermore, we have

not even managed to order all spin operators, as Cm−k−1,n−1;µ contains Sz operators that are to

the left of Skµ. To sort all spin operators once and for all, we define

C(k)
mn;µ ≡ Cm−k,n;µS

k
µ, D(k)

mn;µ ≡ Dm−k,n;µS
k
µ, (5.34)

which we can expand as

D(k)
mn;µ = (m− k)nSn−1

µ̄ Sm−k−1
µ (m− k − n+ 2µSz)S

k
µ (5.35)

= (m− k)nSn−1
µ̄ Sm−1

µ (k +m− n+ 2µSz) , (5.36)
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and

C(k)
mn;µ = Dm−k,n;µS

k
µ + n

m−k−2∑
j=0

Cm−k−j−1,n−1;µS
j
µ (2j + 1− n+ 2µSz)S

k
µ (5.37)

= D(k)
mn;µ + n

m−k−2∑
j=0

Cm−k−j−1,n−1;µS
j+k
µ (2j + 2k + 1− n+ 2µSz) (5.38)

= D(k)
mn;µ + n

m−k−2∑
j=0

C
(k+j)
m−1,n−1;µ

(
2 [j + k] + 1− n+ 2µSz

)
(5.39)

= D(k)
mn;µ + n

m−2∑
j=k

C
(j)
m−1,n−1;µ (2j + 1− n+ 2µSz) . (5.40)

While the resulting expression in (5.40) strongly resembles that in (5.32), there is one crucial dif-

ference: all spin operators in (5.40) have been sorted into a standard order. We can now repeatedly

substitute C(k)
mn;µ into itself, each time decreasing m and n by 1, until one of m or n reaches zero.

Such repeated substitution yields the expansion

Cmn;µ = C(0)
mn;µ = Dmn;µ +

min{m,n}−1∑
p=1

E(p)
mn;µ, (5.41)

where the first two terms in the sum over p are

E(1)
mn;µ = n

m−2∑
k=0

D
(k)
m−1,n−1;µ (2k + 1− n+ 2µSz) , (5.42)

E(2)
mn;µ = n

m−2∑
k1=0

(n− 1)

m−3∑
k2=k1

D
(k2)
m−2,n−2;µ (2k2 + 2− n+ 2µSz) (2k1 + 1− n+ 2µSz) , (5.43)

and more generally for p > 1,

E(p)
mn;µ =

n!

(n− p)!

m−2∑
k1=0

m−3∑
k2=k1

· · ·
m−p−1∑
kp=kp−1

D
(kp)
m−p,n−p;µ

p∏
j=1

(
2kj + j − n+ 2µSz

)
. (5.44)

In principle, the expressions in (5.33), (5.36), (5.41), and (5.44) suffice to evaluate the commutator[
Smµ , S

n
µ̄

]
−
= Cmn;µ, but this result is – put lightly – quite a mess: the expression for E(p)

mn;µ in (5.44)

involves a sum over p mutually dependent intermediate variables, each term of which additionally

contains a product of p factors. We therefore devote the rest of this section to simplifying our result

for the commutator
[
Smµ , S

n
µ̄

]
−

.



139

Observing that in (5.44) we always have 0 ≤ k1 ≤ k2 ≤ · · · ≤ kp ≤ m−p−1, we can rearrange

the order of the sums and relabel kp → ` to get

E(p)
mn;µ =

n!

(n− p)!

m−p−1∑
`=0

D
(`)
m−p,n−p;µ

(
2`+ Fnp;µ

) ∑
(k,p−1,`)

p−1∏
j=1

(
2kp−j − j + Fnp;µ

)
, (5.45)

where for shorthand we define

Fnp;µ ≡ p− n+ 2µSz,
∑

(k,q,`)

X ≡
∑̀
k1=0

∑̀
k2=k1

· · ·
∑̀

kq=kq−1

X. (5.46)

We now further define

fnp`;µ (k, q) ≡ (`− k + q)
(
`+ k − q + Fnp;µ

)
, (5.47)

and evaluate sums successively over kp−1, kp−2, · · · , k1, finding

∑
(k,p−1,`)

p−1∏
j=1

(
2kp−j − j + Fnp;µ

)
=

∑
(k,p−2,`)

p−1∏
j=2

(
2kp−j − j + Fnp;µ

)
fnp`;µ

(
kp−2, 1

)
(5.48)

=
1

(r − 1)!

∑
(k,p−r,`)

p−1∏
j=r

(
2kp−j − j + Fnp;µ

) r−1∏
q=1

fnp`;µ
(
kp−r, q

)
(5.49)

=
1

(p− 1)!

p−1∏
q=1

fnp`;µ (0, q) (5.50)

=

(
`+ p− 1

p− 1

) p−1∏
q=1

(
`− q + Fnp;µ

)
. (5.51)

Substitution of this result together with D
(`)
m−p,n−p;µ using (5.36) into (5.45) then gives us

E(p)
mn;µ =

n!

(n− p− 1)!
Sn−p−1
µ̄ Sm−p−1

µ Gmnp;µ (5.52)

with

Gmnp;µ ≡
m−p−1∑
`=0

(
`+ p− 1

p− 1

)
(m− p− `)

(
`+m− p+ Fnp;µ

) (
2`+ Fnp;µ

) p−1∏
q=1

(
`− q + Fnp;µ

)
(5.53)

=

(
m

p+ 1

) p∏
q=0

(
m− p− q + Fnp;µ

)
. (5.54)
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We can further simplify
p∏
q=0

(
m− p− q + Fnp;µ

)
=

p∏
q=0

(m− n− q + 2µSz) =

p+1∑
q=0

(−1)p+1−q
[
p+ 1

q

]
(m− n+ 2µSz)

q ,

(5.55)

where
[
p
q

]
is an unsigned Stirling number of the first kind, and finally

p∑
q=0

(−1)p−q
[
p

q

]
(m− n+ 2µSz)

q =

p∑
q=0

(−1)p−q
[
p

q

] q∑
`=0

(
q

`

)
(m− n)q−` (2µSz)

` (5.56)

=

p∑
`=0

2`
p∑
q=`

(−1)p−q
[
p

q

](
q

`

)
(m− n)q−` (µSz)

` . (5.57)

Putting everything together, we finally have

E(p−1)
mn;µ = p!

(
m

p

)(
n

p

)
Sn−pµ̄ Sm−p

µ

p∑
`=0

εp`mn (µSz)
` , (5.58)

with

εp`mn ≡ 2`
p∑
q=`

(−1)p−q
[
p

q

](
q

`

)
(m− n)q−` , (5.59)

where in this final form E
(0)
mn;µ = Dmn;µ, which together with the expansion for Cmn;µ in (5.41)

implies that [
Smµ , S

n
µ̄

]
−
=

min{m,n}∑
p=1

p!

(
m

p

)(
n

p

)
Sn−pµ̄ Sm−p

µ

p∑
`=0

εp`mn (µSz)
` , (5.60)

and

Smµ S
n
µ̄ =

min{m,n}∑
p=0

p!

(
m

p

)(
n

p

)
Sn−pµ̄ Sm−p

µ

p∑
`=0

εp`mn (µSz)
` . (5.61)

If we wish to order products of collective spin operators with Sz in between Sµ̄ and Sµ, then

Smµ S
n
µ̄ =

min{m,n}∑
p=0

p!

(
m

p

)(
n

p

)
Sn−pµ̄ Z

(p)
mn;µ̄S

m−p
µ , (5.62)

where

Z
(p)
mn;µ̄ ≡

p∑
`=0

εp`mn
(
− [m− p] + µSz

)`
=

p∑
q=0

ζpqmn (µ̄Sz)
q , (5.63)

with

ζpqmn ≡
p∑
`=q

εp`mn

(
`

q

)
(−1)` (m− p)`−q = (−1)p 2q

p∑
s=q

[
p

s

](
s

q

)
(m+ n− 2p)s−q . (5.64)

Here
[
p
s

]
is an unsigned Stirling number of the first kind.
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5.C Product of arbitrary ordered collective spin operators

The most general product of collective spin operators that we need to compute is

Spqr`mn;µ = Spµ (µSz)
q Srµ̄S

`
µ (µSz)

m Snµ̄ =

min{r,`}∑
k=0

k!

(
r

k

)(
`

k

)
Sp+`−kµ Z̃

(k)
qr`m;µS

r+n−k
µ̄ , (5.65)

where

Z̃
(k)
qr`m;µ ≡ (`− k + µSz)

q Z
(k)
r`;µ (r − k + µSz)

m (5.66)

=

k∑
a=0

ζkar`

q∑
b=0

(`− k)q−b
(
q

b

) m∑
c=0

(r − k)m−c
(
m

c

)
(µSz)

a+b+c , (5.67)

is defined in terms of Z(k)
r`;µ and ζkar` as respectively given in (5.63) and (5.64). The (anti-)commutator

of two ordered products of collective spin operators is then simply

[
Spµ (µSz)

q Srµ̄, S
`
µ (µSz)

m Snµ̄

]
±
= Spqr`mn;µ ± S`mnpqr;µ. (5.68)

5.D Sandwich identities for single-spin decoherence calculations

In this section we derive several identities that will be necessary for computing the effects

of single-spin decoherence on ordered products of collective spin operators, i.e. on operators of

the form S`µ (µSz)
m Snµ̄ . These identities all involve sandwiching a collective spin operator between

operators that act on individual spins only, and summing over all individual spin indices. Our

general strategy will be to use commutation relations to push single-spin operators together, and

then evaluate the sum to arrive at an expression involving only collective spin operators.

We first compute sums of single-spin operators sandwiching (µSz)
m, when necessary making

use of the identity in (5.17). The unique cases up to Hermitian conjugation are, for S ≡ N/2 and
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µ, ν ∈ {+1,−1},

∑
j

s(j)z (µSz)
m s(j)z =

∑
j

s(j)z s(j)z (µSz)
m =

1

4

∑
j

1j (µSz)
m =

1

2
S (µSz)

m , (5.69)

∑
j

s(j)z (µSz)
m s(j)ν = (µSz)

m
∑
j

s(j)z s(j)ν =
1

2
(µSz)

m νSν =
1

2
νSν (µν + µSz)

m , (5.70)

∑
j

s(j)ν (µSz)
m s(j)ν =

∑
j

s(j)ν s(j)ν (µν + µSz)
m = 0, (5.71)

∑
j

s
(j)
ν̄ (µSz)

m s(j)ν =
∑
j

s
(j)
ν̄ s(j)ν (µν + µSz)

m = (S − νSz) (µν + µSz)
m . (5.72)

We are now equipped to derive similar identities for more general collective spin operators. Making

heavy use of identities (5.18) and (5.27) to push single-spin operators through transverse collective-

spin operators, we again work through all combinations that are unique up to Hermitian conjuga-

tion, finding

∑
j

s(j)z S`µ (µSz)
m Snµ̄s

(j)
z =

1

2
(S − `− n)S`µ (µSz)

m Snµ̄ + `nS`−1
µ (S + µSz) (−1 + µSz)

m Sn−1
µ̄ ,

(5.73)∑
j

s(j)z S`µ (µSz)
m Snµ̄s

(j)
µ =

1

2
µS`+1

µ (1 + µSz)
m Snµ̄ − µn

(
S − `− 1

2
[n− 1]

)
S`µ (µSz)

m Sn−1
µ̄

− µ`n (n− 1)S`−1
µ (S + µSz) (−1 + µSz)

m Sn−2
µ̄ , (5.74)∑

j

s(j)z S`µ (µSz)
m Snµ̄s

(j)
µ̄ = −1

2
µS`µ (µSz)

m Sn+1
µ̄ + µ`S`−1

µ (S + µSz) (−1 + µSz)
m Snµ̄ , (5.75)

∑
j

s(j)µ S`µ (µSz)
m Snµ̄s

(j)
µ = nS`+1

µ (µSz)
m Sn−1

µ̄ − n (n− 1)S`µ (S + µSz) (−1 + µSz)
m Sn−2

µ̄ , (5.76)

∑
j

s(j)µ S`µ (µSz)
m Snµ̄s

(j)
µ̄ = S`µ (S + µSz) (−1 + µSz)

m Snµ̄ , (5.77)

∑
j

s
(j)
µ̄ S`µ (µSz)

m Snµ̄s
(j)
µ = S`µ (S − `− n− µSz) (1 + µSz)

m Snµ̄ + `n (2S − `− n+ 2)S`−1
µ (µSz)

m Sn−1
µ̄

+ `n (`− 1) (n− 1)S`−2
µ (S + µSz) (−1 + µSz)

m Sn−2
µ̄ . (5.78)



143

5.E Uncorrelated, permutationally-symmetric single-spin decoherence

In this section we work out the effects of permutationally-symmetric decoherence of individual

spins on collective spin operators of the form S`µ (µSz)
m Snµ̄ . For compactness, we define

D (g)O ≡ D
({

g(j) : j = 1, 2, · · · , N
})

O =
∑
j

(
g(j)

†Og(j) − 1

2

[
g(j)

†
g(j),O

]
+

)
, (5.79)

where g is an operator that acts on a single spin, g(j) is an operator that acts with g on spin j and

trivially on all other spins, and N is the total number of spins.

5.E.1 Decay-type decoherence

The effect of decoherence via uncorrelated decay (µ = −1) or excitation (µ = 1) of individual

spins is described by

D
(
sµ
)
O =

∑
j

(
s
(j)
µ̄ Os(j)µ − 1

2

[
s
(j)
µ̄ s(j)µ ,O

]
+

)
=
∑
j

s
(j)
µ̄ Os(j)µ − SO +

µ

2
[Sz,O]+ . (5.80)

In order to determine the effect of this decoherence on general collective spin operators, we expand

the anti-commutator

[
Sz, S

`
µ (µSz)

m Snµ̄

]
+
= SzS

`
µ (µSz)

m Snµ̄ + S`µ (µSz)
m Snµ̄Sz = µS`µ (`+ n+ 2µSz) (µSz)

m Snµ̄ ,

(5.81)

which implies, using (5.77),

D
(
sµ̄
) (
S`µ (µSz)

m Snµ̄

)
= S`µ (S + µSz) (−1 + µSz)

m Snµ̄ − S`µ

[
S +

1

2
(`+ n) + µSz

]
(µSz)

m Snµ̄ ,

(5.82)

and, using (5.78),

D
(
sµ
) (
S`µ (µSz)

m Snµ̄

)
= S`µ (S − `− n− µSz) (1 + µSz)

m Snµ̄ − S`µ

[
S − 1

2
(`+ n)− µSz

]
(µSz)

m Snµ̄

+ `n (2S − `− n+ 2)S`−1
µ (µSz)

m Sn−1
µ̄

+ `n (`− 1) (n− 1)S`−2
µ (S + µSz) (−1 + µSz)

m Sn−2
µ̄ . (5.83)
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Decoherence via jump operators s(j)µ̄ only couples operators S`µ (µSz)
m Snµ̄ to operators S`µ (µSz)

m′
Snµ̄

with m′ ≤ m. Decoherence via jump operators s(j)µ , meanwhile, makes operators S`µ (µSz)
m Snµ̄

“grow” in m through the last term in (5.83), although the sum `+m+ n does not grow.

5.E.2 Dephasing

The effect of decoherence via single-spin dephasing is described by

D (sz)O =
∑
j

(
s(j)z Os(j)z − 1

2

[
s(j)z s(j)z ,O

]
+

)
=
∑
j

s(j)z Os(j)z − 1

2
SO. (5.84)

From (5.73), we then have

D (sz)
(
S`µ (µSz)

m Snµ̄

)
= −1

2
(`+ n)S`µ (µSz)

m Snµ̄ + `nS`−1
µ (S + µSz) (−1 + µSz)

m Sn−1
µ̄ . (5.85)

Decoherence via single-spin dephasing makes operators S`µ (µSz)
m Snµ̄ “grow” in m, although the

sum `+m+ n does not grow.

5.E.3 The general case

The most general type of single-spin decoherence is described by

D (g)O =
∑
j

(
g(j)

†Og(j) − 1

2

[
g(j)

†
g(j),O

]
+

)
, g ≡ gzsz + g+s+ + g−s−. (5.86)

To simplify (5.86), we expand

g†Og = |gz|2szOsz +
∑
µ

(
|gµ|2sµ̄Osµ + g∗µ̄gµsµOsµ + g∗zgµszOsµ + g∗µ̄gzsµOsz

)
, (5.87)

and

g†g =
1

4
|gz|2 +

1

2

∑
µ

[
|gµ|2 (1− 2µsz) + µ

(
g∗zgµ − g∗µ̄gz

)
sµ

]
, (5.88)

which implies

D (g)O =
∑

X∈{z,+,−}

|gX |2D (sX)O +
∑
µ,j

(
g∗µ̄gµs

(j)
µ Os(j)µ + g∗zgµs

(j)
z Os(j)µ + g∗µ̄gzs

(j)
µ Os(j)z

)
− 1

4

∑
µ

µ
(
g∗zgµ − g∗µ̄gz

) [
Sµ,O

]
+
. (5.89)
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In order to compute the effect of this decoherence on general collective spin operators, we expand

the anti-commutator

[
Sµ, S

`
µ (µSz)

m Snµ̄

]
+
= S`+1

µ

[
(µSz)

m + (1 + µSz)
m]Snµ̄ − nS`µ (n− 1 + 2µSz) (µSz)

m Sn−1
µ̄ . (5.90)

Recognizing a resemblance between terms in (5.90) and (5.74), we collect terms to simplify

∑
j

s(j)z S`µ (µSz)
m Snµ̄s

(j)
µ − 1

4
µ
[
Sµ, S

`
µ (µSz)

m Snµ̄

]
+
= K`mn;µ + L`mn;µ (5.91)

and likewise

∑
j

s(j)µ S`µ (µSz)
m Snµ̄s

(j)
z +

1

4
µ
[
Sµ, S

`
µ (µSz)

m Snµ̄

]
+
= K`mn;µ +M`mn;µ (5.92)

with

K`mn;µ ≡ 1

4
µS`+1

µ

[
(1 + µSz)

m − (µSz)
m]Snµ̄ , (5.93)

L`mn;µ ≡ −µnS`µ
[
S − `− 3

4
(n− 1)− 1

2
µSz

]
(µSz)

m Sn−1
µ̄ − µ`n (n− 1)S`−1

µ (S + µSz) (−1 + µSz)
m Sn−2

µ̄ ,

(5.94)

M`mn;µ ≡ µnS`µ

[
(S + µSz) (−1 + µSz)

m − 1

2

(
1

2
[n− 1] + µSz

)
(µSz)

m

]
Sn−1
µ̄ . (5.95)

Defining for completion

P`mn;µ ≡
∑
j

s(j)µ S`µ (µSz)
m Snµ̄s

(j)
µ = nS`+1

µ (µSz)
m Sn−1

µ̄ − n (n− 1)S`µ (S + µSz) (−1 + µSz)
m Sn−2

µ̄ ,

(5.96)

and

Q
(g)
`mn;µ ≡ g∗µ̄gµP`mn;µ +

(
g∗zgµ + g∗µ̄gz

)
K`mn;µ + g∗zgµL`mn;µ + g∗µ̄gzM`mn;µ, (5.97)

we finally have

D (g)
(
S`µ (µSz)

m Snµ̄

)
=

∑
X∈{z,+,−}

|gX |2D (sX)
(
S`µ (µSz)

m Snµ̄

)
+Q

(g)
`mn;µ +

[
Q

(g)
nm`;µ

]†
. (5.98)

Note that the sum `+m+n for operators S`µ (µSz)
m Snµ̄ does not grow under this type of decoherence.
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5.F Sandwich identities for collective-spin decoherence calculations

In analogy with the work in Appendix 5.D, in this section we work out sandwich identities

necessary for collective-spin decoherence calculations. The simplest cases are

SµS
`
µ (µSz)

m Snµ̄Sµ̄ = S`+1
µ (µSz)

m Sn+1
µ̄ , (5.99)

SµS
`
µ (µSz)

m Snµ̄Sz = µS`+1
µ (n+ µSz) (µSz)

m Snµ̄ , (5.100)

SzS
`
µ (µSz)

m Snµ̄Sz = S`µ

[
`n+ (`+ n)µSz + (µSz)

2
]
(µSz)

m Snµ̄ . (5.101)

With a bit more work, we can also find

S`µ (µSz)
m Snµ̄Sµ = S`+1

µ (1 + µSz)
m Snµ̄ − nS`µ (n− 1 + 2µSz) (µSz)

m Sn−1
µ̄ , (5.102)

which implies

SµS
`
µ (µSz)

m Snµ̄Sµ = S`+2
µ (1 + µSz)

m Snµ̄ − nS`+1
µ (n− 1 + 2µSz) (µSz)

m Sn−1
µ̄ , (5.103)

SzS
`
µ (µSz)

m Snµ̄Sµ = µS`+1
µ (`+ 1 + µSz) (1 + µSz)

m Snµ̄

− µnS`µ

[
` (n− 1) + (2`+ n− 1)µSz + 2 (µSz)

2
]
(µSz)

m Sn−1
µ̄ . (5.104)

Finally, we compute

Sµ̄S
`
µ (µSz)

m Snµ̄Sµ =
[
S`µSµ̄ − `S`−1

µ (`− 1 + 2µSz)
]
(µSz)

m
[
SµS

n
µ̄ − n (n− 1 + 2µSz)S

n−1
µ̄

]
= S`µSµ̄ (µSz)

m SµS
n
µ̄

− S`µ
[
` (`+ 1) + n (n+ 1) + 2 (`+ n)µSz

]
(1 + µSz)

m Snµ̄

+ `nS`−1
µ

[
(`− 1) (n− 1) + 2 (`+ n− 2)µSz + 4 (µSz)

2
]
(µSz)

m Sn−1
µ̄ ,

(5.105)

where

Sµ̄ (µSz)
m Sµ = Sµ̄Sµ (1 + µSz)

m =
(
SµSµ̄ − 2µSz

)
(1 + µSz)

m = Sµ (2 + µSz)
m Sµ̄ − 2µSz (1 + µSz)

m ,

(5.106)
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so

Sµ̄S
`
µ (µSz)

m Snµ̄Sµ = S`+1
µ (2 + µSz)

m Sn+1
µ̄

− S`µ
[
` (`+ 1) + n (n+ 1) + 2 (`+ n+ 1)µSz

]
(1 + µSz)

m Snµ̄

+ `nS`−1
µ

[
(`− 1) (n− 1) + 2 (`+ n− 2)µSz + 4 (µSz)

2
]
(µSz)

m Sn−1
µ̄ .

(5.107)

5.G Collective spin decoherence

In this section we work out the effects of collective decoherence on general collective spin

operators. For shorthand, we define

D (G)O ≡ D
(
{G}

)
O = G†OG− 1

2

[
G†G,O

]
+
, (5.108)

where G is a collective spin jump operator.

5.G.1 Decay-type decoherence and dephasing

Making use of the results in Appendix 5.F, we find that the effects of collective decay-type

decoherence on general collective spin operators are given by

D
(
Sµ̄
) (
S`µ (µSz)

m Snµ̄

)
= −S`+1

µ

[
(1 + µSz)

m − (µSz)
m]Sn+1

µ̄

+
1

2
S`µ
[
` (`− 1) + n (n− 1) + 2 (`+ n)µSz

]
(µSz)

m Snµ̄ , (5.109)

and

D
(
Sµ
) (
S`µ (µSz)

m Snµ̄

)
= S`+1

µ

[
(2 + µSz)

m − (1 + µSz)
m]Sn+1

µ̄

− S`µ
[
` (`+ 1) + n (n+ 1) + 2 (`+ n+ 1)µSz

]
(1 + µSz)

m Snµ̄

+
1

2
S`µ
[
` (`+ 1) + n (n+ 1) + 2 (`+ n+ 2)µSz

]
(µSz)

m Snµ̄

+ `nS`−1
µ

[
(`− 1) (n− 1) + 2 (`+ n− 2)µSz + 4 (µSz)

2
]
(µSz)

m Sn−1
µ̄ .

(5.110)

Similarly, the effect of collective dephasing is given by

D (Sz)
(
S`µ (µSz)

m Snµ̄

)
= −1

2
(`− n)2 S`µ (µSz)

m Snµ̄ . (5.111)
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5.G.2 The general case

More generally, we consider jump operators of the form

G ≡ GzSz +G+S+ +G−S−, (5.112)

whose decoherence effects are determined by

G†OG = |Gz|2SzOSz +
∑
µ

(
|Gµ|2Sµ̄OSµ +G∗

µ̄GµSµOSµ +G∗
zGµSzOSµ +G∗

µ̄GzSµOSz

)
,

(5.113)

and

G†G = |Gz|2S2
z +

∑
µ

(
|Gµ|2Sµ̄Sµ +G∗

zGµSzSµ +G∗
µ̄GzSµSz +G∗

µ̄GµS
2
µ

)
, (5.114)

which implies

D (G)O =
∑

X∈{z,+,−}

|GX |2D (SX)O +
∑
µ

(
G∗
µ̄GµSµOSµ +G∗

zGµSzOSµ +G∗
µ̄GzSµOSz

)
− 1

2

∑
µ

(
G∗
µ̄Gµ

[
S2
µ,O

]
+
+G∗

zGµ
[
SzSµ,O

]
+
+G∗

µ̄Gz
[
SµSz,O

]
+

)
. (5.115)

In order to compute the effect of this decoherence on general collective spin operators, we expand

the anti-commutators[
S2
µ, S

`
µ (µSz)

m Snµ̄

]
+
= S`+2

µ

[
(2 + µSz)

m + (µSz)
m]Snµ̄ − 2nS`+1

µ (n+ 2µSz) (1 + µSz)
m Sn−1

µ̄

+ n (n− 1)S`µ

[
(n− 1) (n− 2) + 2 (2n− 3)µSz + 4 (µSz)

2
]
(µSz)

m Sn−2
µ̄ ,

(5.116)[
SzSµ, S

`
µ (µSz)

m Snµ̄

]
+
= µS`+1

µ

[
(`+ 1 + µSz) (µSz)

m + (n+ 1 + µSz) (1 + µSz)
m]Snµ̄

− µnS`µ

[
n (n− 1) + (3n− 1)µSz + 2 (µSz)

2
]
(µSz)

m Sn−1
µ̄ , (5.117)[

SµSz, S
`
µ (µSz)

m Snµ̄

]
+
= µS`+1

µ

[
(`+ µSz) (µSz)

m + (n+ µSz) (1 + µSz)
m]Snµ̄

− µnS`µ

[
(n− 1)2 + 3 (n− 1)µSz + 2 (µSz)

2
]
(µSz)

m Sn−1
µ̄ . (5.118)

Collecting terms and defining

G(±)
z,µ ≡ 1

2

(
G∗

zGµ ±G∗
µ̄Gz

)
, (5.119)
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L̃
(G)
`mn;µ ≡ µ

[(
`− n+

1

2

)
G(+)

z,µ +

(
`+

1

2

)
G(−)

z,µ

]
S`+1
µ (1 + µSz)

m Snµ̄

− µ

[(
`− n+

1

2

)
G(+)

z,µ +

(
n+

1

2

)
G(−)

z,µ

]
S`+1
µ (µSz)

m Snµ̄

+ µG(−)
z,µ S

`+1
µ µSz

[
(1 + µSz)

m − (µSz)
m]Snµ̄ , (5.120)

M̃
(G)
`mn;µ = −µn (n− 1)

[(
`− n+

1

2

)
G(+)

z,µ +

(
`− 1

2

)
G(−)

z,µ

]
S`µ (µSz)

m Sn−1
µ̄

− 2µn

[(
`− n+

1

2

)
G(+)

z,µ +

(
`+

1

2
n− 1

)
G(−)

z,µ

]
S`µ (µSz)

m+1 Sn−1
µ̄

− 2µnG(−)
z,µ S

`
µ (µSz)

m+2 Sn−1
µ̄ , (5.121)

P̃`mn;µ ≡ −1

2
S`+2
µ

[
(2 + µSz)

m − 2 (1 + µSz)
m + (µSz)

m]Snµ̄
+ nS`+1

µ

[
(n+ 2µSz) (1 + µSz)

m − (n− 1 + 2µSz) (µSz)
m]Sn−1

µ̄

− n (n− 1)S`µ

[
1

2
(n− 1) (n− 2) + (2n− 3)µSz + 2 (µSz)

2

]
(µSz)

m Sn−2
µ̄ , (5.122)

Q̃
(G)
`mn;µ ≡ G∗

µ̄GµP̃`mn;µ + L̃
(G)
`mn;µ + M̃

(G)
`mn;µ, (5.123)

we then have

D (G)
(
S`µ (µSz)

m Snµ̄

)
=

∑
X∈{z,+,−}

|GX |2D (SX)
(
S`µ (µSz)

m Snµ̄

)
+ Q̃

(G)
`mn;µ +

[
Q̃

(G)
nm`;µ

]†
. (5.124)

Note that the sum ` +m + n for operators S`µ (µSz)
m Snµ̄ grows by one if Gµ 6= 0 or Gµ̄ 6= 0, and

does not grow otherwise.

5.H Emulating particle loss in a spin model

Here we discuss the details of emulating particle loss with O(1/N) error, where N is the

initial number of particles in a system that we wish to describe with a spin model. Starting with

the full algebra of creation and annihilation operators (whether bosonic or fermionic) in a system,

spin models are typically implemented by identifying a subalgebra of relevant “spin” operators

that satisfy appropriate commutation relations. Two-state particles on a lattice, for example, are

described by annihilation operators cjs indexed by a lattice site j ∈ Z and an internal state index
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s ∈ {↑, ↓}, enabling the straightforward construction of spin operators

σ(j)x ≡ c†j,↑cj,↓ + h.c., σ(j)y ≡ −ic†j,↑cj,↓ + h.c., σ(j)z ≡ c†j,↑cj,↑ − c†j,↓cj,↓, 1(j) ≡ c†j,↑cj,↑ + c†j,↓cj,↓,

(5.125)

which satisfy the same commutation relations as the standard Pauli operators. These spin operators

can be more compactly defined in the form

σ(j)α ≡
∑

r,s∈{↑,↓}

c†jr 〈r|σα|s〉 cjs, (5.126)

where σα for α ∈ {x, y, z,1} is a Pauli operator, with σ1 ≡ 1; and 〈r|σα|s〉 denotes a matrix element

of σα. This construction exemplifies how the set of jump operators J bare
loss ≡

{
cjs
}

that generate

particle loss cannot be constructed from spin operators, which are generally bilinear in particle

creation or annihilation operators. When working on the level of a spin model, therefore, we can

at best only emulate the effect of particle loss by some indirect means.

To understand the effect of particle loss on collective spin operators, we first define a single

multi-body spin operator addressing sites j =
{
j1, j2, · · · , j|j|

}
,

σjα ≡
∏
j∈j

σ(j)αj , (5.127)

and expand

D
(
J bare

loss

)
σjα =

∑
k,s

(
c†ksσjαcks −

1

2

[
c†kscks, σjα

]
+

)
(5.128)

=
∑
k∈j

∑
s

c†ksσ
(k)
αk
cks
∏
j∈j
j 6=k

σ(j)αj +
∑
k/∈j

∑
s

c†kscksσjα − 1

2

∑
k

[
1(k), σjα

]
+

(5.129)

=
∑
k∈j

∑
q,r,s

〈q|σαk |r〉 c
†
ksc

†
kqckrcks

∏
j∈j
j 6=k

σ(j)αj − |j|σjα. (5.130)

In order to have an actual spin model, fermionic statistics or energetic considerations must for-

bid multiple occupation of individual lattice sites. In that case, the on-site four-point product

c†ksc
†
kqckrcks = 0 vanishes, and

D
(
J bare

loss

)
σjα = −|j|σjα. (5.131)
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Up to O(1/N) corrections, a collective spin operator Sm essentially consists of |m|-body operators

of the form σjα with |j| = |m|, which implies that the dissipator Dloss defined by DlossSm =

−|m|Sm describes particle loss with O(1/N) error. We note that the dissipator Dloss is essentially

the depolarizing channel, i.e. Dloss = D (Jloss) for Jloss =
{
s
(j)
α

}
with α ∈ {x, y, z} and j ∈

{1, 2, · · · , N}. A direct implementation of Dloss with DlossSm = −|m|Sm, however, is much more

efficient than evaluating the depolarizing channel D (Jloss) with the ingredients in Appendices 5.D

and 5.E.

5.I Initial conditions

Here we compute the expectation values of collective spin operators with respect to spin-

polarized (also Gaussian, or spin-coherent) states. These states are parameterized by polar and

azimuthal angles θ ∈ [0, π), φ ∈ [0, 2π), and lie within the Dicke manifold spanned by states

|k〉 ∝ SS+k+ |↓〉⊗N with S ≡ N/2 and Sz |k〉 = k |k〉:

|θ, φ〉 ≡
[
cos
(
θ/2
)
e−iφ/2 |↑〉+ sin

(
θ/2
)
eiφ/2 |↓〉

]⊗N
=

S∑
k=−S

(
N

S + k

)1/2

cos
(
θ/2
)S+k

sin
(
θ/2
)S−k

e−ikφ |k〉 .

(5.132)

We can likewise expand, within the Dicke manifold,

Sz =
S∑

k=−S
k |k〉〈k| , Sµ =

S−δµ,1∑
k=−S+δµ,−1

gµ (k) |k + µ〉〈k| =
S−δµ̄,1∑

k=−S+δµ̄,−1

gµ̄ (k) |k〉〈k + µ̄| , (5.133)

where µ̄ ≡ −µ ∈ {+1,−1} and

gµ (k) ≡
√

(S − µk) (S + µk + 1), (5.134)
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which implies

S`µ (µS
m
z )Snµ̄ =

S−δµ,1 max{`,n}∑
k=−S+δµ,−1 max{`,n}

(µk)m

`−1∏
p=0

gµ (k + µp)

n−1∏
q=0

gµ (k + µq)

 |k + µ`〉〈k + µn|

(5.135)

=

µS−δµ,1 max{`,n}∑
µk=−µS−δµ,−1 max{`,n}

(µk)m
(S − µk)!

(S + µk)!

[
(S + µk + `)!

(S − µk − `)!

(S + µk + n)!

(S − µk − n)!

]1/2
|k + µ`〉〈k + µn|

(5.136)

=

S−max{`,n}∑
k=−S

km
(S − k)!

(S + k)!

[
(S + k + `)!

(S − k − `)!

(S + k + n)!

(S − k − n)!

]1/2 ∣∣µ (k + `)
〉〈
µ (k + n)

∣∣ .
(5.137)

This expansion allows us to compute the expectation value

〈θ, φ|S`µ (µSmz )Snµ̄ |θ, φ〉 = eiφµ(`−n)N !

S−max{`,n}∑
k=−S

km (S − k)!fµ`n (k, θ)

(S + k)! (S − k − `)! (S − k − n)!
(5.138)

= eiφµ(`−n) (−1)mN !

N−max{`,n}∑
k=0

(S − k)m (N − k)!f̃µ`n (k, θ)

k! (N − k − `)! (N − k − n)!
(5.139)

where

fµ`n (k, θ) ≡ cos
(
θ/2
)N+µ(2k+`+n)

sin
(
θ/2
)N−µ(2k+`+n)

, (5.140)

f̃µ`n (k, θ) ≡ fµ`n (k − S, θ) = cos
(
θ/2
)2Nδµ,−1+µ(2k+`+n) sin

(
θ/2
)2Nδµ,1−µ(2k+`+n) . (5.141)

Defining the states

|+Z〉 ≡ |0, 0〉 = |↑〉⊗N , |−Z〉 ≡ |π, 0〉 = |↓〉⊗N , |X〉 ≡
∣∣π/2, 0〉 = ( |↑〉+ |↓〉√

2

)⊗N
, (5.142)

some particular expectation values of interest are

〈νZ|S`µ (µSz)
m Snµ̄ |νZ〉 = δ`n ×


(S − n)m

N !n!

(N − n)!
µ = ν,

δn,0 (−S)m µ 6= ν,

, (5.143)

and

〈X|S`µ (µSz)
m Snµ̄ |X〉 = (−1)m

N !

2N

N−max{`,n}∑
k=0

(S − k)m (N − k)!

k! (N − k − `)! (N − k − n)!
. (5.144)
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5.J Computing correlators with the truncated short-time (TST) expansion

Here we provide a pedagogical tutorial for computing correlators using the truncated short-

time TST expansion. For concreteness, we nominally consider N spins evolving under the one-axis

twisting (OAT) Hamiltonian

HOAT = χS2
z , (5.145)

additionally subject to spontaneous single-spin decay at rate γ−, with jump operators J− ={
s
(j)
− : j = 1, 2, · · · , N

}
. The equation of motion for a Heisenberg operator

(
S`+S

m
z S

n
−

)
(t) is

d

dt

〈
S`+S

m
z S

n
−

〉
= iχ

〈[
S2

z , S
`
+S

m
z S

n
−

]
−

〉
+ γ−

〈
D (J−)

(
S`+S

m
z S

n
−

)〉
, (5.146)

where we have suppressed the explicit time dependence of operators for brevity. Using the results in

appendices 5.C and 5.E.1 respectively to evaluate the commutator
[
S2

z , S
`
+S

m
z S

n
−

]
−

and dissipator

D (J−)
(
S`+S

m
z S

n
−

)
in (5.146), we can expand

d

dt
〈S`+Smz Sn−〉

= iχ 〈(`− n)S`+ (`+ n+ 2Sz)S
m
z S

n
−〉+γ−

〈
S`+

[
(S + Sz) (−1 + Sz)

m −
(
S +

`+ n

2
+ Sz

)
Smz

]
Sn−

〉
.

(5.147)

In practice, we do not want to keep track of such an expansion by hand, especially in the case

of e.g. the two-axis twisting (TAT) and twist-and-turn (TNT) models with more general types of

decoherence, for which the analogue of (5.147) may take several lines just to write out in full.

Defining the operators Sm ≡ S
m+
+ Smz

z S
m−
− with m ≡ (m+,mz,m−) for shorthand, we note that

the vector space spanned by {Sm} is closed under time evolution. We therefore expand

d

dt
〈Sn〉 = 〈TSn〉 =

∑
m

〈Sm〉Tmn, (5.148)

where T is a superoperator that generates time evolution for Heisenberg operators. In the present

example, the matrix elements Tmn ∈ C of T are defined by (5.147) and (5.148). For any Hamiltonian
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H with decoherence characterized by sets of jump operators J and decoherence rates γJ , the matrix

elements Tmn are more generally defined by

TSn = i [H,Sn]− +
∑
J
γJD (J )Sn =

∑
m

SmTmn. (5.149)

The results in Appendices 5.C, 5.E, and 5.G can be used to write model-agnostic codes that compute

matrix elements Tmn, taking a particular Hamiltonian H and decoherence processes
{
(J , γJ )

}
as

inputs.

In order to compute a quantity such as spin squeezing, we need to compute correlators of

the form 〈Sn (t)〉, where for clarity we will re-introduce the explicit time dependence of Heisenberg

operators Sn (t). The order-M truncated short-time (TST) expansion takes

〈Sn (t)〉 = 〈etTSn (0)〉 =
∑
k≥0

tk

k!
〈T kSn (0)〉 =

∑
k≥0

tk

k!

∑
m

〈Sm (0)〉T kmn →
M∑
k=0

tk

k!

∑
m

〈Sm (0)〉T kmn,

(5.150)

where T kmn are matrix elements of the k-th time derivative operator T k, given by

T 0
mn ≡


1 m = n,

0 otherwise
, T 1

mn ≡ Tmn, T k>1
mn ≡

∑
p1,p2,··· ,pk−1

Tmpk−1
· · ·Tp3p2Tp2p1Tp1n. (5.151)

Matrix elements T kmn and initial-time expectation values 〈Sm (0)〉 are thus computed as needed

for any particular correlator 〈Sn (t)〉 of interest, and combined according to (5.150). Note that

initial-time expectation values 〈Sm (0)〉 are an input to the TST expansion, and need to be com-

puted separately for any initial state of interest; expectation values with respect to spin-polarized

(Gaussian) states are provided in Appendix 5.I. In practice, we further collect terms in (5.150) to

write

〈Sn (t)〉 →
M∑
k=0

cnkt
k, cnk ≡

1

k!

∑
m

〈Sm (0)〉T kmn, (5.152)

where cnk are time-independent coefficients for the expansion of 〈Sn (t)〉. After computing the

coefficients cnk, there is only negligible computational overhead to compute the correlator 〈Sn (t)〉

for any time t.
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5.K Analytical results for the one-axis twisting model

The one-axis twisting (OAT) Hamiltonian for N spin-1/2 particles takes the form

HOAT = χS2
z =

1

2
χ
∑
j<k

σ(j)z σ(k)z +
1

4
Nχ, (5.153)

where σ(j)z represents a Pauli-z operator acting on spin j. This model is a special case of the zero-

field Ising Hamiltonian previously solved in Ref. [120] via exact, analytical treatment of the quantum

trajectory Monte Carlo method for computing expectation values. The solution therein accounts

for coherent evolution in addition to decoherence via uncorrelated single-spin decay, excitation, and

dephasing respectively at rates γ−, γ+, and γz (denoted by Γud, Γdu, and Γel in Ref. [120]). Letting

S ≡ N/2 and µ, ν ∈ {+1,−1}, we adapt expectation values computed in Ref. [120] for the initial

state |X〉 ∝
(
|↑〉+ |↓〉

)⊗N with Sx |X〉 = S |X〉 evolving under HOAT, finding

〈S+ (t)〉 = Se−κtΦ(χ, t)N−1 , (5.154)

〈
(
SµSz

)
(t)〉 = −µ

2
〈Sµ (t)〉+ S

(
S − 1

2

)
e−κtΨ(µχ, t)Φ (χ, t)N−2 , (5.155)

〈
(
SµSν

)
(t)〉 =

(
1− δµν

) (
S + µ 〈Sz (t)〉

)
+ S

(
S − 1

2

)
e−2κtΦ

(
[µ+ ν]χ, t

)N−2
, (5.156)

where

Φ(X, t) ≡ e−λt
[
cos (ωXt) +

λ

ωX
sin (ωXt)

]
, Ψ(X, t) ≡ e−λt

(
∆+ iX

ωX

)
sin (ωXt) , (5.157)

for

κ ≡ 1

2
(γ+ + γ− + γz) , λ ≡ 1

2
(γ+ + γ−) , ∆ ≡ γ+ − γ−, ωX ≡

√
X2 − λ2 − iX∆. (5.158)

In order to compute spin squeezing as measured by the Ramsey squeezing parameter ξ2 defined

in (5.12), we additionally need analytical expressions for 〈Sz (t)〉 and 〈S2
z (t)〉. As these operators

commute with both the OAT Hamiltonian and the single-spin operators σ(j)z , their evolution is

governed entirely by decay-type decoherence (see Appendix 5.E.1), which means

d

dt
〈Sz (t)〉 = S (γ+ − γ−)− (γ+ + γ−) 〈Sz (t)〉 , (5.159)

d

dt
〈S2

z (t)〉 = S (γ+ + γ−) + 2

(
S − 1

2

)
(γ+ − γ−) 〈Sz (t)〉 − 2 (γ+ + γ−) 〈S2

z (t)〉 . (5.160)
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The initial conditions 〈Sz (0)〉 = 0 and 〈S2
z (0)〉 = S/2 then imply

〈Sz (t)〉 = S

(
γ+ − γ−
γ+ + γ−

)(
1− e−(γ++γ−)t

)
, 〈S2

z (t)〉 =
1

2
S + S

(
S − 1

2

)(
〈Sz (t)〉
S

)2

. (5.161)

With appropriate assumptions about the relevant sources of decoherence, the expectation values in

(5.154)–(5.156) and (5.161) are sufficient to compute the spin squeezing parameter ξ2 in (5.12) at

any time throughout evolution of the initial state |X〉 under HOAT.

5.L Diagnosing breakdown of the TST expansion

In Figure 5.1 of the main text, the TST expansion provided nearly exact results for squeezing

until a sudden departure that quickly resulted in an unphysical squeezing parameter, ξ2 < 0. In

general, however, there is no fundamental relationship between the breakdown of the TST expansion

and the conditions for a physical squeezing parameter ξ2. A proper diagnosis of breakdown therefore

requires inspection of the correlators 〈Sn (t)〉 used to compute the squeezing parameter ξ2, which

upon breakdown will rapidly take unphysical values with |〈Sn (t)〉| & S|n|. As an example, Figure

5.4 shows the squeezing parameter ξ2 throughout decoherence-free evolution of N = 100 spins

initially in the state |X〉. In this example, the squeezing computed by the TST expansion for

the TAT model diverges from the exact answer without an immediate and obvious signature of

breakdown. Nonetheless, breakdown can still be diagnosed by inspection of individual correlators,

as shown in Figure 5.5, where we plot Im 〈S2
+〉 as a function of time for N = 100 spins evolving under

the TAT without decoherence. Figure 5.5 shows that breakdown clearly occurs around Nχt . 7,

when the correlator 〈S2
+〉 begins to diverge to values & S2 =

(
N/2

)2
= 2500 in magnitude. A joint

inspection of figures 5.4 and 5.5 suffice to trace the anomalous behavior of ξ2 from Nχt ≈ 7 back

to Nχt ≈ 6, when it first took a sudden turn before becoming unphysical at Nχt ≈ 8.
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Figure 5.4: Spin squeezing throughout decoherence-free evolution of N = 100 spins initially in the
state |X〉, computed using both exact methods (solid lines) and the TST expansion in Eq. (5.8)
with M = 35 (dashed lines). Solid circles mark the times at which the TST expansion gives an
unphysical result with ξ2 < 0.
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Figure 5.5: A collective spin correlator in the TAT model with N = 100 spins and no decoherence,
computed using the TST expansion with M = 35. The divergence of correlators of this sort can be
used to diagnose the breakdown of the TST expansion.
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5.M Spin squeezing with strong decoherence

Here we provide supplementary evidence of our finding in Section 5.3 that the TNT model

can produce more squeezing than the OAT or TAT models in the presence of strong decoherence.

To this end, Figure 5.6 shows the minimal squeezing parameter ξ2min achievable with N = 100

spins through the OAT, TAT, and TNT models as a function of the rate γ0 at which individual

spins undergo spontaneous decay, excitation, and dephasing. These results were computed with

quantum trajectory simulations, with 103 trajectories per data point. While the OAT and TAT

models produce more squeezing than the TNT model with weak decoherence, this squeezing falls

off faster with an increasing decoherence rate γ0. The relative robustness of TNT is in part a

consequence of the fact that TNT initially generates squeezing at a faster rate than OAT or TAT,

thereby allowing it to produce more squeezing before the degrading effects of decoherence kick in.
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Figure 5.6: Optimal spin squeezing of N = 100 spins undergoing spontaneous decay, excitation,
and dephasing at rates γ− = γ+ = γz = γ0, computed using quantum trajectory simulations with
103 trajectories per data point.
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5.N Heisenberg operators in open quantum systems

Here we explain the origin and character of the mean-zero “noise” operators EO (t) that appear

in the expansion of a Heisenberg operator O (t) =
∑

mOm (t)Sm + EO (t) with time-dependent

coefficients Om (t) for time-independent Schrödinger operators Sm. Our discussion should clarify

why noise operators play no role in our calculation of expectation values of the form 〈O (t)〉 and

〈OQ (t)〉, despite the fact that noise operators generally do need to be considered in the calculation

of more general multi-time correlators in open quantum systems[181].

In any closed quantum system with initial state ρ and propagator U (t), such that the state

at time t is ρ (t) ≡ U (t) ρU † (t), time-dependent Heisenberg operators O (t) are uniquely defined

from time-independent Schrödinger operators O by

〈O (t)〉 ≡ tr
[
ρ (t)O

]
= tr

[
ρO (t)

]
. (5.162)

Enforcing (5.162) for arbitrary initial states ρ forces O (t) = U † (t)OU (t). In an open quantum

system, however, the definition of a Heisenberg operator is not so straightforward. Open systems

can often be understood as subsystems of a larger closed system. Consider therefore an open system

S with environment E, a joint initial state ρSE , and propagator USE (t). The reduced state ρS (t)

of S at time t is

ρS (t) ≡ trE
[
ρSE (t)

]
= trE

[
USE (t) ρSEU

†
SE (t)

]
≡ US (t) ρS , (5.163)

where ρS ≡ ρS (0) is a time-independent state of S in the Heisenberg picture, S denotes the space

of operators on S, and the quantum channel US (t) has the decomposition[186]

US (t) ρS =
∑
j

U (j)
S (t) ρSU (j)†

S (t) (5.164)

with ordinary operators U (j)
S (t) on S. We can therefore expand

〈OS (t)〉 = tr
[
ρS (t)OS

]
= tr

[
US (t) ρSOS

]
= tr

[
ρSU†

S (t)OS

]
= tr

[
ρSOS (t)

]
= 〈OS (t)〉 ,

(5.165)
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where U†
S (t) is the adjoint map of US (t) (with respect to a trace inner product between operators

on S), and we define the time-dependent operator

OS (t) ≡ U†
S (t)OS =

∑
j

U (j)†
S (t)OSU (j)

S (t) . (5.166)

We thus find that substituting OS (t) in place of OS (t) suffices for the calculation of correlators

〈OS (t)〉, thereby accounting for the validity of the equation of motion in (5.2). As we show below,

this substitution also suffices for the calculation of two-time correlators of the form 〈OSQS (t)〉

when the environment E is Markovian.

The problem with defining Heisenberg operators OS (t) by OS (t) only becomes evident when

considering products of Heisenberg operators. One would like for the product of two Heisenberg

operators OS (t) and QS (t) to satisfy OS (t)QS (t) = (OSQS) (t). This intuition can be formalized

by observing that

〈OS (t)〉 = tr
[
ρSE (t) (OS ⊗ 1E)

]
= tr

[
ρSE (OS ⊗ 1E) (t)

]
= 〈(OS ⊗ 1E) (t)〉 , (5.167)

where 1E is the identity operator on E, expectation values of Heisenberg operators on system

A ∈ {S,E, SE} are taken with respect to the state ρA, and

(OS ⊗ 1E) (t) ≡ U †
SE (t) (OS ⊗ 1E)USE (t) . (5.168)

By expanding Heisenberg operators similarly to (5.167) and (5.168), we then find

〈OS (t)QS (t)〉 = 〈(OS ⊗ 1E) (t) (QS ⊗ 1E) (t)〉 = 〈(OSQS ⊗ 1E) (t)〉 = 〈(OSQS) (t)〉 . (5.169)

The expression in (5.166), however, makes it clear that generally OS (t)QS (t) 6=
(
OSQS

)
(t). To

correct for this discrepancy, we define

OS (t) ≡ OS (t) + EOS (t) (5.170)

in terms of new “noise” operators EOS (t) that are essentially defined to enforce the consistency of

operator products such as OS (t)QS (t) = (OSQS) (t). Self-consistency forces noise operators to be

mean-zero, as

〈EOS (t)〉 = 〈OS (t)〉 − 〈OS (t)〉 = 0. (5.171)
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Furthermore, if the environment E is Markovian, then noise operators are also uncorrelated with

initial-time observables, i.e. 〈OSEQS (t)〉 = 0, which means that noise operators can be neglected

in the calculation of two-time correlators of the form 〈OSQS (t)〉. To see why, we observe that a

Markovian environment is essentially defined to satisfy

ρSE (t) = USE (t) ρSEU
†
SE (t) ≈ ρS (t)⊗ ρE = US (t) ρS ⊗ ρE , (5.172)

with ρE a time-independent steady state of the environment. If we enforce (5.172) for all states ρS ,

e.g. the maximally mixed state ρ(1)S ∝ 1S and ρ
(2)
S ≡ ρ

(1)
S +OS with OS any traceless operator on

S with operator norm ‖OS‖ ≤ 1/ tr1S (i.e. such that ρ(2)S remains positive semi-definite, or a valid

quantum state), then by linearity we find that

USE (t) (1S ⊗ ρE)U
†
SE (t) ≈ US (t)1S ⊗ ρE , USE (t) (OS ⊗ ρE)U

†
SE (t) ≈ US (t)OS ⊗ ρE ,

(5.173)

which implies that the Markov approximation (5.172) holds even if we replace ρS by any operator

on S, and in particular

USE (t) ρSE (OS ⊗ 1E)U
†
SE (t) = USE (t) (ρSOS ⊗ ρE)U

†
SE (t) ≈ US (t) (ρSOS)⊗ ρE . (5.174)

We can therefore expand

〈OSQS (t)〉 = tr
[
ρSE (OS ⊗ 1E)U

†
SE (t) (QS ⊗ 1E)USE (t)

]
(5.175)

= tr
[
USE (t) ρSE (OS ⊗ 1E)U

†
SE (t) (QS ⊗ 1E)

]
, (5.176)

and invoke the Markov approximation in (5.174) to find that

〈OSQS (t)〉 ≈ tr
[
US (t) (ρSOS)QS

]
= tr

[
ρSOSU†

S (t)QS

]
= 〈OSQS (t)〉 , (5.177)

which implies

〈OSEQS (t)〉 = 〈OSQS (t)〉 − 〈OSQS (t)〉 ≈ 0. (5.178)

Noise operators thus play no role in the calculation of correlators such as C (t) in (5.13). In

contrast, noise operators generally do play a role in the calculation of multi-time correlators of the
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form 〈
∏
j O

(j)
S

(
tj
)
〉[181]. Furthermore, these calculations generally require additional assumptions

about the environment. To keep our discussion simple and general, we therefore exclude the effects

of noise terms in Section 5.4.

5.O Short-time linear response and two-time correlators

Here we discuss the appearance of two-time correlation functions in the short-time linear

response of correlators to perturbations of a Hamiltonian. Consider an initial Hamiltonian H

perturbed by an operator V with ‖V ‖ � ‖H‖, where ‖O‖ denotes the operator norm of O, such

that the net Hamiltonian is H̃ = H + V . We denote the generator of Heisenberg time evolution

under the perturbed (unperturbed) Hamiltonian by T̃ (T ). These generators are related by

T̃ = T + iV (5.179)

where V is a superoperator whose action on operators O is defined by

VO ≡ [V,O]− . (5.180)

Through quadratic order in the time t and linear order in the perturbation V , we can say that

etT̃ ≈ 1

2

[
etT , eitV

]
+
≈ etT +

1

2
it
[
etT , V

]
+
. (5.181)

Defining perturbed and unperturbed Heisenberg operators Õ (t) and O (t) that respectively satisfy

〈Õ (t)〉 = 〈etT̃O〉 and 〈O (t)〉 = 〈etTO〉, we thus find that for sufficiently small times t and weak

perturbations V ,

〈Õ (t)−O (t)〉 =
〈(

etT̃ − etT
)
O
〉

≈ 1

2
it
(
〈[V,O]− (t)〉+ 〈

[
V,O (t)

]
−〉
)
. (5.182)

Two-time correlators 〈VO (t)〉 and 〈O (t)V 〉, in addition to the expectation values 〈(VO) (t)〉 and

〈(OV ) (t)〉, thus determine the short-time linear response of correlators 〈O (t)〉 to perturbations V

of a Hamiltonian.



Chapter 6

Spin squeezing with short-range spin-exchange interactions

Prologue

Chapter 4 featured a proposal to generate spin-squeezed states using uniform spin-spin inter-

actions with an SU(2) symmetry that is broken down to U(1) by a single-particle field. The same

sort of symmetry breaking can occur by modifying the interactions directly. Instead of adding a

single-body axial field, we can add two-body axial (Ising) interactions, which results in a so-called

XXZ model. A major advantage to this strategy is that it requires little to no novelty on the ex-

perimental front: the XXZ model has already been implemented in a variety of atomic, molecular,

and optical platforms. However, most implementations of the XXZ model have interactions that

are not uniform, but rather fall off with distance as a power-law. These observations naturally lead

to questions about the spin-squeezing properties of the power-law XXZ model, which is the focus

of this chapter. The bulk of this chapter is taken from Ref. [4]. In addition to myself and Ana

Maria Rey, this work featured major contributions from Chunlei Qu.

Abstract

We investigate many-body spin squeezing dynamics in an XXZ model with interactions that

fall off with distance r as 1/rα in D = 2 and 3 spatial dimensions. In stark contrast to the Ising

model, we find a broad parameter regime where spin squeezing comparable to the infinite-range

α = 0 limit is achievable even when interactions are short-ranged, α > D. A region of “collective”

behavior in which optimal squeezing grows with system size extends all the way to the α → ∞
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limit of nearest-neighbor interactions. Our predictions, made using the discrete truncated Wigner

approximation (DTWA), are testable in a variety of experimental cold atomic, molecular, and

optical platforms.

6.1 Introduction

Quantum technologies receive an enormous amount of attention for their potential to push

beyond classical limits on physically achievable tasks. In order to be useful, however, these technolo-

gies must demonstrate a practical advantage over their classical counterparts. While most public

attention has focused on a quantum advantage in the realm of computing, the quantum metrology

community has made tremendous progress in developing strategies and platforms for surpassing

classical limits on measurement precision [31, 109, 187–189]. A key element in these strategies is

the use of entanglement to enhance the capabilities of individual, uncorrelated quantum systems.

Spin squeezing is one of the most promising strategies for using entanglement to achieve a quantum

advantage in practical sensing applications [32, 35].

The paradigmatic setting for spin squeezing is the one-axis twisting (OAT) model [33, 35],

which generates spin-squeezed states by use of uniform, infinite-range Ising interactions that do not

distinguish between the constituent spins. These uniform interactions can be implemented directly

via collisional interactions between delocalized atoms [2, 50, 190], as well as indirectly through

coupling to collective phonon modes [139, 191, 192] or cavity photons [114, 142, 148, 193, 194].

Despite numerous proof-of-principle demonstrations, however, no spin squeezing experiment to

date has achieved a practical metrological advantage, and current platforms relying on infinite-range

interactions face a host of technical and fundamental difficulties that will require new breakthroughs

to overcome.

The Ising model with power-law interactions that fall off with distance r as 1/rα generates

squeezing that scales with system size when α < D in D spatial dimensions [195], which is highly

desirable for metrological applications. Conversely, the power-law Ising model generates only a

constant amount of squeezing that is independent of system size when α > D. In practice, only
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a limited number of platforms can achieve long-range spin interactions (α < D), making it highly

desirable to shed light on the possibilities for scalable spin squeezing with short-range interactions

(α > D), which encompasses e.g. super-exchange, dipolar, Van der Waals, and far-detuned phonon-

mediated interactions.

Motivated by the intuition (echoed in Refs. [2, 113, 196–199]) that adding spin-exchange

interactions to the Ising model should energetically protect collective behavior reminiscent of the

OAT model, in this work we investigate the spin squeezing properties of the power-law XXZ model,

whose ground-state physics was studied in Ref. [200]. Remarkably, we find a broad range of

parameters for which the power-law XXZ model nearly saturates the amount of squeezing generated

in the infinite-range (α = 0) limit. Even when interactions are short-ranged (α > D), we observe a

large region of collective squeezing behavior in which the amount of achievable spin squeezing grows

with system size. This region extends through to the α→ ∞ limit of nearest-neighbor interactions.

Our work opens up a new prospect of spin squeezing in variety of cold atomic, molecular, and optical

(AMO) systems, including ultracold neutral atoms [28, 92], Rydberg atoms [201, 202], electric and

magnetic dipolar quantum gasses [203–206], and trapped ions [191, 207].

6.2 Background and theory

We begin with a brief review of spin squeezing and the OAT model, described by the Ising

Hamiltonian

HOAT = χ
N∑

i,j=1

sz,isz,j = χS2
z , (6.1)

where χ is the OAT squeezing strength; the spin-z operator sz,i ≡ σz,i/2 is defined in terms of the

Pauli-z operator σz,i on spin i; and Sz ≡
∑N

i=1 sz,i is a collective spin-z operator. Eigenstates of

HOAT can be classified by a (nonnegative) total spin S ∈
{
N/2, N/2− 1, · · ·

}
, and a projection

mz ∈ {S, S − 1, · · · ,−S} of spin onto the z axis. The manifold of all states with maximal total spin

S = N/2 (e.g. spin-polarized states) is known as the Dicke manifold [35]. Equivalently, the Dicke

manifold consists of all permutationally symmetric states that do not distinguish between underlying
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Figure 6.1: Representations of the state
∣∣ψ(t)〉 of N = 40 spins initially polarized along the equator,

and evolved under the OAT Hamiltonian for a time t up to the optimal OAT squeezing time
χtOAT

opt ∼ 1/N2/3. Darker colors at a point n̂ on the sphere correspond to a larger overlapQψ(t) (n̂) ≡
|〈n̂|ψ(t)〉|2, where |n̂〉 is a state in which all spins are polarized along n̂.

spins. States in the Dicke manifold can be represented by distributions on a sphere, whose variances

along different axes must satisfy an appropriate set of quantum (Heisenberg) uncertainty relations

(see Figure 6.1). In the case of a single (two-level) spin, this distribution has a fixed, Gaussian-like

shape that is uniquely characterized by its orientation. Identifying the peak of this distribution

recovers the representation of a qubit state by a point on the Bloch sphere. For N > 1 spins,

meanwhile, this distribution can acquire additional structure with metrological utility.

Given an initial state of N spins polarized along the equator, represented by a Gaussian-

like distribution on a sphere, the net effect of the OAT Hamiltonian is to shear this distribution,

resulting in a squeezed state with a reduced variance (∆φ)2 along some axis. This reduced variance

allows for an enhanced measurement sensitivity to rotations of the collective spin state along the

squeezed axis, at the expense of a reduced sensitivity to rotations along an orthogonal axis. Spin

squeezing can be quantified by the maximal gain in angular resolution ∆φ over that achieved by a

spin-polarized state [35],

ξ2 ≡ (∆φmin)
2(

∆φpolarized
)2 = min

φ
var(S⊥

φ )×
N

|〈S〉|2
, (6.2)

where S ≡ (Sx, Sy, Sz) is a vector of collective spin operators; the operator S⊥
φ ≡ S · n̂⊥

φ is the

projection of S onto an axis n̂⊥
φ parameterized by an angle φ in the plane orthogonal to the mean

spin vector 〈S〉; and var(O) ≡ 〈O2〉 − 〈O〉2 denotes the variance of O. A spin squeezing parameter

ξ2 < 1 implies the presence of many-body entanglement [208] that enables a sensitivity to rotations

beyond that set by classical limits on measurement precision [31]. The OAT model can prepare
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squeezed states with ξ2 ∼ 1/N2/3, whereas the fundamental (Heisenberg) limit imposed by quantum

mechanics is ξ2 ∼ 1/N [31].

To accommodate for the fact that physical interactions are typically local, the OAT Hamil-

tonian in Eq. (6.1) can be modified by the introduction of coefficients 1/|ri − rj |α in the coupling

between spins i, j at positions ri, rj , resulting in the power-law Ising model. The introduction

of non-uniform couplings means that the power-law Ising model breaks permutational symmetry,

coupling the Dicke manifold of permutationally symmetric states with total spin S = N/2 to asym-

metric states with S < N/2, and thereby invalidating the representation of squeezing dynamics

shown in Figure 6.1. The leakage of population outside the manifold of permutationally symmetric

states can be energetically suppressed by the additional introduction of spin-aligning si · sj inter-

actions, where si ≡ (sx,i, sy,i, sz,i) is the spin vector for spin i. In total, we thus arrive at an XXZ

model described by the Hamiltonian

HXXZ =
∑
i 6=j

J⊥si · sj + (Jz − J⊥)sz,isz,j
|ri − rj |α

. (6.3)

When interactions are uniform, α = 0, the
∑

i 6=j si · sj ∼ S2 = S (S + 1) term in Eq. (6.3) is

a constant of motion within manifolds of definite total spin S, resulting in an OAT model with

χ = Jz − J⊥.

When Jz − J⊥ = 0, the XXZ model contains only the spin-aligning si · sj terms, and if

interactions are long-ranged, α ≤ D, then the Dicke manifold is gapped away from all orthogonal

states by a non-vanishing energy difference ∆gap & |J⊥| (see Appendix 6.A). As a consequence,

for any finite N and α ≤ D there exists a non-vanishing range of coupling strengths Jz ≈ J⊥ for

which a perturbative treatment of the anisotropic Ising terms in Eq. (6.3) is valid. In this case,

the XXZ model becomes precisely the OAT model at first order in perturbation theory, with a

squeezing strength χeff = hα (Jz − J⊥), where hα is the average of 1/|ri − rj |α over all i 6= j.

If interactions are short-ranged with α > D, then generally ∆gap → 0 as N → ∞, formally

invalidating perturbation theory for any Jz at sufficiently large N . Nonetheless, the spin-aligning

terms of the XXZ model can still enable a non-perturbative emergence of “collective” behavior
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resembling perturbative, gap-protected OAT. We numerically explore the prospect of spin squeezing

with short-ranged interactions in the following section, finding that squeezing comparable to OAT

may be possible with a wide range of α and Jz, including the α → ∞ limit of nearest-neighbor

interactions.

6.3 Results

Whereas the quantum Ising model is exactly solvable [120, 209], the XXZ model in Eq. (6.3)

is not. We therefore investigate the spin squeezing properties of the XXZ model using the discrete

truncated Wigner approximation (DTWA) [129] for N = 4096 = 642 = 163 spins, focusing on the

case of two (D = 2) and three (D = 3) spatial dimensions (see Appendix 6.B for D = 1, where

our main results are less striking but still hold). DTWA has been shown to accurately capture the

behavior of collective spin observables in a variety of settings [129, 210], and we provide additional

benchmarking of DTWA for the XXZ model on lattices of up to 7×7 spins in Appendix 6.C, although

it will ultimately be up to experiments to verify our findings. Our main results are summarized

in Figure 6.2, in which we explore the squeezing behavior of XXZ model in Eq. (6.3) around the

isotropic (Heisenberg) point at Jz = J⊥ by varying both Jz/J⊥ and the power-law exponent α.

Specifically, we examine (i) the optimal squeezing parameter ξ2opt ≡ mint ξ
2 (t) = ξ2

(
topt
)
, (ii) the

minimal squared magnetization throughout squeezing dynamics, 〈S2〉min ≡ mint≤topt 〈S2〉 (t), and

(iii) the optimal squeezing time topt.

First and foremost, Figure 6.2 confirms the theoretical argument that OAT-limited squeezing

should be achievable with any power-law exponent α ≤ D for some non-vanishing range of Ising

couplings, Jz ≈ J⊥. Moreover, when α ≤ D we observe that this capability persists well beyond

the perturbative window with |Jz − J⊥| � |J⊥|, covering all Jz/J⊥ < 1 shown in Figure 6.2 and an

increasing range of Jz/J⊥ > 1 as α→ 0. Even more strikingly than the behavior at α ≤ D, Figure

6.2 shows that squeezing well beyond the Ising limit can still achievable for a wide range of Ising

couplings Jz/J⊥ < 1 when interactions are short-ranged, α > D. In a nearest-neighbor XXZ model

(α → ∞), the region |Jz| < |J⊥| corresponds to the equilibrium XY phase, whereas Jz/J⊥ < −1
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Figure 6.2: The optimal squeezing ξ2opt (top), minimal squared magnetization 〈S2〉min (middle),
and optimal squeezing time topt (bottom) for N = 4096 = 642 = 163 spins in D = 2 (left) and D = 3
(right) spatial dimensions. Spins are initially polarized along the equator and evolved under the
XXZ Hamiltonian in Eq. (6.3). Squeezing ξ2opt is shown in decibels, and 〈S2〉min is normalized to its
initial value 〈S2〉0 =

N
2

(
N
2 + 1

)
. Dashed grey lines mark α = D, and dotted grey lines track local

minima of 〈S2〉min, marking the boundary between regions of collective and Ising-limited squeezing
dynamics, respectively denoted “S-collective” and “S-Ising”. Other markers in the middle panels
indicate vales of Jz/J⊥, α,D that are currently accessible with neutral atoms [211, 212] (cyan line),
Rydberg atoms [201, 202, 213] (red dots), polar molecules [203, 204, 214] (green line), magnetic
atoms [205, 206] (pink square), and trapped ions [191] (blue line). DTWA results are averaged over
500 trajectories.
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and Jz/J⊥ > +1 correspond to the equilibrium Ising ferromagnet and anti-ferromagnet phases

(depending on the sign of J⊥) [200, 215]. The asymmetry about Jz = J⊥ in Figure 6.2 thus hints

at an interesting connection between equilibrium physics [200] and far-from-equilibrium dynamical

behavior of the XXZ model (discussed further in the next section)a.

Though the attainable amount of squeezing generally decreases with shorter range (increasing

α) and stronger anisotropy (decreasing Jz/J⊥ < 1), a region of “collective” squeezing behavior

connected to the OAT limit persists through to the α → ∞ limit of nearest-neighbor interactions.

This region is reminiscent of the 2
3D ≤ α < D region of the power-law Ising model (J⊥ = 0), in

which squeezing falls short of the OAT limit, but still grows with system size [195].

In fact, the transition between collective and Ising-limited squeezing regions, which we respec-

tively denote “S-collective” and “S-Ising” (with an “S-” prefix to emphasize the role of squeezing in

their characterization), is marked by a discontinuous change in both the minimal squared magne-

tization 〈S2〉min and the optimal squeezing time topt, signifying the presence of a dynamical phase

transition. The dynamical phases in question can be characterized by the behavior of optimal

squeezing ξ2opt, which either scales with system size or saturates to a constant value. We discuss

and clarify these points below.

The discontinuity in optimal squeezing time topt at the dynamical phase boundary in Figure

6.2 is the result of a competition between local optima in squeezing over time, shown in Figure 6.3.

Large amounts of spin squeezing are generated in the S-collective phase near the isotropic point

at Jz = J⊥. The amount of squeezing generated by collective dynamics falls off away from the

isotropic point, until it finally drops below an “Ising” squeezing peak that is generated at much

short times, resulting in a discontinuous change in the time at which squeezing is optimal. The

discontinuous change in the optimal squeezing time is in turn responsible for the sudden change

in the minimal squared magnetization 〈S2〉min, which has less time to decay in the Ising-limited

(S-Ising) regime.

a In fact, when J⊥ < 0 the S-collective region at Jz/J⊥ < 1 is contained within the ground-state XY phase of the

power-law XXZ model [200].
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Figure 6.3: Squeezing ξ2 and squared magnetization 〈S2〉 over time for the power-law XXZ model
with α = 3 on a 2D lattice of 64 × 64 spins. Color indicates the value of Jz/J⊥, and red lines (at
Jz/J⊥ = −2.2) mark the approximate transition between S-collective and S-Ising phases, when the
“collective” squeezing peak at τ ≡ t × |Jz − J⊥| ∼ 6 drops below the “Ising” peak at τ ∼ 1. For
the parameters shown, 〈S2〉 reaches a minimum at τ ∼ 2, which means that optimal squeezing at
τ ∼ 1 is reached before maximal decay of 〈S2〉 in the S-Ising phase.

It is no surprise that quantities such as topt and 〈S2〉min that are defined via minimization

exhibit discontinuous behavior, and these discontinuities do not by themselves indicate a transition

between different phases of matter. We can formally distinguish the S-collective and S-Ising phases

by examining the nature of squeezing that is generated in these regions. Specifically, the S-Ising

phase generates an amount of squeezing that is insensitive to system size, whereas the S-collective

phase generates an amount of squeezing that scales with system size as ξ2opt ∼ 1/Nν , where the

exponent ν generally depends on the values of α and Jz/J⊥ (see Appendix 6.D). Numerically,

we find that the S-collective phase spans all Jz/J⊥ < 1 when α . D, whereas the transition

between S-collective and S-Ising phases occurs at a critical Ising coupling Jcrit
z that either diverges

logarithmically with system size (Jcrit
z ∼ − logN) or stays constant when α & D (see Figure 6.4,

where we focus on D = 2 and α = 3 due to its experimental relevance, and Appendix 6.D). We

note that small oscillations in squeezing over time (see Figure 6.3) add minor corrections to the

behavior of ξ2opt and Jcrit
z . These oscillations are responsible for the discontinuous behavior of topt

and 〈S2〉min seen in Figure 6.2 within the S-collective phase.
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6.4 Discussion

The mechanism behind the collective dynamics featured by the XXZ model far from the

isotropic point at Jz = J⊥ is not obvious, and lies in a parameter regime beyond the reach of exact

treatment with current theoretical capabilities. While an in-depth understanding of collective

dynamics will most likely require experimental investigations in the spirit of quantum simulation,

we discuss possible phenomenological explanations below.

Collective squeezing behavior when α < D is the least surprising, as the XXZ model essen-

tially interpolates between perturbative, gap-protected OAT (near Jz = J⊥) and the long-range

power-law Ising model (at Jz → ±∞), both of which generate collective spin squeezing. When

α > D, as long as D > 2 or α < 2D (i.e. all α > 3 when D = 3, and 2 < α < 4 when D = 2)

a generalized version of the Mermin-Wagner theorem [216] allows for the existence of long-range

order in the thermodynamic limit, below a critical temperature [197, 198]. Our observations may

therefore be indicative of thermalization to a long-range-ordered steady state in an equilibrium

XY phasea, with significant amounts of collective spin squeezing present in the transient dynamics.

This explanation is supported by the fact that the squared magnetization 〈S2〉 approaches a non-

vanishing steady-state value in Figure 6.3 (see also Appendix 6.E). Nevertheless, the persistence

of long-range order is a necessary but insufficient condition to characterize the types of dynam-

ical phases considered in this work. Instead, these phases are defined operationally by whether

attainable spin squeezing scales with system size, and are thus sensitive to transient effects.

For even shorter range interactions (α ≥ 2D) when D ≤ 2, long-range order is forbidden in

the steady state. Even so, a spin-polarized initial state can still take an appreciable amount of time

to thermalize to a disordered steady state. Squeezing beyond the Ising limit can therefore occur as

a transient phenomenon, before long-range order is disrupted (see Appendix 6.E).
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6.5 Experimental applications

As indicated in Figure 6.2, our results are readily applicable to the generation of spin squeezed

states in a variety of experimental platforms that have been shown to implement the power-law

XXZ model, including neutral atoms (α → ∞) [211, 212], Rydberg atoms (α = 3, 6) [201, 202,

213], polar molecules (α = 3) [203, 204, 214], and magnetic atoms (α = 3) [205, 206]. Note that

one may additionally have to consider the effects of a sub-unit filling fraction on the realization of a

spin model. In principle, sub-unit filling introduces effective disorder into the XXZ spin couplings

[198, 217]. Nonetheless, the precise form of these interactions is not essential to the existence of an

S-collective phase in the XXZ model, as evidenced by the fact that this phase persists through to

the α→ ∞ limit of nearest-neighbor interactions (see Appendix 6.F).

Finally, we discuss the application of our results to Ising systems without 3D spin-aligning

si · sj interactions, as in the case of some Rydberg atom (α = 3, 6) [201, 202] and trapped ion

(0 ≤ α < 3) [191] experiments. In this case, 2D spin-aligning interactions within the y-z plane can

still be engineered by the application of a strong transverse driving field ΩSx. If the drive strength

|Ω| � 1
2Nhα|Jz|, with hα the mean of 1/|ri − rj |α over all i 6= j, then moving into the rotating

frame of the drive and eliminating fast-oscillating terms results in an XX model described by the

Hamiltonian

HXX =
Jz
2

∑
i 6=j

sy,isy,j + sz,isz,j
|ri − rj |α

, (6.4)

which is a special case of the XXZ model in Eq. (6.3), with (J⊥, Jz) → (Jz/2, 0). Ising systems with

a strong transverse field can thus access a vertical cut along Jz/J⊥ = 0 in Figure 6.2. In a similar

fashion, dynamic Hamiltonian engineering protocols [218, 219] can transform the Ising model into

an XXZ model with any Jz/J⊥ ≥ 0, albeit at the cost of added complexity.
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6.A Spectral gap of the long-range XXX model

Here we show that the isotropic (Jz = J⊥) XXZ model in Eq. (6.3) of the main text has a

spectral gap when α ≤ D, which implies the existence of a finite range of Ising couplings Jz ≈ J⊥

for which the XXZ model formally recovers the OAT model at first order in perturbation theory.

For definiteness, we consider an isotropic XXZ model on a cubic lattice with periodic boundary

conditions in D dimensions. The translational and SU(2) symmetries of the isotropic XXZ model

on such a lattice imply that its lowest-lying excitations can be written as spin waves of the form

|mz, k〉 ∝
∑
n∈ZDL

eik·nsz,n |mz〉 , (6.5)

where |mz〉 is a permutationally-symmetric Dicke state with spin projection mz onto the z axis,

n = (n1, n2, · · · , nD) indexes an individual site on the lattice of N = LD spins, and k ∈ ZDL × 2π/L

is a wavenumber. The energy of the state |mz, k〉 with respect to the isotropic XXZ Hamiltonian is

Ek = −J⊥
∑
n∈ZDL
|n|6=0

1− cos (k · n)
|n|α

, (6.6)

where for simplicity we work in units for which the lattice spacing is 1. The energy Ek is minimized

(in magnitude) by a wavenumber that underdoes one oscillation across one axis of the lattice,

e.g. k =
(
2π/L, 0, 0, · · ·

)
, which implies a spectral gap

∆gap = |J⊥|
∑
n∈ZDL
|n|6=0

1− cos
(
2πn1/L

)
|n|α

. (6.7)

Letting ε ≡ 2/L, we define a rescaled domain Sε = ZL/ε ⊂ [−1, 1], and substitute x = εn to get

∆gap = |J⊥|εα−D
∑
x∈SDε
|x|≥ε

εD
1− cos (πx1)

|x|α
, (6.8)
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which in the thermodynamic limit ε → 0 is well approximated by an integral that avoids an

infinitesimal region at the origin,

∆gap → |J⊥|εα−DID (ε) , ID (ε) ≡
∫
TD1 \TDε

dDx 1− cos (πx1)

|x|α
, (6.9)

where Ta ≡ (−a, a) is a symmetric interval about 0. The integrand of ID (ε) is strictly positive and

well-behaved on the entirety of its domain except for the origin, where depending on the value of

α the integrand may vanish or diverge as |x| → 0. Together, these facts mean that

ID (ε)
ε→0∼ ε−γ , ∆gap

ε→0∼ εα−(D+γ), (6.10)

for some γ ≥ 0, which implies that ∆gap > 0 when α ≤ D.

6.B Numerical results in one spatial dimension

Here we provide additional DTWA simulation results for the squeezing behavior of the power-

law XXZ model in D = 1 spatial dimension. Figure 6.5 shows results analogous to those in Figure

6.2 of the main text, for D = 1, 2, 3 spatial dimensions and integer values of the power-law exponent

α (as well as the α → ∞ limit of nearest-neighbor interactions). The existence of an S-collective

dynamical phase persists in one spatial dimension, but for a much narrower range of parameters

than in the case of D = 2 and 3. The achievable squeezing in the S-collective phase also scales less

favorably with system size in the case of D = 1. Nonetheless, squeezing beyond the Ising limit is

still achievable in D = 1 with e.g. Jz = 0 and α > 1, which is relevant for trapped ion experiments.
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Figure 6.5: The optimal squeezing ξ2opt (top), minimal squared magnetization 〈S2〉min (middle),
and optimal squeezing time topt (bottom) for N = 4096 = 642 = 163 spins in D = 1, 2, 3 spatial
dimensions. Spins are initially polarized along the equator and evolved under the XXZ Hamiltonian
in Eq. (6.3) of the main text. The results for D = 2 and 3 shown here are a subset of the results
in Figure 6.2, presented in the same format as that for D = 1 for comparison.
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6.C Benchmarking DTWA for the power-law XXZ model

In order to gauge the reliability of DTWA for the XXZ model in this work, we benchmark

against truncated shell (TS4) simulations of a 7 × 7 spin lattice whose dynamics are restricted to

the subspace of ∼ N5 states with definite total spin S ≥ N/2− 4. These simulations are motivated

by the idea that spin-aligning si · sj interactions energetically suppress the decay of total spin S

from its initial value of N/2 in a spin-polarized state. As long as the total spin decay is small,

TS4 simulations should faithfully capture the dynamical behavior of a system. The restriction to

small total spin decay implies that TS4 simulations are only reliable near the isotropic point of the

XXZ model at Jz = J⊥, and the O(N5) memory footprint of TS4 means that it can only be used

to simulate moderately-sized systems. Nonetheless, TS4 has the advantage over DTWA of being

“self-benchmarking,” in the sense that its breakdown can be diagnosed by a large population of

the S = N/2 − 4 manifold, which indicates further population leakage into truncated states with

S < N/2− 4 (see Figure 6.6).

We benchmark DTWA simulations against TS4 in Figure 6.7 by comparing two observables

of interest: (i) the optimal spin squeezing parameter ξ2opt ≡ mint ξ
2(t) = ξ2(topt), and the minimal

value of 〈S2〉 throughout squeezing dynamics, 〈S2〉min ≡ mint≤topt 〈S2〉 (t). For reference, Figure

6.7 also shows the values of ξ2opt and 〈S2〉min in the exactly solvable limits of uniform (OAT, α = 0)

and power-law Ising (J⊥ = 0) interactions. For initially spin-polarized states, these limits have

only one relevant energy scale, Jz − J⊥, so the only effect of changing Jz is to change dynamical

time scales.

The results in Figure 6.7 show that DTWA agrees almost exactly with TS4 in the regimes

that TS4 can be trusted, suggesting that DTWA is a reliable method for studying the spin squeezing

behavior of the XXZ model. Values of squeezing −10 log10 ξ
2 > 0 are highly sensitive to errors in

collective spin observables, so when comparing DTWA and TS4 one should expect more pronounced

(albeit minor) disagreements in spin squeezing −10 log10 ξ
2 than in squared magnetization 〈S2〉.

Also, for clarity we used a simple heuristic to identify regimes of validity for TS4 in Figures 6.6 and
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squeezing dynamics (bottom) as computed via TS4 and DTWA in the same setting as Figure 6.6,
likewise with shaded regions indicating 〈P4〉max > 0.1 in the TS4 simulations. Here squeezing ξ2opt
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. Dashed and

dotted lines respectively mark the exactly solvable limits of uniform (OAT, α = 0) and power-law
Ising (Ising, J⊥ = 0) interactions.
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6.7. This heuristic is not intended to be a precise indicator of quantitative accuracy for TS4, so it

is no surprise that it does not identify the precise values of Jz at which DTWA and TS4 diverge.

Finally, Figure 6.8 shows comparisons of DTWA with exact simulations in 2D lattices of 3×3

and 4× 4 spins. Though the optimal squeezing parameter ξ2opt and minimal squared magnetization

〈S2〉min saturate to finite-size values fairly quickly away from the isotropic point at Jz = J⊥, exact

simulations clearly show a collective region with OAT-limited behavior when Jz ≈ J⊥. Even on

small lattices, DTWA does a reasonably good job of estimating ξ2opt and 〈S2〉min. Notably, DTWA

performs better with increasing system size, as can be seen by comparing benchmarks of DTWA

in 3× 3, 4× 4, and 7× 7 systems, shown in Figures 6.7 and 6.8. This finding is consistent with an

ongoing study to benchmark DTWA against state-of-the-art simulations of matrix product states

(MPS) using the time-dependent variational principle (TDVP) [220].
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6.D Scaling relations for the collective phase in D = 2 spatial dimensions

Here we inspect the results in Figure 6.4 of the main text, as well as similar results for

different exponents α of the power-law XXZ model, to show that

(i) optimal squeezing scales as ξ2opt ∼ 1/Nν in the S-collective dynamical phase (Figure 6.9

and Table 6.1), and

(ii) the critical Ising coupling Jcrit
z at the boundary between S-collective and S-Ising phases

either diverges logarithmically with system size (Jcrit
z ∼ − logN), or remains essentially

constant when α & D (Figure 6.10).

The exponent ν governing the behavior of ξ2opt will generally depend on the values of Jz/J⊥ and

α. Similarly, the precise dependence of Jcrit
z on N will depend on the value of α. Note that all

DTWA simulations of N -spin systems throughout this work average over 500× 642/N trajectories,

i.e. with 500 trajectories (samples of the initial state) for the largest system size, and ∼ 1/N scaling

to account for the fact that DTWA results converge more slowly in smaller systems. We find that

changing these trajectory numbers does not affect our overall results and conclusions. Nonetheless,

precise quantitative predictions, such as the exact value of ν as a function of system size, may be

beyond our current computational capabilities, since they might require a more extensive numerical

analysis to rule out finite sampling errors, or corrections from quantum correlations that are not

captured by DTWA.
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Figure 6.9: Dependence of the optimal squeezing parameter ξ2opt on system size N within the
collective dynamical phase of the power-law XXZ model in D = 2 spatial dimensions. Color
indicates the value of Jz/J⊥, sweeping down from +0.5 (dark purple, top) to −1.5 (yellow, bottom)
in increments of −0.5. Circles show results computed with DTWA; dashed lines show a fit to
ξ2opt = a/Nν with free parameters a, ν; and the dotted red line marks the OAT limit for reference.
The DTWA results in panel (a) for α = 3 are a subset of those in Figure 6.4 of the main text.
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z at the collective-to-Ising dynamical

phase boundary on system size N for the power-law XXZ model in D = 2 spatial dimensions.
Circles show results computed with DTWA, and dashed lines show a fit to Jcrit

z /J⊥ = −γ lnN + b
with free parameters γ, b. The DTWA results in panel (a) for α = 3 are equivalent to the dashed
grey lines in Figure 6.4 of the main text. DTWA simulations were run with values of Jz/J⊥ that
are integer multiples of 0.1, placing a lower bound on the resolution for Jcrit
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Jz/J⊥

−1.5 −1.0 −0.5 +0.0 +0.5

α

3 1.0 0.9 0.8 0.8 0.7

4 – – 0.3 0.3 0.4

5 – – – 0.2 0.2

6 – – – 0.2 0.1

∞ – – – 0.1 0.1

Table 6.1: Scaling exponents ν (with ξ2opt ∼ 1/Nν) for the values of Jz/J⊥ and α shown in Figure
6.9, in D = 2 spatial dimensions. Though provided here for the sake of practical interest and
transparency (these are essentially the slopes of the dashed lines Figure 6.9), we note that these
values are subject to correction in future work, as ruling out effects such as finite sampling errors
may require a more extensive numerical analysis.

6.E Thermalization and long-range order

Here we provide time-series DTWA results, similar to those of Figure 6.3 of the main text, to

show that the S-collective phase is compatible with thermalization to a long-range-ordered state of

the power-law XXZ model when D > 2 or α < 2D. To this end, Figures 6.11 and 6.12 show both

squeezing ξ2 and the squared magnetization 〈S2〉 as a function of time for N = 4096 = 642 = 163

spins in D = 2 spatial dimensions with α ∈ {2D − 1, 2D, 2D + 1} = {3, 4, 5}, as well as D = 3

spatial dimensions with α ∈ {2D − 1, 2D,∞} = {5, 6,∞}. Figure 6.11 shows simulations with

values of Jz/J⊥ that sweep from 0 (in the S-collective phase) to −3 (in the S-Ising phase), while

Figure 6.12 shows simulations with values of Jz/J⊥ that sweep from 2 (in the S-Ising phase) to 0 (in

the S-collective phase). As long as D > 2 or α < 2D, the squared magnetization 〈S2〉 approaches

a nonzero steady-state value when Jz/J⊥ < 1, indicating thermalization to a steady state with

long-range order.
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Figure 6.11: Squeezing ξ2 and squared magnetization 〈S2〉 as a function of time t for N = 4096 =
642 = 163 spins in D = 2 and 3 spatial dimensions. Color indicates the value of Jz/J⊥, and the
red line highlights behavior at the value of Jz/J⊥ immediately preceding the transition from the
S-collective phase (above the red line) to the S-Ising phase (below the red line).
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Figure 6.12: Same results as in Figure 6.11, but for values of Jz/J⊥ that cross the dynamical phase
boundary at Jz/J⊥ = 1. The red line highlights behavior at Jz/J⊥ = 1.1, immediately preceding
the transition from the S-Ising phase (Jz > 1) to the S-collective phase (Jz < 1).
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6.F Sub-unit filling fractions

Though we do not study the effect of variable filling fractions in detail, here we show that

the S-collective phase is stable to filling fractions f < 1. To this end, in Figure 6.13 we show the

dependence of the optimal squeezing parameter ξ2opt on filling fraction f on a 50 × 50 lattice in

D = 2 two spatial dimensions with power-law exponent α = 3 (as in the case of polar molecules, for

which unit filling is difficult to obtain experimentally). Optimal squeezing generally decreases with

filling fraction, which is in part attributable to a changing particle number. Nonetheless, squeezing

well in excess of the Ising limit is clearly achievable even for small filling fractions, f ∼ 0.1, as long

as the XXZ model is tuned sufficiently close to the isotropic point at Jz = J⊥.

On a high level, decreasing the filling fraction f to a value less than 1 can be seen as a

two-step process: (i) rescaling all distances as r → r/f1/D, and (ii) adding positional disorder to

spin-spin couplings, in effect transforming the XXZ Hamiltonian as

HXXZ =
∑
i 6=j
µ

Jµsµ,isµ,j
|rij |α

→
∑
i 6=j
µ

Jµsµ,isµ,j
|rij |α

× fα/D
(
1 + εfij

)
, (6.11)

where the index µ ∈ {x, y, z} with Jx = Jy = J⊥, and εfij are random variables that vanish (εfij → 0)

as f → 1. The factor fα/D merely changes time scales, so any deviation from squeezing behavior

at f = 1 is determined by the random variables εfij . The general physics of the XXZ model at unit

filling is maintained as long as these random variables are small enough to preserve the structure

(connectivity) of 1/rα couplings. When f gets too small, however, the XXZ model is dominated by

random variables, and the values of collective observables are essentially governed by the dynamics

of small spin clusters with weak inter-cluster interactions. The question remains: what filling

fraction f is “too small”?

In fact, this sort of physics was studied more closely the prior work of Ref. [198], which

examined the XX model (Jz = 0) with 1/r3 interactions (α = 3) and variable filling fractions that

were treated as positional disorder. By mapping this system onto one of hard-core bosons, using

both mean field and numerical techniques the authors found that interactions stabilize the 1/r3
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XX model against disorder, such that a transition from order- and disorder-dominated dynamical

phases occurs at a critical filling fraction of fcrit ≈ 0.15. Our results for the generic power-law XXZ

model are consistent with previous results, although the role of Jz 6= 0 and different α remains

an open question. We suspect, for example, that the resilience to low filling fractions to worsen

with increasing α, and severely so when D ≤ 2 and α ≥ 2D, as a strengthened version of the

Mermin-Wagner theorem [216] only allows for long-range order when D > 2 or α < 2D. Either

way, we defer a thorough analysis of this question to future work, for now merely highlighting the

robustness of our main results to sub-unit filling fractions.



Chapter 7

Engineering infinite-range SU(n) interactions with spin-orbit-coupled fermions

in an optical lattice

Prologue

We began the main technical work of this thesis in Chapter 3 by considering an exotic SU(n)

symmetry that naturally occurs between ultracold fermions on a lattice. Subsequent chapters

mainly focused on the special and relatively well-understood case of SU(2)-symmetric interac-

tions, in particular considering their potential applications for quantum-enhanced metrology. The

prospect of similarly exploiting SU(n)-symmetric interactions (with n > 2) to address scientific

questions or develop practical technologies remains largely unexplored. This chapter combines the

spirit of Chapter 3 with the roadmap of Chapter 4, exploring some of the physics accessible with

SU(n) interactions between multilevel fermions with spin-orbit coupling.

One of the major difficulties of dealing with SU(n) symmetries is the lack of tools and structure

for taming the vast realm of possibilities with high-dimensional quantum systems. To this end, this

chapter brings an optimistic message, showing that SU(n) can share similarities with SU(2) that

enable the use of a common language (e.g. expressions that are agnostic to the value of n), and can

lead to qualitatively similar dynamical behaviors. The bulk of this chapter is taken from Ref. [5].

In addition to myself and Ana Maria Rey, this work featured major contributions from Diego

Barberena, Mikhail Mamaev, Bhuvanesh Sundar, and Robert J. Lewis-Swan.
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Abstract

We study multilevel fermions in an optical lattice described by the Hubbard model with on

site SU(n)-symmetric interactions. We show that in an appropriate parameter regime this system

can be mapped onto a spin model with all-to-all SU(n)-symmetric couplings. Raman pulses that

address internal spin states modify the atomic dispersion relation and induce spin-orbit coupling,

which can act as a synthetic inhomogeneous magnetic field that competes with the SU(n) exchange

interactions. We investigate the mean-field dynamical phase diagram of the resulting model as a

function of n and different initial configurations that are accessible with Raman pulses. Consistent

with previous studies for n = 2, we find that for some initial states the spin model exhibits two

distinct dynamical phases that obey simple scaling relations with n. Moreover, for n > 2 we find

that dynamical behavior can be highly sensitive to initial intra-spin coherences. Our predictions

are readily testable in current experiments with ultracold alkaline-earth(-like) atoms.

7.1 Introduction

SU(n) symmetries play an important role in physics. Underpinning much of high energy

physics, the SU(n) gauge theory known as Yang-Mills theory is central to our understanding of the

electroweak and strong forces. Extensions of Yang-Mills and SU(n) symmetry feature in the most

well-studied examples of holographic duality [221] and the connection between entanglement and

gravity [222] through the anti-de Sitter/conformal field theory (AdS/CFT) correspondence. In a

condensed matter setting, SU(2) appears ubiquitously as a symmetry of the Hubbard model, with

important consequences for the study of quantum magnetism and high temperature superconduc-

tivity [59]. The extension of SU(2) Hubbard and spin models to SU(n) has led to predictions of

exotic phases of matter such as valence bond solids [57, 223–225] and chiral spin liquids [56–58,

226], as well as the potential to perform universal topological quantum computation [62, 227] and

other phenomena [228, 229]. Furthermore, disordered SU(n) spin models have opened analytically

tractable avenues for studying quantum chaos and information scrambling [230].



194

The tremendous theoretical significance of SU(n) symmetries makes it all the more exciting

that they appear naturally in experimental atomic, molecular, and optical (AMO) platforms with

exquisite degrees of microscopic control. This symmetry arises through the independence of atomic

orbital and interaction parameters on the n nuclear spin states of alkaline-earth(-like) atoms, with

e.g. n = 10 for 87Sr [28, 29, 55, 67]. As a result, AMO experiments can directly probe the role of

SU(n) interactions in controllable settings. Recent progress includes studies of the thermodynamic

properties of SU(n) fermionic gases [231–238], SU(n) Hubbard phases and phase transitions [49, 239,

240], single- [241] and two-orbital [51–53, 242] SU(n) magnetism, and multi-body SU(n)-symmetric

interactions [1, 7].

In the spirit of quantum simulation, further investigations in controlled settings will play an

important role in understanding the consequence of SU(n) symmetries for fundamental questions in

physics, as well as their practical use in technological applications. For example, SU(2)-symmetric

spin interactions can be harnessed to develop quantum sensors that surpass classical limits on

measurement precision [2, 4]. The prospect of similarly exploiting more general SU(n) symmetries to

achieve a technological advantage is still an unexplored avenue of research with untapped potential.

In this work, we consider an experimentally relevant and theoretically tractable regime of the

SU(n) Hubbard model, highlighting differences and similarities with the more familiar case of SU(2).

Working at ultracold temperatures and unit spatial filling (one atom per lattice site), we begin by

mapping the SU(n) Hubbard model onto a multilevel spin model with all-to-all SU(n)-symmetric

interactions in Section 7.2. In Section 7.3 we consider the use of control fields to address nuclear

spins, finding a simple three-laser driving scheme that allows for the preparation of interesting states

with nontrivial intra-spin correlations when n > 2. We consider the effect of spin-orbit coupling

(SOC) induced by control fields in Section 7.4, finding in particular that the weak-SOC limit

generally gives rise to a (synthetic) inhomogeneous magnetic field, extending previously known

results to n > 2 [2, 25, 26, 103, 104, 123]. Finally, we combine these ingredients to examine

mean-field dynamical behaviors of the SU(n) spin model in Section 7.5, finding that: (i) long-time-

averaged observables obey simple scaling relations with the spin dimension n, exhibiting (for spin-
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polarized initial states) dynamical ferromagnetic and dynamical paramagnetic phases, as previously

seen for the case of n = 2 [115, 243], and (ii) for n > 2 the long-time dynamics can be highly sensitive

to the intra-spin coherences of the initial state. We conclude and discuss future directions in Section

7.6.

7.2 From lattice fermions to an SU(n) spin model

Here we derive a collective SU(n) spin model for a system of ultracold alkaline-earth(-like)

atoms trapped in an optical lattice. Without external driving fields, the evolution of such atoms

in their electronic ground state is governed by the single-body kinetic and two-body interaction

Hamiltonians

Ĥkin = −J
∑

〈j,j′〉,µ

ĉ†jµĉj′µ + h.c., (7.1)

Ĥint =
U

2

∑
j,µ,ν

ĉ†jµĉjµĉ
†
jν ĉjν , (7.2)

where 〈j, j′〉 denotes neighboring lattice sites j and j′; µ, ν ∈ {s, s− 1, · · · ,−s} index orthogonal

spin states of a spin-s nucleus, with s = n−1
2 (e.g. s = 9

2 in the case of 87Sr with 10 nuclear

spin states); ĉjµ is a fermionic annihilation operator, J is a tunneling amplitude (for simplicity

assumed to be the same in all directions); and U is a two-body on-site interaction energy. In the

present work, we neglect inter-site interactions and interaction-assisted hopping, which is a good

approximation for a sufficiently deep lattice, namely when J . ER, where ER is the atom recoil

energy. For simplicity, we now assume a one-dimensional periodic lattice of L sites, and expand the

on-site fermionic operators in terms of operators addressing (quasi-)momentum modes q (in units

with lattice spacing a = 1), ĉjµ = 1√
L

∑
q e

−iq·j ĉqµ, finding that

Ĥkin = −2J
∑
q,µ

cos (q) ĉ†qµĉqµ, (7.3)

Ĥint =
u

2N

∑
k,`,p,q,µ,ν

ĉ†kµĉ`µĉ
†
pν ĉqν × δk+p,`+q, (7.4)

where N is the total number of atoms on the lattice, we define u ≡ U × N/L for convenience,

δk+p,`+q = 1 if k + p = `+ q and zero otherwise (enforcing conservation of momentum).
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If the interaction energy U is small compared to the single-particle bandwidth 4J , then the

mode-changing collisions in Ĥint become off-resonant, motivating the frozen-mode approximation

{k, p} = {`, q} (i.e. either k = ` and p = q, or k = q and p = `)a. The terms with k = ` and p = q

are u
2N

∑
ĉ†kµĉkµĉ

†
pν ĉpν = 1

2Nu, which is a constant energy shift that we can freely neglect. Defining

the spin operators ŝµνq ≡ ĉ†qµĉqν , the remaining terms of the kinetic and interaction Hamiltonians

are

Ĥkin = −2J
∑
q,µ

cos (q) ŝµµq, (7.5)

Ĥint = − u

2N

∑
p,q,µ,ν

ŝµνpŝνµq. (7.6)

Throughout this work, we will assume that atomic modes are singly-occupied, e.g. due to the

initialization of a spin-polarized state with one atom per lattice site, in which multiple occupation

of an atomic mode is forbidden by fermionic statistics (Pauli exclusion). In this case we can simply

treat our system as N distinguishable n-level quantum spins at “lattice sites” p, q. Note that the

“kinetic” terms of this spin model (Ĥkin) are proportional to the identity operator, contributing

an overall shift in energy that we can neglect at this point. Nevertheless, these kinetic terms will

become important in the presence of an external drive, which we discuss in Section 7.4. The validity

of approximating the Hubbard model in Eqs. (7.1)–(7.2) by the spin model in Eqs. (7.5)–(7.6) has

been previously benchmarked for SU(2)-symmetric interactions [2, 115], and we provide additional

benchmarking for SU(4) and SU(6) in Appendix 7.A.

To further simplify the interaction Hamiltonian Ĥint and write it in a form reminiscent of

more familiar SU(2) spin models, we now construct the operator-valued spin matrix

ŝq ≡
∑
µ,ν

ŝµνq |µ〉〈ν| , (7.7)

a Note that the frozen-mode approximation neglects correlated momentum-hopping terms of the form

ĉ†π−p,µĉπ−q,µĉ
†
pν ĉqν , which conserve both momentum and energy. We defer a careful treatment of these terms

to future work, noting only that they vanish on the manifold of permutationally symmetric spin states with one

atom per lattice site, and that the frozen-mode approximation is benchmarked in Refs. [2, 115] and Appendix 7.A.
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and for any pair of such operator-valued matrices Â, B̂, we define the inner product

Â · B̂ ≡
∑
µ,ν

Â†
µνB̂µν . (7.8)

These definitions allow us to write the spin Hamiltonian in Eq. (7.6) as

Ĥint = − u

2N

∑
p,q

ŝp · ŝq = − u

2N
Ŝ · Ŝ, (7.9)

where Ŝ ≡
∑

q ŝq is a collective spin matrix, analogous to the collective spin vector ~S = (Ŝx, Ŝy, Ŝz)

in the case of SU(2) [2], with 1
2 Ŝ · Ŝ ' ~S · ~S = Ŝ2

x + Ŝ2
y + Ŝ2

z when n = 2 (here ' denotes equality

up to identity terms).

We now discuss the spin Hamiltonian Ĥint in Eq. (7.9). The operator ŝp · ŝq simply swaps the

nuclear spin states of two atoms pinned to modes p, q. The term −ŝp · ŝq thereby assigns a definite

energy of −1 (+1) to a pair of spins that are symmetric (anti-symmetric) under exchange. In this

sense, ŝp · ŝq is analogous to the enforcement of SU(2) spin alignment by ferromagnetic interactions,

which similarly assigns different energies to the anti-symmetric spin-0 singlet |↑↓〉 − |↓↑〉 and the

symmetric spin-1 triplets
{
|↑↑〉 , |↓↓〉 , |↑↓〉+ |↓↑〉

}
. By summing over all pair-wise exchange terms

ŝp · ŝq, the interaction Hamiltonian Ĥint energetically enforces a permutational symmetry among

all spins, opening an energy gap u between the manifold of all permutationally symmetric (PS)

states and the orthogonal complement of excited (e.g. spin-wave) states that break permutational

symmetry. See Figure 7.1 for a summary of this section thus far.

In the case of SU(2), the PS manifold is precisely the Dicke manifold of collective states

|mz〉 with total spin S = N
2 and definite spin projection mz ∈ {S, S − 1, · · · ,−S} onto a fixed

quantization axis. Equivalently, Dicke states |mz〉 =
∣∣m↑,m↓

〉
can be labeled by a definite number

of spins m↑ = S + mz (m↓ = S − mz) pointing up (down) along the spin quantization axis,

with m↑ + m↓ = N . In the general case of SU(n), the PS manifold is similarly spanned by

states |ms,ms−1, · · · ,m−s〉 with a definite number mµ of spins in state µ, and
∑

µmµ = N . The

dimension of the PS manifold is equal to the number of ways of assigning N identical spins to n

distinct internal states, or
(
N+n−1
n−1

)
∼ Nn−1.
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Figure 7.1: (a) Ultracold atoms on a lattice of L sites tunnel between neighboring lattice sites
at a rate J , and locally repel each other with interaction energy U . (b,c) When the interaction
energy U is small compared to the single-particle bandwidth 4J , the frozen-mode approximation
enables the interaction Hamiltonian to be written as a spin model consisting of exchange terms
ŝp · ŝq, which swap the states of two spins pinned to modes p, q. (d) Interactions open an energy
gap u = U ×N/L between the manifold of permutationally symmetric states of N spins, and the
orthogonal complement of states that break spin-permutation symmetry.
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n = 2

→

n = 2 n = 10

Figure 7.2: Whereas the state of a two-level spin (qubit) can be represented by a point on (or
inside) the Bloch sphere, the state of an n-level spin is more generally represented by a probability
distribution on the Bloch sphere. The distribution shown for n = 10 corresponds to a Haar-random
pure state.

External fields or additional interactions that respect permutational symmetry can induce

nontrivial dynamics within the PS manifold. Moreover, additional terms that explicitly break

permutational symmetry can nevertheless lead to interesting dynamics that can be captured within

the PS manifold perturbatively, as long as the coupling to non-PS states is weak compared u (see

Appendix 7.B) [80]. This perturbative regime is thereby efficiently simulable, as the PS manifold

has dimension ∼ Nn−1 (as compared to nN for the entire spin Hilbert space). Simulating dynamics

within the PS manifold requires calculating matrix elements 〈`|Ô|m〉 of spin operators Ô with

respect to PS states |`〉 , |m〉; we discuss this calculation in Appendix 7.C.

Finally, we take a moment to discuss individual n-level spins. The state of a two-level spin,

or a qubit, is commonly represented by a point on (or within) the Bloch sphere. More generally,

the state |ψ〉 of an n-level spin can be represented by a quasi-probability distribution Qψ on the

Bloch sphere (commonly known as the Husimi-Q function, e.g. in the spin-squeezing community

[35]). The value Qψ (v) at a point v on the sphere is equal to the overlap of |ψ〉 with a pure state

|v〉 that is maximally polarized in the direction of v: Qψ (v) ≡ |〈v|ψ〉|2 (see Figure 7.2). In the

case of a mixed state ρ̂, this distribution is defined by Qρ̂ (v) ≡ 〈v|ρ̂|v〉. Closely related spherical

representations of multilevel spin states and operators are discussed in Refs. [244, 245]. In practice,

it is conceptually useful to identify the Hilbert space of a single n-level spin with the Dicke manifold

of n− 1 spin-12 particles.
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Figure 7.3: Sketch of the three-laser drive used to address nuclear spins on a one-dimensional
lattice. Two counter-propagating lasers with right-circular polarization and amplitudes Ω± point
at an angle θ to the lattice axis. A third, linearly polarized laser with amplitude Ω0 points in a
direction orthogonal to both the lattice and the other driving lasers. Absorbing a photon from the
laser with amplitude Ωm induces a transition (g, µ) → (e, µ+m) for the (electronic, nuclear spin)
state of an atom, where nuclear spin is quantized along the z axis.

7.3 External control fields

We now consider the addition of external control fields to address atoms’ internal spin states,

which will determine the observables we can access and initial states we can prepare. Specifically,

we consider off-resonantly addressing an electronic |g〉 → |e〉 transition of the atoms, and then per-

turbatively eliminating electronic |e〉 excitations to arrive at an effective ground-state Hamiltonian

addressing nuclear spins. For simplicity, we will assume that the total spin s of the ground- and

excited-state (hyperfine) manifolds are the same, as e.g. with the 1S0 → 3P0 transition of alkaline-

earth-like atoms (AEAs). However, the results of this section (namely the general form of effective

nuclear spin Hamiltonians, as well as the corresponding set of accessible observables and initial

states) are the same for transitions that take s → s ± 1, so in practice one is free to address the

hyperfine manifolds of the 1S0 → 3P1 transition of AEAs.

We consider a specific three-laser driving scheme with a geometry sketched in Figure 7.3.

Here the lattice lies in the y-z plane at an angle θ to the z axis, oriented along ` = (0, sin θ, cos θ).

We set the spin quantization axis along z. The laser setup consists of (i) two counter-propagating

right-circularly polarized lasers with drive amplitudes Ω± and wavevectors κv±, propagating in
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opposite directions along the z axis, v± = (0, 0,±1), and (ii) a third laser linearly polarized along

z, with drive amplitude Ω0 and wavevector κv0, propagating along the x axis v0 = (1, 0, 0). All

driving lasers are detuned by ∆ below an electronic transition. The full Hamiltonian for this

three-laser drive can be written as

Ĥ full
3LD =

∑
j,m

Ωm

(
e−imφj ŝmj ⊗ |e〉〈g|j + h.c.

)
+∆N̂e, (7.10)

where m ∈ {+1, 0,−1} indexes the laser pointing along vm; the SOC angle φ ≡ κv+ ·` = κ cos θ (in

units with lattice spacing a = 1); ŝz,j , ŝ+,j ŝ−,j are standard axial, spin-raising, and spin-lowering

operators for the spin at lattice site j; ŝ0,j ≡ ŝz,j for shorthand; |g〉j and |e〉j respectively denote

the ground and excited electronic states of atom j; and N̂e = 1⊗
∑

j |e〉〈e|j counts the number of

excited atoms (with 1 the identity operator on all spin degrees of freedom).

In the far-detuned limit |∆| � |Ωm|, a second-order perturbative treatment of electronic

excitations (|e〉) yields an effective drive Hamiltonian that only addresses ground-state nuclear spins.

After additionally making the gauge transformation ŝmj → eimφj ŝmj (equivalently ĉ†jµ → eiφµj ĉ†jµ),

the drive Hamiltonian then becomes

Ĥ3LD =
∑
j

Ĥsingle
3LD,j , (7.11)

where Ĥsingle
3LD,j denotes the action of Ĥsingle

3LD on spin j:

Ĥsingle
3LD = Ω̃+Ω̃−ŝz + Ω̃0Ω̃−ŝx + Ω̃0Ω̃+(ŝzŝx + ŝxŝz)− Ω̃2

0ŝ
2
z − Ω̃2

+ŝ
2
x − Ω̃2

−ŝ
2
y, (7.12)

with

Ω̃0 ≡ − Ω0√
∆
, Ω̃± ≡ Ω+ ± Ω−√

∆
, (7.13)

where we have made the simplifying assumption that all drive amplitudes are real to arrive at the

form of Ĥsingle
3LD in Eq. (7.12). We relax the assumption of real drive amplitudes in Appendix 7.D.

There are three important observations to make about Eqs. (7.11) and (7.12). First, the

fact that Ĥ3LD acts identically on all spins means we can freely replace the site index j with a
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Table 7.1: Drive Hamiltonians (left column) that can be implemented with different amplitude-
matching conditions (right three columns), some of which are specified by an arbitrary sign σ ∈
{+1,−1}. The drives shown here are equal to that of Eq. (7.12) up to a possible energy shift of
ŝ2x + ŝ2y + ŝ2z = s(s+1), and come in mutually commuting pairs: a drive with |Ωm| = 1 and Ωn = 0
for both n 6= m commutes with the drive in which Ωm = 0 and both |Ωn| = 1.

Ĥsingle
drive Ω̃0 Ω̃+ Ω̃−

−ŝ2z 1 0 0
−ŝ2x 0 1 0
−ŝ2y 0 0 1

σŝz + ŝ2z 0 1 σ

σŝx + ŝ2x 1 0 σ

σ (ŝzŝx + ŝxŝz) + ŝ2y 1 σ 0
±ŝz ± σŝx + σ(ŝzŝx + ŝxŝz) 1 σ ±σ
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momentum index q (as can be verified by substituting ĉjµ = 1√
L

∑
k e

−iq·j ĉqµ), which is important

to ensure that this drive addresses the same spin degrees of freedom as the spin Hamiltonians

previously considered in Section 7.2. Second, each of Ω̃0, Ω̃+, Ω̃− can be tuned independently by

changing the amplitudes of the driving lasers; some particular Hamiltonians for specific values of

these amplitudes are shown in Table 7.1. Third, due to the appearance of mutually commuting

pairs of Hamiltonians in Table 7.1, specifically −ŝ2α and ±ŝα + ŝ2α for α ∈ {z, x}, the three-laser

drive admits pulse sequences that exactly implement arbitrary SU(2) (spatial) rotations of the form

e−iχ~n·~s, where χ is a rotation angle, ~n is a rotation axis, and ~s ≡ (ŝx, ŝy, ŝz). The capability to

perform arbitrary spatial rotations, together with the capability to measure the number of atoms

with spin projection µ onto a fixed quantization axis, 〈Ŝµµ〉 (where Ŝµν =
∑

j ŝµνj), implies the

capability to reconstruct all components of the mean collective spin matrix 〈Ŝ〉 =
∑

µν 〈Ŝµν〉 |µ〉〈ν|

via spin qudit tomography [6, 246]. Moreover, we expect that advanced quantum control techniques

(similar to those of Refs. [247, 248]) can be used to implement arbitrary SU(n) rotations by designing

suitable time-dependent drive amplitudes.

If the excited-state manifold |e〉 has total spin s± 1, the effective ground-state Hamiltonians

in Eq. (7.12) and Table 7.1 remain almost identical, but with some additional n-dependent factors

that do not affect the general results and discussions above. These results still hold if (for example)

all excited hyperfine manifolds of an electronic 1S0 → 3P1 transition (with total spins s+1, s, s−1)

are addressed simultaneously. See Appendix 7.D for additional details.

Finally, we comment on the preparation of initial states. Initial states are nominally prepared

in the “lab frame”, and must be transformed according to the gauge transformation ĉ†jµ → eiφµj ĉ†jµ

prior to evolution under the three-laser drive Ĥ3LD in Eq. (7.11), which is expressed in the “gauge

frame”. We assume the capability to prepare an initial state in which all spins are maximally

polarized along the z axis, i.e. |z〉⊗N = |s〉⊗N , which is unaffected by the gauge transformation (up

to a global phase). The three-laser then allows us to rotate this state into one that is polarized

along any spatial axis (in the gauge frame). In addition, when n > 2 the three-laser drive allows

us to prepare product states with nontrivial intra-spin correlations. For example, when n is even
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we can prepare an N -fold product of the “kitten” state

e
−i π

2

(
ŝy+ŝ2y

)
|s〉 n even∝ |s〉+ |−s〉 . (7.14)

This state has a vanishing mean spin vector, 〈ŝx〉 = 〈ŝy〉 = 〈ŝz〉 = 0, but variances 〈ŝ2x〉 = 〈ŝ2y〉 = s/2

and 〈ŝ2z〉 = s2.

7.4 Spin-orbit coupling

We now consider the effect of spin-orbit coupling (SOC) induced by the control fields in

Section 7.3. Before discussing SOC for n-level fermions, we briefly review the well-studied case of

two-level SOC with a one-dimensional lattice [2, 25, 103, 104]. In this case, SOC is induced by

an external driving field that imprints a phase e−iφj on lattice site j, or equivalently imparts a

momentum kick q → q + φ, upon the absorption of a photonb:

Ĥ
(φ)
drive =

Ω

2

∑
q

ĉ†q+φ,↑ĉq,↓ + h.c.. (7.15)

Identifying a numerical spin index µ = +1
2 (−1

2) with the state ↑ (↓), this drive Hamiltonian can

be diagonalized in its momentum index q by the gauge transformation ĉ†qµ → ĉ†q−µφ,µ (equivalently

ĉ†jµ → eiφµj ĉ†jµ), which takes

Ĥ
(φ)
drive → Ĥdrive ≡ ΩŜx, Ŝx ≡

∑
q

ŝx,q, (7.16)

where ŝx,q =
1
2 ĉ

†
q,↑ĉq,↓ + h.c. for two-level spins.

The two-level SOC drive in Eq. (7.15) has been implemented with an external laser that

couples the two electronic states of nuclear-spin-polarized atoms, with ↓ (↑) indexing the ground

(excited) electronic state [2, 25, 26, 103, 104]. In contrast, the drive we considered in Section 7.3

addresses electronic excitations off-resonantly, inducing an effective Hamiltonian in the ground-

state hyperfine manifold with spin projections µ ∈ {s, s− 1, · · · ,−s} (a similar scheme was used to

b In order for the drive Hamiltonian Ĥ
(φ)
drive to be well-defined, φ should be commensurate with the lattice, e.g. φ ∈

Z× 2π/L on a one-dimensional lattice of L sites.
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study SOC in a subspace of the ground-state manifold in Ref. [123]). Nonetheless, both the two-

level drive in Eq. (7.15) and the n-level drive in Eq. (7.11) become homogeneous (i.e. independent of

the spatial mode index j or q) and independent of the SOC angle φ after the same spin-symmetric

gauge transformationc ĉ†jµ → eiφµj ĉ†jµ.

Of course, spin-orbit coupling cannot be “gauged away” entirely. Making a gauge transforma-

tion to simplify the drive comes at the cost of making the kinetic energy in Eq. (7.5) spin-dependent,

taking

Ĥkin → Ĥ
(φ)
kin ≡ −2J

∑
q

cos (q + µφ) ŝµµq, (7.17)

as visualized in Figure 7.4. To better interpret this Hamiltonian, we can write it in the form

Ĥ
(φ)
kin = −2J

∑
q

[
cos (q) ŵ

(φ)
+,q − sin (q) ŵ

(φ)
−,q

]
, (7.18)

where

ŵ
(φ)
+,q ≡

∑
µ

cos (µφ) ŝµµq, (7.19)

ŵ
(φ)
−,q ≡

∑
µ

sin (µφ) ŝµµq. (7.20)

For two-level spins with µ = ±1
2 , ŵ(φ)

+,q is proportional to the identity operator and ŵ
(φ)
−,q =

2 sin
(
φ/2

)
ŝz,q, so the kinetic Hamiltonian in the gauge frame describes a (synthetic) inhomo-

geneous magnetic field:

Ĥ
(φ)
kin

∣∣∣
n=2

= 4J sin
(
φ/2

)∑
q

sin (q) ŝz,q. (7.21)

When n > 2, an inhomogeneous magnetic field is likewise recovered in the weak SOC limit sφ� 1,

in which case

Ĥ
(φ)
kin

∣∣∣
sφ�1

= 2Jφ
∑
q

sin (q) ŝz,q +O
(
(sφ)2

)
. (7.22)

For larger φ, this Hamiltonian acquires terms with higher powers of ŝz,q, up to ŝn−1
z,q .

c The “asymmetric” gauge transformation (ĉ†j,↑, ĉ
†
j,↓) → (eiφj ĉ†j,↑, ĉ

†
j,↓), sometimes performed in the two-state SOC

literature, does not generalize as nicely to n > 2.
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Figure 7.4: Spin-orbit coupling for 2-level (a,c) and 4-level (b,d) spins. Colors indicate different
spin projections µ. In the “lab frame” (a,b), kinetic energy is insensitive to spin, but a spin
transition µ → µ + 1 is accompanied by a momentum kick q → q + φ from the drive. Changing
into the “gauge frame” (c,d), essentially by shifting the momentum label q for each spin state µ,
makes the drive diagonal in the momentum index, but comes at the cost of making kinetic energy
spin-dependent.
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Finally, the gauge transformation ĉ†qµ → ĉ†q−µφ,µ also transforms the interaction Hamiltonian.

Applying this transformation to Eq. (7.4) and keeping only terms that respect coherences that can

be imposed on initial states by the laser drive in Section 7.3 (applied to an initially spin-down-

polarized state) again results in an effective spin model. For sufficiently weak SOC (sφ → 0)

this spin model is still well-approximated by Ĥint in Eqs. (7.6) and (7.9). The validity of this

approximation has been previously benchmarked for SU(2)-symmetric interactions [2, 115], and we

provide additional benchmarking for SU(4) and SU(6) in Appendix 7.A (which finds that the spin

model works well even for large φ). To ensure that Ĥ(φ)
kin does not become trivial as φ→ 0, we can

keep Jφ/u constant, either by increasing J/U or decreasing N/L. Altogether, the interacting spin

Hamiltonian in the gauge frame becomes

Ĥspin = − u

2N
Ŝ · Ŝ + 2Jφ

∑
q

sin (q) ŝz,q, (7.23)

consisting of a spin-locking Ŝ · Ŝ term that energetically favors permutational symmetry, and an

inhomogeneous magnetic field that causes inter-spin dephasing.

7.5 Mean-field theory and dynamical phases

We now study the dynamical behavior of the SOC spin Hamiltonian Hspin in Eq. (7.23),

and henceforth work exclusively in the “gauge frame” of Ĥspin and the three-laser drive Ĥ3LD in

Eq. (7.11). We use a Ramsey-like setup wherein we prepare an initial state with the three-laser

drive (using fast pule sequences), then let the state evolve freely for some time under Ĥspin, and

finally apply again the three-laser drive to map observables of interest onto spin projection mea-

surements (e.g. with spin qudit tomography [6, 246]). At the mean-field (MF) level, the undriven

spin Hamiltonian (neglecting constant energy shifts) becomes

ĤMF = u
∑
q

[
−〈s̄〉 · ŝq + h sin (q) ŝz,q

]
. (7.24)

where s̄ ≡ 1
N

∑
q ŝq is the average spin matrix, and h ≡ 2Jφ/u is a dimensionless strength of

the inhomogeneous magnetic field. We assume that all momenta q ∈ ZN × 2π/N are occupied.
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Fixing the atom number N , the spin Hamiltonian has one free parameter, h, which determines the

relative strength of the single-particle and interaction terms. One should therefore expect distinct

dynamical behaviors when h � 1, in which case strong spin-locking interactions should give rise

to a long-range ordered phase, as opposed to h � 1, in which case long-range order should be

destroyed by the strong inhomogeneous magnetic field [115].

To investigate these behaviors quantitatively, we examine time-averaged observables of the

form

〈〈Ô〉〉MF = lim
T→∞

1

T

∫ T

0
dt 〈Ô (t)〉MF , (7.25)

where 〈Ô (t)〉MF is the mean-field value of observable Ô at time t. Specifically, we consider the

time-averaged magnetization

σMF ≡ |〈〈~σ〉〉MF|, ~σ ≡ 1

Ns
× ~S, (7.26)

where ~S ≡ (Ŝx, Ŝy, Ŝz) with Ŝα ≡
∑

q ŝα,q, and the time-averaged (dimensionless) interaction energy

〈〈s̄ · s̄〉〉MF =
1

N2
× 〈〈Ŝ · Ŝ〉〉MF. (7.27)

By design, these non-negative quantities are normalized to lie on the interval [0, 1], independent of

the system size N or spin dimension n. In the remainder of this section we will assume that n is

even, both for the sake of experimental relevance (most relevant atomic nuclei are fermionic) and

to avoid complications from parity effects.

Our numerical simulations of mean-field dynamics are performed with a Schwinger boson

decomposition of spin operators: ŝµνq = b̂†µq b̂νq. This decomposition requires no approximations,

and reduces the number of variables to keep track of by a factor of ∼ n. See Appendices 7.E and

7.F for additional details about our numerical simulations and the Schwinger boson equations of

motion.
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Figure 7.5: Time-averaged magnetization σMF and interaction energy 〈〈s̄ · s̄〉〉MF for different spin
dimensions n (indicated in the legend) as determined by mean-field simulations of N = 100 spins
initially in the x-polarized state |X〉 for a time T = 105/u. Insets show same data after rescaling
h→ h× (n/2)1/3, and transforming vertical axes according to Eq. (7.29).



210

7.5.1 Initial spin-polarized state

Figure 7.5 shows the time-averages of the magnetization σMF and interaction energy 〈〈s̄·s̄〉〉MF

as computed by mean-field simulations of N = 100 spins initially in the x-polarized state |X〉 ≡

|x〉⊗N , where

|x〉 ≡ e−i π
2
ŝy |s〉 = 1

2s

∑
µ

(
2s

s+ µ

)1/2

|µ〉 . (7.28)

Here
(
m
k

)
is a binomial coefficient. As expected, the spin model exhibits a mean-field dynamical

phase transition between an ordered phase at small h and a disordered phase at large h. The

ordered phase has a non-zero magnetization σMF and an interaction energy 〈〈s̄ · s̄〉〉MF that asymp-

totically approach their maximal values as h → 0. The disordered phase has no (time-averaged)

magnetization, σMF = 0, but the interaction energy 〈〈s̄ · s̄〉〉MF nonetheless indicates persistent non-

trivial inter-spin correlations when n > 2. These nontrivial correlations vanish as h→ ∞, in which

case 〈〈s̄ · s̄〉〉MF approaches the minimal value allowed by conservation laws (clarified below). By

minimizing the reduced field h for which σMF = 0, we numerically find that the transition between

ordered and disordered phases occurs at a critical field hcrit =
(
n/2

)−α with α ≈ 1/3 (see Figure

7.6). When n = 2, this transition is consistent with the predictions of a Lax vector analysis [115,

249–252] that exploits integrability of Ĥspin to determine long-time behavior. However, additional

theoretical tools are necessary to understand this transition when n > 2. We elaborate on this

point in Appendix 7.G.

As shown in insets of Figure 7.5, mean-field results for different spin dimensions n collapse

onto each other when normalizing the field h to its critical value, h→ h×
(
n/2

)1/3, and rescaling

σMF → σMF
γ
(
n/2

) , 〈〈s̄ · s̄〉〉MF → 〈〈s̄ · s̄〉〉MF − γ (n)

1− γ (n)
, (7.29)

where

γ (k) ≡
Γ
(
k − 1

2

)
√
π Γ (k)

k≥2
≈ 1√

π(k − 1)
. (7.30)

The rescaling of magnetization and interaction energy can be understood by considering their

limiting behavior as h→ ∞ or h→ 0.
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Figure 7.6: The critical value of hcrit as determined by mean-field simulations of N = 100 spins
initially in the x-polarized state |X〉. A single-parameter fit to hcrit =

(
n/2

)−α finds α = 0.333(5),
and α = 1/3 is consistent with all mean-field results to within an uncertainty determined by the
resolution of h in mean-field simulations.

In the strong-field limit h → ∞, we can ignore interactions and treat spins as though they

simply precess at different rates. The time-averaged transverse magnetization σMF then trivially

vanishes as h → ∞. The interaction energy 〈s̄ · s̄〉MF = 〈s̄〉MF · 〈s̄〉MF + O(1/N), meanwhile, has

contributions from: (i) the diagonal parts of the mean spin matrix 〈s̄〉MF, which are conserved by

inhomogeneous spin precession, and (ii) the off-diagonal parts of 〈s̄〉MF, whose oscillations average

to zero when evaluating the time average in 〈〈s̄·s̄〉〉MF. Altogether, the interaction energy 〈〈s̄·s̄〉〉MF in

the strong-field limit is determined by the time-independent diagonal part diag 〈s̄〉MF = diag |x〉〈x|,

namely

lim
h→∞

〈〈s̄ · s̄〉〉MF = Tr
[(
diag |x〉〈x|

)2]
= γ (n) . (7.31)

The same result can be obtained by computing the time-averaged interaction energy of two spins

precessing at different rates.

In the weak-field limit h → 0, the spin-locking Ŝ · Ŝ interactions of the Hamiltonian Ĥspin

energetically restrict dynamics to the permutationally symmetric (PS) manifold. To first order in

h, the effect of the inhomogeneous field can be acquired by projecting it onto the PS manifold,

which takes ŝz,q → 1
N Ŝz. The first order effect of the inhomogeneous field thus vanishes, as

∑
q

sin (q) ŝz,q →
∑
q

sin (q)× 1

N
Ŝz = 0. (7.32)
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At second order in h, the effective Hamiltonian within the PS manifold is related to the variance

of the inhomogeneous field, rather than its (vanishing) average. On a high level, the second-order

effect of the inhomogeneous field within the PS manifold thus consists of permutation-symmetrized

products of two spin-z operators, ŝz,pŝz,q (with p, q possibly equal). Altogether, the effective spin

Hamiltonian at second order in h is (see Appendix 7.B)

Ĥeff
spin =

h2u

2(N − 1)
×

Ŝ2
z −N

∑
q

ŝ2z,q

 , (7.33)

which in the mean-field approximation becomes

Ĥeff
MF = −1

2
h2u

∑
q

ŝ2z,q, (7.34)

where we have used the fact that the axial magnetizations 〈ŝz,q〉 = 1
N 〈Ŝz〉 within the PS manifold,

and the initial value of 〈Ŝz〉 = 0 is conserved by Ĥspin. The weak-field effective Hamiltonian pre-

serves permutational symmetry, so 〈〈s̄ · s̄〉〉MF → 1 as h→ 0. Moreover, the initial y-magnetization

〈Ŝy〉 = 0 is conserved by Ĥspin, so the long-time-averaged magnetization σMF is determined by the

time-average of ŝx for a single (any) spin:

lim
h→0

σMF =
1

s
| lim
T→∞

1

T

∫ T

0
dτ 〈x|ŝx (τ) |x〉|, (7.35)

where

ŝx (τ) = eiτ ŝ
2
z ŝxe

−iτ ŝ2z . (7.36)

We can adapt exact analytical results for the dynamics of an infinite-range Ising model [120]d to

find that

〈x|ŝx (τ) |x〉 = s (cos τ)n−2 , (7.37)

so for even n

lim
h→0

σMF =
1

2π

∫ 2π

0
dτ (cos τ)n−2 = γ

(
n

2

)
. (7.38)

d See Appendix K of Ref. [3] for a simpler adaptation of the analytics in Ref. [120] to the one-axis twisting model

ĤOAT = χŝ2z .
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When going beyond mean-field theory, inter-spin correlations generated by Ŝ2
z in Eq. (7.33) will

cause 〈Ŝx〉 (and thereby the magnetization 〈~σ〉) to decay as e−O(t2/Ns); the timescale of this decay

diverges as N → ∞. On a lattice of linear size L without periodic boundary conditions, additional

corrections to the behavior predicted above will appear on O(L/J) timescales.

7.5.2 Initial kitten states

We now consider the same setup as above, but with the initial “kitten” states |XX〉 ≡ |xx〉⊗N

and |XXi〉 ≡ |xxi〉⊗N , where

|xx〉 ≡ |x〉+ |−x〉√
2

, |xxi〉 ≡
|x〉+ (−1)s |−x〉√

2
, (7.39)

and |−x〉 is a state polarized along −x, defined similarly to |x〉 in Eq. (7.28):

|−x〉 ≡ e−i π
2
ŝy |−s〉 = 1

2s

∑
µ

(−1)s+µ
(

2s

s+ µ

)1/2

|µ〉 . (7.40)

Similarly to Figure 7.5, Figures 7.7 and 7.8 show the time-averaged magnetization σMF and interac-

tion energy 〈〈s̄ · s̄〉〉MF throughout mean-field dynamics of the initial states |XX〉 and |XXi〉. These

figures exclude the trivial case of spin dimension n = 2, for which |xx〉 = |−s〉 is an eigenstate of

Ĥspin and |xxi〉 = e−i π
2
ŝz |x〉 ≡ |y〉 is spin-polarized along the y axis. The first and perhaps most

interesting observation to make about Figures 7.7 and 7.8 is that they are different, signifying the

importance of intra-spin coherences for the dynamical behavior of multilevel spin models.

Unlike Figure 7.5 (for |X〉), Figure 7.7 (for |XX〉) exhibits no sharp transition between distinct

dynamical phases: the time-averaged magnetization σMF = 0 for all values of the field h, and the

interaction energy 〈〈s̄ · s̄〉〉MF smoothly crosses over from a maximal value of 1 to a minimal value

of 2γ (n). The minimal value of 〈〈s̄ · s̄〉〉MF approached as h→ ∞ can be explained with arguments

identical to those in the paragraph containing Eq. (7.31), which now imply that

lim
h→∞

〈〈s̄ · s̄〉〉MF = Tr
[(
diag |xx〉〈xx|

)2]
= 2γ (n) . (7.41)

The vanishing magnetization σMF = 0 in Figure 7.7 is protected by symmetries of Ĥspin and |XX〉.

For all initial states that we have considered, the value of 〈Ŝz〉 = 0 is conserved by the spin
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Figure 7.7: A corollary of Figure 7.5 for the initial state |XX〉. The inset for interaction energy
〈〈s̄ · s̄〉〉MF in Figure 7.5 subtracts off the minimal value of 〈〈s̄ · s̄〉〉MF and rescales to lie on the
interval [0, 1], as prescribed in Eq. (7.29). Here the subtracting and rescaling is identical, but with
a minimal value of 2γ (n) rather than γ (n).
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Figure 7.8: A corollary of Figure 7.5 for the initial state |XXi〉. Insets show the same data shifted
and rescaled identically to Figure 7.5.
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Hamiltonian Ĥspin. Moreover, both the spin Hamiltonian Ĥspin and the state |XX〉 are invariant

(up to global phase) under the action of R̂πz , where R̂θz ≡ e−iθŜz , which is to say that

R̂πz ĤspinR̂
π
z
† = Ĥspin R̂πz |XX〉 ' |XX〉 , (7.42)

where ' denotes equality up to an overall phase. This symmetry implies that

〈Ŝx〉 = 〈R̂πz †ŜxR̂
π
z 〉 = −〈Ŝx〉 = 0, (7.43)

〈Ŝy〉 = 〈R̂πz †ŜyR̂
π
z 〉 = −〈Ŝy〉 = 0 (7.44)

at all times, so altogether σMF = 0.

Turning now to mean-field results for the initial kitten state |XXi〉 in Figure 7.8, we remark

that the magnetization σMF and interaction energy 〈〈s̄ · s̄〉〉MF behave identically to those for the

initial spin-polarized state |X〉 in Figure 7.5. This finding can be understood through the fact that

|XXi〉 ' R̂π/2z T̂ π/2z |X〉 , (7.45)

where T̂ θz ≡ e−iθŜ2
z . The operators R̂θz and T̂ θz are generated by axial fields that respect permuta-

tional symmetry, and therefore commute with the spin Hamiltonian Ĥspin, so

e−itĤspin |XXi〉 ' e−itĤspinR̂π/2z T̂ π/2z |X〉 (7.46)

' R̂π/2z T̂ π/2z e−itĤspin |X〉 . (7.47)

In turn, expanding s̄ · s̄ according to Eq. (7.8) shows that

T̂ θz
†R̂θz

† s̄ · s̄ R̂θz T̂ θz = s̄ · s̄, (7.48)

which implies that the interaction energy 〈s̄ · s̄〉 throughout dynamics of the initial kitten state

|XXi〉 is the same as that of the spin-polarized state |X〉.

To make sense of why the magnetization σMF is identical in Figure 7.8 for |XXi〉 as in Figure

7.5 for |X〉, we follow a four-part argument:

(i) The time-averaged magnetization vector 〈〈~σ〉〉MF can be written as a function of the time-

averaged spin matrix 〈〈s̄〉〉MF.
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(ii) The spin matrix 〈〈s̄〉〉MF is only ever nonzero on its diagonal and anti-diagonal, regardless

of the initial state. That is, nonzero components 〈〈s̄µν〉〉MF of 〈〈s̄〉〉MF always have µ = ±ν

(see discussion below).

(iii) The twist operator T̂ θz acts trivially on the diagonal and anti-diagonal components of s̄,

which together with point (ii) implies that 〈〈T̂ θz † s̄ T̂ θz 〉〉MF = 〈〈s̄〉〉MF.

(iv) The rotation operator R̂θz merely rotates the magnetization vector 〈〈~σ〉〉MF without changing

its magnitude.

Altogether, points (i)–(iv) imply that the magnetization

σMF = |〈〈~σ〉〉MF| = |〈〈T̂ θz †R̂θz
† ~σ R̂θz T̂

θ
z 〉〉MF| (7.49)

is the same for the initial state |XXi〉 as for |X〉.

The only nontrivial step in the above argument is point (ii), which says that 〈〈s̄µν〉〉MF is

guaranteed to be zero unless µ = ±ν. This observation, nominally a numerical result of mean-field

simulations, can be understood as follows. The eigenstates |m,w〉 of Ĥspin are uniquely identi-

fied by definite numbers m = (ms,ms−1, · · · ,m−s) of atoms occupying each internal spin state

µ ∈ {s, s− 1, · · · ,−s}, and an auxiliary index w that encodes how |m,w〉 transforms under per-

mutations of all spins (see Appendix 7.B)e. The operator s̄µν = 1
N Ŝµν with µ 6= ν couples the state

|m,w〉 to states
∣∣m′, w′〉 in which (m′

µ,m
′
ν) = (mµ + 1,mν − 1). Generically, states |m,w〉 and∣∣m′, w′〉 with m 6= m′ will have different energies, so their coherence oscillates and averages to zero

when evaluating time-averaged expectation values.

However, degeneracies yield stationary (time-independent) coherences that survive time-

averaging. In the weak-field limit h→ 0, such a degeneracy occurs at the mean-field level between

PS states differing only in the populations mµ,m−µ (with a fixed value of mµ+m−µ), as the effective

Hamiltonian becomes Ĥeff
MF ∝

∑
µ µ

2mµ. This symmetry is preserved at all orders in perturbation

e Seen otherwise, since Ŝµµ commutes with Ĥspin, eigenvectors of Ĥspin can be indexed by eigenvalues of Ŝµµ. The

number mµ is then the eigenvalue of |m,w〉 with respect to Ŝµµ, i.e. Ŝµµ |m,w〉 = mµ |m,w〉, while w encodes all

other information required to uniquely specify |m,w〉.
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theoryf, so some coherence between such states is preserved as h → hcrit, although this coherence

decays as perturbative corrections to degenerate eigenstates cause them to leak out of the PS man-

ifold (and thereby have a smaller overlap with the initial state |X〉). Note that beyond-mean-field

effects break the symmetry protecting anti-diagonal components of 〈〈ŝ〉〉MF, causing them to decay

on time scales that should diverge as N → ∞.

7.6 Conclusions and future directions

Starting with an SU(n) Hubbard model describing ultracold fermionic alkaline-earth(-like)

atoms on an optical lattice, we derived a momentum-space multilevel spin model with all-to-all

SU(n)-symmetric interactions. We then introduced external control fields, finding a simple three-

laser drive that homogeneously addresses nuclear spins with a variety of spin Hamiltonians. Taking

a closer look at the effect of the spin-orbit coupling (SOC) induced by the driving lasers, we found

that maintaining the validity of the spin model requires weak SOC, which in turn gives rise to a

(synthetic) inhomogeneous magnetic field. Finally, we examined dynamical behavior of the SU(n)

spin model at the mean-field level, finding that long-time observables obey simple scaling relations

with n, and that when n > 2 dynamical behavior can be highly sensitive to intra-spin coherences.

Our work makes important progress in understanding the SU(n) Fermi-Hubbard model in

experimentally relevant parameter regimes, and we expect our findings to be readily testable in

experiments with ultracold atoms. Given the possibility for long-range SU(n) interactions, we hope

our work stimulates further efforts into simulating SY and SYK-like models [230, 253] in cold atomic

platforms. In follow-up work, it would be interesting to study the relationship between initial states

and dynamical phases of our SU(n) spin model more systematically, and to consider the effect of

quantum corrections to mean-field behavior. There is also room to improve on the three-laser drive

introduced in this work, for which it is natural to ask what additional techniques or ingredients

are necessary to implement universal control of individual nuclear spins. Universal control would

f Only even powers of the “perturbation”
∑
q sin (q) ŝz,q can be nonzero within the PS manifold, and even powers of

this perturbation exhibit the same mean-field degeneracy between states differing only in the populations mµ,m−µ.
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allow for an experimental study of n-dependence (including even/odd-n parity effects) in a single

experimental platform, simply by controlling the occupation and coherence of internal spin states.

Finally, one can also study the SU(n) Hubbard model in the super-exchange regime that gives

rise to a real-space (as opposed to momentum-space) spin model, where SOC gives rise to chiral

multilevel spin interactions. Unlike our present work, the super-exchange regime does not require

weak SOC, and therefore has a larger parameter space in which to explore dynamical behavior.
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7.A Numerical benchmarking of the spin model

In this appendix we present numerical evidence to support the validity of the spin models

derived in Sections 7.2 and 7.4. Figures 7.9 and 7.10 show a set of time-averaged observables

computed with numerically exact simulations of a Fermi-Hubbard model and an effective spin

model, respectively, with n = 4 (Figure 7.9) and n = 6 (Figure 7.10) internal levels per spin.

Details for these simulations are provided in the caption of Figure 7.9. Our main conclusion from

these figures is that the two models show remarkable agreement for the observables considered in

our work. Note that these results are only intended to benchmark the approximation of a Fermi-

Hubbard model by a spin model; these results are not expected to agree with the mean-field theory

in Section 7.5 due to strong finite-size effects.
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Figure 7.9: Numerical results (analogous to Figures 7.5, 7.7, and 7.8 of the main text) for the
time-averaged interaction energy and magnetization (both normalized to a maximal value of 1) in
a system of L = 5 lattice sites, for both a Fermi-Hubbard model (dots) and spin model (lines) with
n = 4 internal states per spin. The corresponding initial state (defined in Section 7.5 of the main
text) is indicated in each panel, and observables are averaged over a time tJ = 200. Color indicates
the value of U/J , and the field h corresponds to 2Jφ/u in the case of the Fermi-Hubbard model.
Simulations are performed in real-space, with spin-orbit coupling (SOC) implemented through
a homogeneous drive (with no site or φ dependence) and nearest-neighbor tunneling terms that
contain factors of e±iµφ. Results for the initial kitten state |XXi〉 are excluded because they are
identical to those of |X〉, and magnetization for the initial state |XX〉 is always 0. Note that while
panels (a) and (b) are representative of infinite-time behavior, the inset in panel (c) shows that
the Fermi-Hubbard and spin models exhibit different behaviors on very long time scales, although
good agreement is restored by rescaling time in the spin model, indicating the likelihood of a need
to renormalize spin model parameters. In any case, such time scales are inaccessible in current
experiments and diverge as N → ∞, so these corrections do not affect the main results of our work.
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Figure 7.10: Numerical results identical to Figure 7.9, but with L = 4 lattice sites and n = 6
internal states per spin.

7.B Perturbation theory for SU(n) ferromagnets

Here we work out a general perturbation theory for SU(n) ferromagnets with a gapped permu-

tationally symmetric (PS) manifold. We begin with an SU(n)-symmetric interaction Hamiltonian
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of the form

Ĥ0 =
∑
i<j

gij Π̂ij , Π̂ij ≡ ŝi · ŝj =
∑
µ,ν

ŝµνiŝνµj , (7.50)

where gij are (real) scalar coefficients for the permutation operators Π̂ij , and ŝµνi ≡ ĉ†µiĉνi is a

transition operator for spin i. We can then consider the addition of, for example, an inhomogeneous

magnetic field or Ising couplings,

Ĥfield =
∑
i

Biŝz,i, ĤIsing =
∑
i 6=j

Jij ŝz,iŝz,j , (7.51)

or more generally an M -body operatorg

Ô(w, X̂) =
∑

k∈DN (M)

wkX̂k, (7.52)

where w is a dimension-M (i.e. M -index) tensor of scalar coefficients wk ≡ wk1k2···kM ; X is an

M -spin operator, e.g. ŝz ⊗ ŝz in the case of Ising interactions with M = 2; k ≡ (k1, k2, · · · , kM ) is a

list of the individual spins ki ∈ ZN ≡ {1, 2, · · · , N} that the operator X̂k ≡ X̂k1k2···kM acts on; and

DN (M) ≡
{
k ∈ ZMN : all entries ki of k are distinct

}
, (7.53)

is the strictly “off-diagonal” part of ZMN , which is necessary to identify for a consistent definition

of X̂k as an M -body operator. In this notation, the magnetic field and Ising Hamiltonians in

Eq. (7.51) respectively become Ô (B, ŝz) and Ô (J, ŝz ⊗ ŝz).

If the addition Ô(w, X̂) to the SU(n)-symmetric Hamiltonian Ĥ0 in Eq. (7.50) is suffi-

ciently small, namely with operator norm ‖∗‖ Ô(w, X̂) less than half the spectral gap ∆gap of

Ĥ0, ‖∗‖ Ô(w, X̂) < ∆gap/2, then we can treat the effect of Ô(w, X̂) on the ground-state PS man-

ifold E0 perturbatively. The effective Hamiltonians Ĥ(1)
eff and Ĥ

(2)
eff induced by Ô(w, X̂) on the PS

manifold E0 at leading orders in perturbation theory are [80]

Ĥ
(1)
eff = P̂0Ô(w, X̂)P̂0, Ĥ

(2)
eff = −

∑
∆ 6=0

1

∆
P̂0Ô(w, X̂)P̂∆Ô(w, X̂)P̂0, (7.54)

g At face value, an M -body operator with M > 2 does not typically appear in experiments. Nonetheless, considering

M > 2 illuminates the structure of eigenstates (and eigenvalues) of Ĥ0, and allows us to go to high orders in

perturbation theory with single- and two-body perturbations.
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where P̂∆ is a projector onto the eigenspace E∆ of Ĥ0 with interaction energy ∆ above that of

the PS manifold. The first order effective Hamiltonian Ĥ
(1)
eff simply projects Ô(w, X̂) onto the PS

manifold E0, and takes the form

Ĥ
(1)
eff = wX, (7.55)

where the coefficient w is the average of all coefficients wk; and X is a collective version of X:

w ≡ 1

|DN (M)|
∑

k∈DN (M)

wk, X ≡
∑

k∈DN (M)

X̂k, (7.56)

with |DN (M)| =
∏M−1
j=0 (N − j). In the case of a magnetic field ŝz or Ising interactions ŝz ⊗ ŝz, for

example,

ŝz =
∑
i

ŝ(i)z = Ŝz, ŝz ⊗ ŝz =
∑
i 6=j

ŝ(i)z ŝ(j)z = Ŝ2
z −N

∑
i

ŝ2z,i. (7.57)

The second order effective Hamiltonian Ĥ
(2)
eff in Eq. (7.54) takes more work to simplify due to the

presence of a projector P̂∆ onto the manifold E∆ of states with excitation energy ∆. This projector

essentially picks off the part of Ô(w, X̂) that is strictly off-diagonal with respect to the ground-

and excited-state manifolds E0 and E∆. We therefore need to decompose Ô(w, X̂) into components

that generate states of definite excitation energy when acting on PS states |ψ〉 ∈ E0. The SU(n)

symmetry of Ĥ0 enables such a decomposition to take the form

Ĥ0Ô(w, X̂) |ψ〉 =
∑
∆

(E0 +∆) Ô(w∆, X̂) |ψ〉 , E0 ≡
∑
i<j

gij , (7.58)

where E0 is the interaction energy of PS states, and thinking of the tensor w as a |DN (M)|-

component vector, the tensor w∆ can be found by (i) using the coefficients gij to construct a

matrix g(M) of dimensions |DN (M)| × |DN (M)| ∼ NM × NM , and (ii) projecting w onto the

eigenspace of g(M) with eigenvalue ∆. We construct g(M) for the single-body (M = 1) case below

(in Appendix 7.B.1), and provide explicit forms of g(M) with arbitrary M .

Equipped with the decomposition Ô(w, X̂) =
∑

∆ Ô(w∆, X̂) with terms Ô(w∆, X̂) that

generate states of definite excitation energy ∆, we can expand

Ĥ
(2)
eff = −

∑
∆6=0

1

∆
P̂0Ô(w∆, X̂)2P̂0. (7.59)
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If X is a single-body operator, then

Ĥ
(2)
eff =

∑
∆ 6=0

w∆ · w∆

N (N − 1)∆

(
X2 −NX2

)
, (7.60)

and if furthermore all gij = −U/N , as for Ĥint in Eq. (7.9), then the only relevant excitation energy

is ∆ = U (see Section 7.B.2), and

wU · wU =
∑
i

(wi − w)2 = Nw̃2 (7.61)

is simply N times the variance w̃2 of w, so

Ĥ
(2)
eff =

w̃2

(N − 1)U

(
X2 −NX2

)
. (7.62)

7.B.1 Generating excitation energy eigenstates

Here we construct the matrix g(M) that enables decomposing M -body operators Ô(w, X̂)

into terms Ô(w∆, X̂) that generate states of definite excitation energy ∆ above the PS manifold,

as in Eq. (7.58). We work through the calculation of g(1) explicitly, and provide the result for

g(M) from a generalized version of the same calculation. To this end, we consider the action of a

single-body operator Ô(w, X̂) =
∑

iwiX̂i on an arbitrary PS state |ψ〉 ∈ E0 and expand

Ĥ0Ô(w, X̂) |ψ〉 = 1

2

∑
i 6=j

∑
k

gijwkΠ̂ijX̂k |ψ〉 , (7.63)

where strictly speaking gij has only been defined for i < j, so for completeness we define gji = gij

and gii = 0. The sum in Eq. (7.63) has terms with k ∈ {i, j} and terms with k /∈ {i, j}. In the case

of k /∈ {i, j}, the permutation operator Π̂ij commutes with X̂k and annihilates on |ψ〉, and we can

replace the sum

∑
k/∈{i,j}

→
∑
k

−
∑

k∈{i,j}

, (7.64)

allowing us to simplify

1

2

∑
i 6=j

∑
k/∈{i,j}

gijwkΠ̂ijX̂k |ψ〉 = E0Ô(w, X̂) |ψ〉 − 1

2

∑
i 6=j

∑
k∈{i,j}

gijwkX̂k |ψ〉 , (7.65)
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where E0 =
1
2

∑
i 6=j gij is the interaction energy the PS state |ψ〉 ∈ E0. Switching the order of sums

over i 6= j and k ∈ {i, j} as

∑
i 6=j

∑
k∈{i,j}

→
∑
k

∑
i 6=j

{i,j}3k

, (7.66)

we can simplify

1

2

∑
i 6=j

{i,j}3k

gij =
1

2

∑
i

gik +
1

2

∑
j

gkj = gk, gk ≡
∑
i

gik, (7.67)

which implies that the terms in Eq. (7.63) with k /∈ {i, j} are

1

2

∑
i 6=j

∑
k/∈{i,j}

gijwkΠ̂ijX̂k |ψ〉 = E0Ô(w, X̂) |ψ〉 −
∑
k

gkwkX̂k |ψ〉 . (7.68)

The terms in Eq. (7.63) with k ∈ {i, j}, meanwhile, are

1

2

∑
i 6=j

k∈{i,j}

gijwkΠ̂ijX̂k |ψ〉 =
∑
i,j

gijwjX̂i |ψ〉 . (7.69)

so in total

Ĥ0Ô(w, X̂) |ψ〉 = E0Ô(w, X̂) |ψ〉+
∑
k

∑
j

gkjwj − gkwk

 X̂k |ψ〉 . (7.70)

The action of the single-body perturbation Ô(w, X̂) on a permutationally symmetric state therefore

generates an eigenstate of Ĥ0 with interaction energy E0 +∆ if the vector w =
∑

k wk |k〉 satisfies

the eigenvalue equation

g(1) · w = ∆w, g(1) ≡ g − diag~g, (7.71)

where g ≡
∑

i,j gij |i〉〈j| is a matrix of all couplings gij ; the vector ~g ≡
∑

i,j gij |i〉 =
∑

i gi |i〉 is

the sum of all columns of g; and the matrix diag~g ≡
∑

i gi |i〉〈i| has ~g on the diagonal and zeroes

everywhere else.

A similar calculation as above with arbitrary M yields an eigenvalue equation of the form

g(M) · w = ∆w, (7.72)
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where we treat w as an |DN (M)|-component vector, and g(M) is a matrix with dimensions |DN (M)|×

|DN (M)|. In the case of M = 2, we have

g(2) =
∑

(k,`)∈DN (2)

|k`〉

 ∑
i∈ZN
i/∈{k,`}

(
gik 〈i`|+ gi` 〈ki|

)
+ gk` 〈`k| − (gk + g` − gk`) 〈k`|

 , (7.73)

and more generally

g(M) =
∑

k∈DN (M)

|k〉

 ∑
a∈ZM

∑
i∈ZN
i/∈k

gika 〈ka:i|+
∑

{a,b}∈CM (2)

gkakb 〈ka↔b| − g̃k 〈k|

 , (7.74)

where ka ∈ k = (k1, k2, · · · , kM ); ka:i a list that is equal to k except at the a-th position, where ka

replaced is by i, i.e. ka:i = (· · · , ka−1, i, ka+1, · · · ); CL (p) is the set of all subsets (“choices”) of p

elements from ZL; ka↔b is equal to k except at the a-th and b-th positions, at which ka and kb are

switched; and

g̃k ≡
∑

{i,j}∈CN (2)
i∈k or j∈k

gij =
∑
i∈k

gi −
∑

{a,b}∈CM (2)

gkakb . (7.75)

If the tensor w is permutationally symmetric, meaning that wk is invariant under arbitrary per-

mutations of k, then this symmetry is preserved by g(M). In this case, we can replace sums

over k ∈ DN (M) in Eqs. (7.73) and (7.74) by sums over k ∈ CN (M), and replace vectors

|k1, k2, · · · , kM 〉 →
∣∣{k1, k2, · · · , kM}

〉
, such that e.g. |ka↔b〉 = |k〉. These replacements reduce the

size of g(M) from |DN (M)|×|DN (M)| to |CN (M)|×|CN (M)|, where |DN (M)| =
∏M−1
j=0 (N − j) =

M !×
(
N
M

)
and |CN (M)| =

(
N
M

)
. Additional symmetries of g and w, such as translational invariance

or lattice symmetries, can be used to further reduce the computational complexity of the eigenvalue

problem in Eq. (7.72).

7.B.2 Recovering spin-wave theory

If the interaction Hamiltonian Ĥ0 is translationally invariant, then the single-body eigenvalue

problem in Eq. (7.71) is solvable analytically. In this case, the couplings gij depend only on the
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separation |i− j|, so eigenvectors of g are plane waves of the form

wk ≡
∑
d∈ZDL

eid·k |d〉 , (7.76)

where on a D-dimensional periodic lattice of N = LD spins, lattice sites are indexed by vectors

d ∈ ZDL , and wavenumbers take on values k ∈ ZDL × 2π/L. The eigenvalues of g can be determined

by expanding

g · wk =
∑

c,d∈ZDL

gcde
id·k |c〉 =

∑
c,d∈ZDL

gc,c+de
i(c+d)·k |c〉 =

∑
d∈ZDL

g0,d cos (d · k)wk, (7.77)

where the imaginary contributions vanish in the sum over d because g0,d = g0,−d. The remainder

of Eq. (7.71) that we need to sort out is diag~g, where all gi =
∑

i,j gij =
∑

d g0,d are equal, which

implies that diag~g =
∑

d g0,d is a scalar. We thus find that

g(1) · wk = ∆kwk, ∆k ≡
∑
d∈ZDL

g0,d
[
cos (d · k)− 1

]
, (7.78)

in agreement with standard spin-wave theory. Excitations generated by the action of Ô (wk, X)

on PS states |ψ〉 ∈ E0 are known as spin-waves. If gij = −U/N is constant, then the spin-wave

excitation energies are ∆k = U independent of the wavenumber k.

7.C Restricting spin operators to the permutationally symmetric manifold

Here we provide the restriction of a general M -body spin operator Ô to the permutationally

symmetric (PS) manifold of N spins (each with n internal states). Denoting the projector onto the

PS manifold by P̂0, our task is essentially to find the coefficients of the expansion

P̂0ÔM P̂0 =
∑

a,b∈An(N)

〈a|ÔM |b〉 |a〉〈b| , (7.79)

where An (N) is the set of all ways to assign N (identical) spins to n (distinct) states, such that

for any a ∈ An (N) the state |a〉 = |a1, a2, · · · , an〉 is labeled by the occupation number aµ of state

µ, with
∑

µ aµ = N . Written out explicitly,

|a〉 = 1√
C (a)

∑
distinct

permutations
Π̂ of ã

Π̂ |ã〉 , |ã〉 ≡
⊗
µ

|µ〉⊗aµ , C (a) ≡

(∑
µ aµ

)
!∏

ν aν !
. (7.80)
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Here C (a) is a multinomial coefficient that counts the number of distinct ways to permute the

tensor factors of the “standard-ordered” state |ã〉, enforcing 〈a|a〉 = 1. Using these states, with

some combinatorics we can expand

〈a|ÔM |b〉 =
∑

α,β∈An(M)
α≤a,β≤b

δa−α,b−β

√
C (α) C (a− α) C (β) C (b− β)

C (a) C (b)
〈α|ÔM |β〉 , (7.81)

where the restriction α ≤ a and the difference a − α are evaluated element-wise, i.e. α ≤ a =⇒

αµ ≤ aµ and (a− α)µ = aµ − αµ for all µ; and δcd = 1 if c = d and zero otherwise. We sum

over both α and β above merely to keep the expression symmetric with respect to transposition

(a, α) ↔ (b, β); in practice, one can simply sum over α ∈ An (M) and set β = b− a+ α, throwing

out terms with any βµ < 0. Note that, by slight abuse of notation, the operator ÔM on the left

of Eq. (7.81) acts on an arbitrary choice of M spins (out of N), whereas the operator ÔM on the

right of Eq. (7.81) is simply an M -spin operator, with matrix elements 〈α|ÔM |β〉 evaluated with

respect to the PS M -spin states |α〉 , |β〉 ∈ An (M).

7.D Relaxing assumptions of the three-laser drive

In order to arrive at the drive Hamiltonian in Eq. (7.12) of the main text, we made two

simplifying assumptions: (i) that the excited-state hyperfine manifold had the same total spin s

as the ground-state manifold, and (ii) that all drive amplitudes are real (which enforces a phase-

locking condition between the driving lasers). To derive an effective drive Hamiltonian for the

general case in which the excited-state hyperfine manifold has total spin s+r with r ∈ {+1, 0,−1},

we decompose all lasers into their right- and left-circular polarization components and write the

full drive Hamiltonian in the form

Ĥ full
drive =

∑
j,v,σ

Ωvσ

(
e−iκv·`j ŝ

(r)
vσj ⊗ |e〉〈g|j + h.c.

)
+∆N̂e, (7.82)

where Ωvσ is the amplitude of σ-polarized light propagating along axis v, with σ = +1 and −1

respectively for right and left circular polarizations; and ŝvσj is a spin-raising/lowering operator
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for atom j along axis v, defined by appropriately rotating the single-atom spin operators

ŝ
(r)
± ≡ −

√
n(n+ 1)(n− 1)

6
× T̂

(r)
± , T̂

(r)
± ≡ ∓

√
2(s+ r) + 1

2`+ 1

∑
µ

〈sµ; 1,±1|s+ r, µ± 1〉 |µ± 1〉〈µ| .

(7.83)

Here 〈j1m1; j2m2|j3m3〉 is a Clebsch-Gordan coefficient, and we have normalized T̂
(r)
± such that

tr
[
T̂
(r)
±

†T̂
(r)
±

]
= 1. Still assuming real drive amplitudes, the corresponding effective drive Hamilto-

nian that replaces Eq. (7.12) in the far-detuned limit |∆| � |Ωvσ| is then

Ĥsingle
3LD = f (1)r

[
Ω̃+Ω̃−ŝz + Ω̃0Ω̃−ŝx

]
+ f (2)r

[
Ω̃0Ω̃+(ŝzŝx + ŝxŝz)−

(
Ω̃2
0ŝ

2
z + Ω̃2

+ŝ
2
x + Ω̃2

−ŝ
2
y

)]
− f (3)r

∑
m

Ω̃2
m,

(7.84)

where f (k)r are scalars that depend on the spin dimension n:

f
(1)
0 = 1, f

(1)
+1 = −s, f

(1)
−1 = s+ 1, (7.85)

f
(2)
0 = 1, f

(2)
+1 = − s

n+ 2
, f

(2)
−1 = − s+ 1

n− 2
, (7.86)

f
(3)
0 = 0, f

(3)
+1 =

s(s+ 1)2

n+ 2
, f

(3)
−1 =

s2(s+ 1)

n− 2
. (7.87)

If additionally the drive amplitudes are complex, Ωm → Ωme
−iηm (with real Ωm, ηm), then

Ĥsingle
3LD = f (1)r Ω̃+Ω̃−ŝz + Ω̃0

∑
σ∈{±1}

Ω̃+ + σΩ̃−
2

[
f (1)r σŝη̃σ ,x + f (2)r

(
ŝzŝη̃σ ,x + ŝη̃σ ,xŝz

)]
− f (2)r

[
Ω̃2
0ŝ

2
z + Ω̃+ŝ

2
η̃0,x + Ω̃−ŝ

2
η̃0,y

]
− f (3)r

∑
m

Ω̃2
m, (7.88)

where ŝηα ≡ e−iηŝz ŝαe
iηŝz is a rotated spin-α operator (e.g. ŝπ/2,x = ŝy), and

η̃± ≡ ± (η± − η0) , η̃0 ≡
η+ − η−

2
, (7.89)

are the relative phases of the drive amplitudes.

7.E Mean-field theory

Here we describe the mean-field theory used to simulate the spin Hamiltonian

Ĥspin = − u

2N
Ŝ · Ŝ + 2Jφ

∑
q

sin (q) ŝz,q (7.90)
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in Eq. (7.23) of the main text. We begin by decomposing individual spin operators into Schwinger

bosons as ŝµνq = b̂†µq b̂νq, such that the spin Hamiltonian becomes

Ĥspin → Ĥboson = − u

2N

∑
p,q,µ,ν

b̂†µpb̂νpb̂
†
νq b̂µq + 2Jφ

∑
q,µ

sin (q)µ b̂†µq b̂µq. (7.91)

The Heisenberg equations of motion for the Schwinger boson operators are (see Appendix 7.F)

i∂tb̂µq = − u

N

∑
ν,p

b̂†νpb̂µpb̂νq + 2Jφ sin (q)µ b̂µq. (7.92)

Our mean-field theory then treats all boson operators in these equations of motion as complex

numbers, b̂µq → 〈b̂µq〉MF, with the initial value 〈b̂µq (t = 0)〉MF equal to the initial amplitude of

spin q in state µ. Specifically, for an N -fold product state of the form |ψ〉 =
⊗

q

∑
µ ψµq |µ〉 we

set 〈b̂µq (t = 0)〉MF = ψµq. For pure initial product states, this mean-field treatment of the boson

operators b̂µq is mathematically equivalent to a mean-field treatment of the spin operators ŝµνq, as

in Eq. (7.24), but reduces the number of variables to keep track of by a factor of ∼ n.

7.F Schwinger boson equations of motion for quadratic spin Hamiltonians

Here we decompose a quadratic spin Hamiltonian into Schwinger bosons, and derive the

equations of motion for the resulting boson operators. We begin with a general spin Hamiltonian

of the form

Ĥ =
∑
µ,ν,ρ,σ
j<k

gµνjρσkŝµνj ŝρσk +
∑
µ,ν,j

εµνj ŝµνj , (7.93)

where µ, ν index orthogonal states of an n-level spin; j, k index one of N spins; gµνjρσk and εµνj are

scalars; and ŝµνj = |µ〉〈ν|j is a transition operator for spin j. Strictly speaking, Eq. (7.93) only

defines the couplings gµνjρσk for j < k, so we enforce gµνkρσj = gµνjρσk and gµνjρσj = 0 for completion.

Decomposing spin operators into Schwinger bosons as ŝµνj = b̂†µj b̂νj , where b̂νj a annihilates a

boson of type ν on site j, we can write this Hamiltonian as

Ĥ =
∑
µ,ν,ρ,σ
j<k

gµνjρσk b̂
†
µj b̂νj b̂

†
ρk b̂σk +

∑
µ,ν,j

εµνj b̂
†
µj b̂νj . (7.94)
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The Heisenberg equations of motion for the boson operators are then

i∂tb̂α` =
[
b̂α`, Ĥ

]
=
∑
µ,ν,ρ,σ
j<k

gµνjρσk

[
b̂α`, b̂

†
µj b̂νj b̂

†
ρk b̂σk

]
+
∑
µ,ν,j

εµνj

[
b̂α`, b̂

†
µj b̂νj

]
(7.95)

=
∑

µ,ν,ρ,σ,k

gµν`ρσk

[
b̂α`, b̂

†
µ`b̂ν`

]
b̂†ρk b̂σk +

∑
µ,ν

εµν`

[
b̂α`, b̂

†
µ`b̂ν`

]
(7.96)

=
∑
µ,ν

∑
ρ,σ,k

gµν`ρσk b̂
†
ρk b̂σk + εµν`

[b̂α`, b̂†µ`b̂ν`] (7.97)

where

[
b̂α`, b̂

†
µ`b̂ν`

]
= δαµδαν b̂α` + δαµ (1− δαν) b̂ν` = δαµb̂ν`, (7.98)

so

i∂tb̂α` =
∑
ν

∑
ρ,σ,k

gαν`ρσk b̂
†
ρk b̂σk + εαν`

 b̂ν`. (7.99)

In the case of uniform SU(n)-symmetric interactions of the form g
2 Ŝ · Ŝ and a diagonal external

field, we have

gαν`ρσk = g × δασδνρ, εαν` = εα` × δαν (7.100)

so

i∂tb̂α` = g
∑
ν,k

b̂†νk b̂αk b̂ν` + εα`b̂α`. (7.101)

7.G Lax vector analysis

We start with the spin Hamiltonian

Ĥspin = − u

2N

∑
µ,ν

Ŝµν Ŝνµ + 2Jφ
∑
q

sin (q) ŝz,q, (7.102)

where Ŝµν =
∑

q ŝµνq. The single-body operators that appear in this Hamiltonian have squared

norms

tr
(
ŝ†µνq ŝµνq

)
= 1 and tr

(
ŝ†z,q ŝz,q

)
=
∑
µ

µ2 =
1

12
(n+ 1)n(n− 1) ≡ ξ2. (7.103)
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The Lax formulation (following Refs. [115, 249–252]) requires all single-body operators involved to

have the same normalization, so we substitute ŝz̃,q ≡ ŝz,q/ξ to expand

Ĥspin
u

= − 1

2N

∑
µ,ν

Ŝµν Ŝνµ + ξh
∑
q

sin (q) ŝz̃,q, where h ≡ 2Jφ

u
. (7.104)

The intensive, dimensionless, (n2 − 1)-component Lax vector ~̀(z) associated with Ĥspin, which is

defined with an auxiliary complex parameter z, has components

`α (z) =
1

N

∑
q

ŝα,q
z − sin q

+ δα,z̃ ξh, (7.105)

where α indexes elements of a basis {ŝα} of self-adjoint generators of SU(n), with normalization

tr
(
ŝ2α
)
= 1. The squared magnitude ~̀(z)2 =

∑
α `α (z)

2 is a constant of motion (for any z), and

its residues provide N mutually commuting quantities whose weighted sum recovers Ĥspin. When

n = 2, conservation of these residues provides sufficient dynamical constraints to make the spin

system fully integrable. In this case, dynamical behavior is governed by the roots of ~̀(z)2, and

the presence (or absence) of complex roots marks distinct dynamical phases of Ĥspin. However,

the size of Hilbert space grows with n, while the number of conserved quantities provided by the

Lax analysis (namely, N) does not. When n > 2, there is therefore no guarantee that the roots

of ~̀(z)2 will similarly govern dynamical behavior. In fact, a straightforward generalization of the

Lax analysis to n > 2 makes predictions that are inconsistent with the mean-field results in Figures

7.5–7.8 of the main text. We substantiate this claim with a direct calculation of the roots of ~̀(z)2

below.

Within the permutationally symmetric manifold, we can replace ŝα,q → s̄α ≡ 1
N

∑
q ŝα,q at

the cost of O(1/N) errors that vanish as N → ∞, so taking this limit we find

`α (z) = I (z) s̄α + δα,z̃ ξh, (7.106)

where

I (z) ≡ lim
N→∞

1

N

∑
q

1

z − sin (q)
=

1

2π

∫ 2π

0

dq
z − sin (q)

=
1√

z2 − 1
for z /∈ [−1, 1] . (7.107)
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The squared magnitude of the Lax vector is therefore

~̀(z)2 =
∑
α

`α (z)
2 = I (z)2

∑
α 6=z̃

s̄2α +
[
I (z) s̄z̃ + ξh

]2
, (7.108)

where we can define the scalar Q2 ≡
∑

α s̄
2
α to simplify

~̀(z)2 = I (z)2
(
Q2 − s̄2z̃

)
+
[
I (z) s̄z̃ + ξh

]2
= I (z)2Q2 + ξ2h2 + 2I (z) ξhs̄z̃. (7.109)

For initial states with 〈s̄z〉 = 0, we thus find that

~̀(z)2 =
Q2

z2 − 1
+ ξ2h2, (7.110)

which is zero whenh

z = ±

√
1−

(
Q

ξh

)2

. (7.111)

These roots change character when z = 0, suggesting that the critical field hcrit separating dynam-

ical phases satisfies

h2crit
?
=
Q2

ξ2
, (7.112)

where we use the relation ?
= to indicate that this “prediction” of the Lax analysis is not necessarily

valid for all n. For a permutationally symmetric state, up to vanishing O(1/N) corrections we can

expand

Q2 =
∑
α

s̄2α =
∑
µ,ν

s̄µν s̄νµ −
1

n
= 1− 1

n
=
n− 1

n
, (7.113)

which implies that

h2crit
?
=
n− 1

n
× 12

n(n+ 1)(n− 1)
=

12

n2 (n+ 1)
. (7.114)

This Lax analysis correctly predicts that hcrit = 1 when n = 2, but otherwise predicts hcrit ∼ n−3/2,

which is inconsistent with the finding that hcrit ∼ n−1/3 in the mean-field results of the main text

(see Figure 7.6). We emphasize that this inconsistency is not a failure of the Lax formalism,

but rather an indication that new theoretical tools are necessary to understand multilevel spin

models.
h Strictly speaking, the zeros in Eq. (7.111) occur at values of z at which I (z) is undefined. We avoid this issue by

analytically continuing I (z)2 to the interval z ∈ (−1, 1).



Chapter 8

Spin qudit tomography and state reconstruction error

Prologue

In Chapter 7, we considered the dynamical behavior of a collective multilevel spin model. In

order to make sense of numerical simulations, we had to make a judicious choice of order parameters

to examine. Having to make such a choice naturally leads to the question: what order parameters

are actually accessible experimentally, and how? Given that the spin model is encoded in nuclear

spin degrees of freedom, we know that experiments should be able to measure the projection of

spin onto a fixed quantization axis with relative ease. Moreover, in Section 7.3 we worked out how

external controls can implement arbitrary spatial rotations of these nuclear spins, which expands the

set of accessible observables to include spin projections onto arbitrary spatial axes. The remaining

questions are then (i) whether these spin projection measurements are sufficient to reconstruct any

collective spin observable, (ii) how should this reconstruction be performed, and (iii) how reliable

are these reconstructions (i.e. what are the error bars on the estimates of observables)? These

are the motivating questions of the work in this chapter. Reconstructing all collective single-body

spin observables is equivalent to performing state tomography on the average single-spin density

matrix; due to its numerous connections with existing literature we use the latter formulation of

the problem in this chapter. The bulk of this chapter is taken from Ref. [6]. In addition to myself

and Ana Maria Rey, this work featured major contributions from Diego Barberena.
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Abstract

We consider the task of performing quantum state tomography on a d-level spin qudit, using

only measurements of spin projection onto different quantization axes. After introducing a basis of

operators closely related to the spherical harmonics, which obey the rotational symmetries of spin

qudits, we map our quantum tomography task onto the classical problem of signal recovery on the

sphere. We then provide algorithms with O
(
rd3
)

serial runtime, parallelizable down to O
(
rd2
)
, for

(i) computing a priori upper bounds on the expected error with which spin projection measurements

along r given axes can reconstruct an unknown qudit state, and (ii) estimating a posteriori the

statistical error in a reconstructed state. Our algorithms motivate a simple randomized tomography

protocol, for which we find that using more measurement axes can yield substantial benefits that

plateau after r ≈ 3d.

8.1 Introduction

Quantum state tomography, the task of reconstructing a quantum state by collecting and

processing measurement data, is an essential primitive for quantum sensing, quantum simulation,

and quantum information processing. The central importance of quantum state tomography has

led to the development of techniques based on least-squares inversion [254], linear regression [255],

maximum likelihood estimation [256, 257], Bayesian inference [258–260], compressed sensing [261,

262], and neural networks [263], among others. These techniques are typically developed in a

general, information-theoretic setting, and make minimal assumptions about the physical medium

of a quantum state. As a consequence, even well-established techniques can be ill-suited for physical

platforms with unique or limited capabilities.

Due to advancements in experimental capabilities to address nuclear spin states (i.e. hyperfine

levels) in ultracold atomic systems [28, 45, 264–267], as well as developments in the control of

ultracold molecular systems [203, 268–277], a particular setting of growing interest is the spin qudit,

or a multilevel quantum angular momentum degree of freedom. Spin qudits can provide advantages
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over their qubit counterparts for quantum sensing [278, 279], enable quantum simulations of SU(d)

magnetism [5, 7, 28, 51, 53, 65], and offer unique capabilities for quantum computation and error

correction [280–282]. In all cases, quantum state tomography is necessary to take full advantage of

a spin qudita.

The problem of qudit tomography is not new, with an extensive literature on a variety of

techniques [246, 279, 283–292]. However, most existing protocols either rely on infinite-dimensional

representations of a quantum spin [279, 285, 293], or require the capability to perform essentially

arbitrary operations on a qudit [286–292], generally resulting in tomographic protocols that can

be highly inefficient or unachievable in practice. The protocols based on infinite-dimensional rep-

resentations of a quantum spin have the advantage of reconstructing its state from measurements

of spin projection onto different spatial axes, which are generally accessible with any spin qudit.

Nonetheless, these protocols obfuscate the minimal requirements for performing full state tomog-

raphy, provide no straightforward error bounds or guarantees of accuracy, and (with the notable

exception of Ref. [285]) generally extract only a small fraction of the information contained in

measurement data.

In this work, we consider the task of performing spin qubit tomography using only mea-

surements of spin projection onto different spatial axes. This sort of task was first considered

in Ref. [246], as well as a few later works [283–285]. Specifically, Ref. [246] provided an explicit

protocol for reconstructing a d-level spin qudit state from measurements of spin projection along

2d− 1 axes, the minimum number necessary for full tomography of an arbitrary (possibly mixed)

qudit state. However, the protocol in Ref. [246] involves a choice of a single (arbitrary) angle θ,

and provides no means for comparing different choices of θ, which may result in wildly different

statistical errors (i.e. precision) in a reconstructed state. Other works provide insightful discussions

into the problem of spin qudit tomography, but either (i) require making assumptions about the

qudit state in question [285] (making the tomographic protocol only valid for a restricted set of

a Note that the measurement of collective observables for quantum sensing or simulation can be recast as a single-spin

tomography task.
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possible states), (ii) do not address the question of statistical error [283], or (iii) provide a measure

of statistical error that is needlessly conservative and computationally demanding [284]. We address

these shortcomings in this work, and identify remaining avenues for refining spin qudit tomography

protocols.

In Section 8.2, we introduce a set of qudit operators that are closely related to the spherical

harmonics, and which play a central role in our work. We then map the quantum problem of

spin qudit tomography onto the classical problem of signal recovery on the sphere in Section 8.3,

thereby providing an intuitive perspective on spin qudit tomography. In Section 8.4 we provide a

priori upper bounds and a posteriori estimates of the statistical error in a qudit state reconstructed

from measurements of spin projection along a given set of r measurement axes. The capability to

determine upper bounds on reconstruction error a priori motivates a simple randomized tomogra-

phy protocol that we outline in Section 8.5, and for which we numerically find that using more

measurement axes yields substantial benefits that plateau after r ≈ 3d. To facilitate the use of our

protocols, we make all of our codes publicly available at Ref. [294], which also contains the best

measurement axes we found for d ≤ 30 and r = 3d.

8.2 Polarization operators

We begin by introducing a set of qudit operators that are closely related to the spherical

harmonics (in a sense that will be clarified below), and which play a central role in our work.

Consider a d-state spin qudit with total spin s ≡ d−1
2 . The defining property of a spin qudit,

distinguishing it from other qudits, is that it describes an angular momentum degree of freedom,

which has specific implications for how a spin qudit should transform under the group SO(3) of

rotations in 3D space. Due to the central importance of these transformation rules for a spin qudit,

we seek a basis of operators that transform nicely under 3D rotationsb. One such basis is that of

b Technically speaking, we seek a basis of operators that transform as an irreducible representation of SO(3).
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the polarization operators [295, 296], defined by

T`m ≡
√

2`+ 1

2s+ 1

s∑
µ,ν=−s

〈sµ; `m | sν〉 |ν〉〈µ| , (8.1)

where |µ〉 is an eigenstate of the axial spin projection operator Sz |µ〉 = µ |µ〉; and 〈sµ; `m | sν〉 is

a Clebsh-Gordan coefficient that enforces ` ∈ {0, 1, · · · , d − 1} and m ∈ {−`,−` + 1, · · · , `}, such

that there are d2 polarization operators in total. For brevity, we will generally treat the value of

d as constant but arbitrary throughout this work, and we will suppress any explicit dependence of

quantities or operators such as T`m on d. The polarization operators are orthonormal with respect

to the trace inner product, and transform nicely under conjugation:

(T`m|T`′m′) = δ``′δmm′ , T †
`m = (−1)m T`,−m, (8.2)

where for any d × d matrix X =
∑

µ,ν Xµν |µ〉〈ν| we define the d2-component vector |X) ≡∑
µ,ν Xµν |µν〉; (X| is the conjugate transpose of |X), such that (X|Y ) = tr

(
X†Y

)
; and δkk′ ≡ 1

if k = k′ and 0 otherwise. These properties of the polarization operators allow us to expand any

density operator ρ in the polarization operator basis as

ρ =

d−1∑
`=0

∑̀
m=−`

ρ`mT`m, ρ`m ≡
〈
T †
`m

〉
ρ
, (8.3)

where 〈X〉ρ ≡ tr (ρX) = (ρ|X), and ρ† = ρ implies that ρ∗`m = (−1)m ρ`,−m. The polarization

operators can be interpreted in terms of an absorption process, whereby T`m |ψ〉 is (up to normal-

ization) the state obtained after a spin-s state |ψ〉 absorbs a particle with total spin ` and spin

projection m onto a fixed quantization axis. Similarly to the complex spherical harmonics Y`m, we

will refer to ` as the degree and m as the order of T`m.

The polarization operators are spherical tensor operators, whose degree is preserved under 3D

rotations generated by the spin operators Sx, Sy, Sz. Moreover, the degree-` polarization operators

T`m transform similarly to spin-` particles and spherical harmonics Y`m under 3D rotations (see

Appendix 8.A). Specifically, for any triplet of angles ω = (α, β, γ), we can define the rotation

operator

R (ω) ≡ e−iαSze−iβSye−iγSz , (8.4)
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and expand rotated polarization operators as

Tω`m ≡ R (ω)T`mR (ω)† =
∑̀
n=−`

D`
mn (ω̄)∗ T`n, (8.5)

where ω̄ = (γ, β, α) is the reversal of ω, and

D`
mn (ω̄) ≡

〈
`m
∣∣R (ω̄)

∣∣ `n〉 (8.6)

are (Wigner) rotation matrix elements. For reasons that will become clear shortly, throughout

this work we will primarily consider rotations of the sphere that take the north pole to a point

v = (α, β) at azimuthal angle α and polar angle β. For ease of notation, we therefore define

R (v) ≡ R (α, β, 0), Tv`m ≡ T(α,β,0),`m, and D`
mn (v) ≡ D`

mn (0, β, α).

The polarization operators T`m share a connection to the spherical harmonics Y`m that goes

beyond the rules for their transformation under 3D rotations. In fact, the phase-space represen-

tation of T`m is proportional to Y`m. The phase-space representation of a spin qudit operator X

assigns, to each point v on the sphere, the complex number

XPS (v) ≡ 〈sv |X | sv〉 , (8.7)

where |sv〉 ≡ R (v) |s〉 is the state of a spin qudit polarized along v. This representation is faithful

in the sense that X is uniquely determined by the phase-space values XPS (v) at all points v on

the sphere. The transformation rules for polarization operators in Eq. (8.5), together with the fact

that 〈s |T`m | s〉 = 0 unless m = 0, suffice to show that

TPS
`m (v) = c`Y`m (v) , (8.8)

where the scalar c` simply enforces (T`m|T`m) = 1 (see Appendix 8.A). The polarization operators

T`m are thus a quantum analogue of the spherical harmonics Y`m, and play an important role in

phase-space formalisms for spin qudits [245].

As a special case, the phase-space representation ρPS of a spin qudit state ρ is commonly

known as its Husimi distribution. Performing tomography on an unknown qudit state ρ is there-

fore equivalent to reconstructing the unknown distribution ρPS on the sphere. In principle, the
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representation ρPS of a finite-dimensional qudit state ρ can be reconstructed from the values

ρPS (v) = 〈sv | ρ | sv〉 at a finite number of points v. In practice, the value 〈sv | ρ | sv〉 is deter-

mined by measuring spin projection along v, which also provides measurement data on all spin

projections 〈µv | ρ |µv〉 with µ ∈ {s, s − 1, · · · ,−s} and |µv〉 ≡ R (v) |µ〉; one would like to make

use of this additional data as well. We clarify the connection between the quantum problem of

reconstructing ρ from spin projection measurements and the classical problem of reconstructing

ρPS from its values ρPS (v) in the following section.

8.3 Spin tomography as signal recovery on the sphere

Our goal is to reconstruct an arbitrary state ρ of a spin qudit from measurements of spin pro-

jection onto different quantization axes. We are thus nominally restricted to measuring projectors

Πvµ ≡ |µv〉〈µv|, where |µv〉 ≡ R (v) |µ〉 is a state with spin projection µ onto the measurement axis

v. For any fixed axis v, the sets {Πvµ} and {Tv`,0} (i.e. all Tv`m with m = 0) are both complete

bases for the space of operators that are diagonal in the basis {|µv〉}. Measuring the projectors

{Πvµ} is therefore equivalent to measuring the polarization operators {Tv`,0}, and provides data

on the expectation values
〈
Tv`,0

〉
ρ
.

In order to reconstruct an arbitrary density operator ρ from the expectation values
〈
Tv`,0

〉
ρ
,

we essentially need to find a set of coefficients C`mk (v) that would allow us to recover any matrix

element ρ`m of ρ through

ρ∗`m = 〈T`m〉ρ =
∑
v,k

C`mk (v)
〈
Tvk,0

〉
ρ
. (8.9)

Expanding the rotated polarization operators Tvk,0 into a sum of un-rotated polarization operators

T`n according to Eq. (8.5), we find that the recovery condition in Eq. (8.9) is satisfied when

T`m =
∑
v,k,n

C`mk (v)D
k
0,n (v)

∗ Tkn. (8.10)

Orthogonality of the polarization operators then implies the decomposition C`mk (v) = δ`kC`m (v),
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Figure 8.1: Signal recovery on the sphere is the problem of reconstructing an unknown function
f (red distribution) from its values f (v) at specific points v ∈ V (blue dots) on the sphere. For
almost all choices of V , reconstruction of f is possible if there are at least as many points in V as
there are degrees of freedom in f .

and in turn

∑
v

C`m (v)D`
0,n (v)

∗ = δmn (8.11)

for all `.

In fact, the problem of finding suitable axes V and coefficients C`m (v) to satisfy Eq. (8.11)

can be mapped onto the well-studied problem of signal recovery on the sphere (see Figure 8.1)

[297–300]. The signal recovery problem can be stated as follows: given a square-integrable function

f on the sphere, with the spherical harmonic expansion

f (v) =
∑
`,m

f`mY`m (v) , (8.12)

where f`m are complex coefficients, find a set of points V = {v} and associated coefficients C̃`m (v)

with which we can reconstruct f , or equivalently its coefficients f`m, from knowledge of the func-

tion’s value f (v) at all points v ∈ V ; that is

f`m =
∑
v

C̃`m (v) f (v) =
∑
v,k,n

C̃`m (v)Ykn (v) fkn. (8.13)

Reconstruction of functions with arbitrary coefficients f`m implies that

∑
v

C̃`m (v)Ykn (v) = δ`kδmn, (8.14)
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which is a stronger version of the condition that we found for the spin qudit tomography problem

in Eq. (8.11). We will refer to Eq. (8.14) as the full recovery problem, and Eq. (8.11) as the reduced

recovery problem. Due to the fact that D`
0,m (v) =

√
4π

2`+1 Y`m (v), any solution to the full recovery

problem automatically solves the reduced recovery problem by setting C`m (v) =
√

2`+1
4π C̃`m (v)∗.

In principle, this mapping allows us to import a host of existing signal recovery algorithms [297–

300] for the task of spin qudit tomography. In practice, spin qudits typically have only a modest

dimension d, which allows for simpler and optimized tomography protocols that are practical despite

worse scaling with d (see Section 8.5). A natural avenue to develop better spin qudit tomography

protocols would therefore be to build on the existing classical signal recovery algorithms, tailoring

them to solve the reduced recovery problem in Eq. (8.11) rather than the full recovery problem in

Eq. (8.14). We leave these developments to future work.

If the function f is band-limited at degree L, which is to say that f`m = 0 for all ` ≥ L,

then the full recovery problem in Eq. (8.14) is provably solvable with a suitable choice of |V | = L2

points on the sphere [301, 302]. The existence of these solutions to the full recovery problem in

turn implies the existence of d2 measurement axes that suffice to reconstruct arbitrary states of

d-level spin qudit, whose possible states (or rather, phase-space representations) are band-limited

at degree d. Moreover, for any fixed degree `, finding solutions to the reduced recovery problem in

Eq. (8.11) is equivalent to the recovery of a degree-` function f` =
∑

m f`mY`m, which is provably

possible with |V | = 2`+ 1 samples [301]. In the case of spin qudit tomography, the degree ` takes

a maximal value of `max ≡ d− 1, so state recovery requires as many measurement axes as there are

polarization operators with degree `max, namely 2`max + 1 = 2d− 1.

8.4 State reconstruction error

For the practically minded, proving the existence of solutions to a problem is less interesting

than the exposition of a particular solution. On a high level, a spin qudit tomography protocol

consists of (i) selecting a set of measurement axes, (ii) collecting measurement data on spin pro-

jection onto these axes, and then (iii) processing the collected data to reconstruct the state of the
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spin qudit. Whereas step (ii) can involve a host of platform-dependent technical challenges, in the

following sections we discuss the steps to take before and after collecting measurement data.

To this end, we begin by asking a question: what is a “good” choice of measurement axes?

Intuitively, a good choice of axes should minimize the error with which one can reconstruct an

unknown quantum state from associated measurement data. If we can quantify this intuition,

then we can optimize over different choices of measurement axes to find a set that (approximately)

minimizes the error in reconstructed states.

A set of measurement axes V = {v} nominally induces a set of projectors {Πvµ} that will be

measured in an experiment. By a simple change of basis, measuring these projectors is equivalent

to measuring the polarization operators {Tv`,0}. Flattening each d × d matrix Tv`,0 into the d2-

component column vector |Tv`,0), we construct the measurement matrix

MV ≡
∑
v,`

|v`〉 (Tv`,0| . (8.15)

Here v and ` label a row of MV , or equivalently label a standard (“one-hot”) basis vector |v`〉 of

a
(
|V | × d

)
-dimensional vector space, and (Tv`,0| is the conjugate transpose of |Tv`,0). A necessary

and sufficient condition for V to allow for full state tomography is that the measured polarization

operators Tv`,0, or equivalently the rows of MV , span the entire (d2-dimensional) space of operators

on a d-level spin qudit. In this case MV must be full rank, with d2 nonzero singular values. Indexing

these singular values MV
k and the corresponding (normalized) left singular vectors xVk ≡

∑
j x

V
kj |j〉

by an integer k ∈ {1, 2, · · · , d2}, we can construct the orthonormal qudit operators

QVk ≡
∑
j

(
qVkj

)∗
Tj , qVkj ≡

xVkj

MV
k

, (8.16)

where for shorthand we use a combined index j = (v, `) to specify both a measurement axis v and

a degree `, which identify the polarization operator Tj ≡ Tv`,0. These operators allow us to expand

any state ρ of a d-level spin qudit in the form

ρ =
d2∑
k=1

ρVk Q
V
k , ρVk ≡

〈
QVk

†〉
ρ
. (8.17)
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Given empirical estimates T̃j of the expectation values
〈
Tj
〉
ρ
, an empirical estimate ρ̃V of ρ is then

ρ̃V ≡
∑
k

ρ̃Vk Q
V
k , (8.18)

where, using the fact that Tj = T †
j (because they are diagonal polarization operators with degree

m = 0),

ρ̃Vk ≡
∑
j

qVkj T̃j ≈
∑
j

qVkj
〈
Tj
〉
ρ
=
〈
QVk

†〉
ρ
= ρVk . (8.19)

The measurement matrix MV allows us to make concrete statements about the statistical error

between the empirical estimate ρ̃V and the true state ρ. Assume, for example, that the estimates

T̃j are equal to
〈
Tj
〉
ρ

up to uncorrelated noise with variance no grater than ε2:

T̃j =
〈
Tj
〉
ρ
+ εj , 〈〈εjεj′〉〉 ≤ ε2δjj′ . (8.20)

Here {εj} are independent random variables, and we use the double brackets 〈〈·〉〉 to denote statistical

averaging over experimental trials that estimate
〈
Tj
〉
ρ
. In this case, the mean squared error with

which ρ̃Vk approximates ρVk is〈〈
|ρ̃Vk − ρVk |2

〉〉
=

〈〈(
ρ̃Vk − ρVk

)∗ (
ρ̃Vk − ρVk

)〉〉
(8.21)

=
∑
j,j′

(
qVkj

)∗
qVkj′ 〈〈εjεj′〉〉 (8.22)

≤
∑
j

|qVkj |2ε2 =

(
ε

MV
k

)2

. (8.23)

Using the fact that the operators QVk are orthonormal, we can therefore bound the mean squared

(Euclidean) distance between ρ̃V and ρ as

EV (ρ)2 ≡
〈〈
‖ρ̃V − ρ‖2

〉〉
≤ ε2S2

V , (8.24)

where‖X‖2 ≡ (X|X) = tr
(
X†X

)
is the squared (Euclidean, Frobenius, or Hilbert-Schmidt) norm

of X, and the classical error scale SV is defined by

S2
V ≡

∑
k

(
MV
k

)−2
=
∥∥∥M−1

V

∥∥∥2 , (8.25)
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where M−1
V is the left inverse of MV , satisfying M−1

V MV = 1. We refer to the error scale SV

as “classical” because the bound in Eq. (8.24) applies in the presence of classical sources of mea-

surement error. Note that the classical error scale SV diverges if the measurement matrix MV

is singular, which indicates that measuring spin projections along all axes in V does not provide

sufficient information to reconstruct arbitrary quantum states.

Computing the classical error scale SV and estimates ρ̃Vk ≈ ρVk requires building the measure-

ment matrix MV and computing its singular value decomposition. The complexity of this task can

be greatly reduced by the fact that the degree ` of a polarization operator T`m is preserved under

rotations, which implies that the unitary

U ≡
d−1∑
`=0

∑̀
m=−`

|T`m) 〈`m| , (8.26)

with vectors |T`m) in a column indexed by integers (`,m), block-diagonalizes the measurement

matrix into d blocks indexed by the degree `:

MV U =

d−1∑
`=0

|`〉〈`| ⊗MV `, (8.27)

where the |V | × (2`+ 1)-sized blocks are

MV ` ≡
∑
v,m

|v〉 (Tv`,0|T`m) 〈m| =
∑
v,m

D`
0,m (v) |v〉〈m| . (8.28)

Here D`
0,m (v) is a Wigner rotation matrix element, defined in Eq. (8.6). As the singular values of

MV are invariant under unitary transformations, it follows that

S2
V =

∑
`

S2
V `, S2

V ` ≡
∥∥∥M−1

V `

∥∥∥2 , (8.29)

where M−1
V ` is the left inverse of MV `. Constructing the block MV ` and computing its singular

value decomposition takes at most O(|V |d2) time. If we assume that |V | ∼ d, then computing the

classical error scale SV takes O(d4) serial or O(d3) parallel runtime (see Figure 8.2).

The assumption that observables can be estimated up to uncorrelated noise with maximal

variance ε2, summarized by Eq. (8.20), is reasonable when measurement error is dominated by
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Figure 8.2: Serial runtime to compute SV , εV , or EV (ρ) with |V | = 2d− 1 randomly chosen mea-
surement axes and a randomly chosen qudit state ρ. Each point is an average over 103 calculations
or 5 minutes of runtime, whichever comes first. These results do not count fixed runtimes to pre-
compute quantities that can be recycled for every new choice of V and ρ. Dashed lines show fits
to a runtime t = cdα for the 20 largest values of d, finding α ≈ 3.8± 0.1.
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classical sources of experimental noise. However, this assumption breaks down when measurement

error is limited by fundamental quantum shot noise (i.e. finite sampling error). We relax the

assumption of Eq. (8.20) in Appendix 8.B, where we instead assume that ρ̃V is built from n

independent measurements of spin projection along every axis v ∈ V , with shot noise the dominant

source of error. In this case, the constraints that tr (ρ) = 1 and
〈
Πvµ

〉
ρ
≥ 0 allow us to bound the

mean squared distance between ρ̃V and ρ as

EV (ρ)2 <
ε2V
n
, ε2V ≡

∑
`

Γ2
`S2

V `, (8.30)

where the quantum error scale εV is defined in terms of the spectral range of T`,0:

Γ` ≡
maxµ t`µ −minµ t`µ

2
, t`µ ≡

〈
µ
∣∣T`,0 ∣∣µ〉 . (8.31)

If d is even or ` is odd, then Γ` = maxµ t`µ. For comparison with the “classical” error bound

in Eq. (8.24), we note that ε2V < S2
V /2, so the previous bound still holds with the replacement

ε2 → 1/2n. The factors Γ2
` are quick to compute and can be recycled for every new choice of axes

V , so the complexity of computing εV is the same as that of SV (see Figure 8.2).

Though straightforward to compute, the bound in Eq. (8.30) is not tight, as it is acquired

by bounding the statistical error εv` in the empirical estimate T̃v`,0 of
〈
Tv`,0

〉
ρ

by 〈〈ε2v`〉〉 ≤ Γ2
` . The

individual bounds on 〈〈ε2v`〉〉 for each axis v and degree ` are tight, but these bounds cannot all be

achieved simultaneously. There is therefore still room for improvement on the bound in Eq. (8.30)

by maximizing EV over the set of all physical qudit states ρ. We discuss this maximization problem

in Appendix 8.C, but leave its full solution to future work. We also note that the reconstruction

error bound in Eq. (8.30) obeys the “standard quantum limit” of ∼ 1/n scaling in the number of

measurements. In principle, this scaling can be improved to ∼ 1/n2 by preparing and measuring

entangled copies of many qudits [31].

The error scales SV and εV provide pessimistic upper bounds on statistical error, which can be

calculated without prior knowledge of the true qudit state ρ. The actual error in the reconstruction

ρ̃V of a particular state ρ may be considerably smaller, and may depend on ρ itself. Written out
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in full, the mean squared distance between ρ̃V and ρ is (see Appendix 8.B)

EV (ρ)2 =
∑
v,w,`

〈
v

∣∣∣∣ (M−1
V `

)†
M−1
V `

∣∣∣∣w〉 〈〈εv`εw`〉〉. (8.32)

The covariances 〈〈εv`εw`〉〉 are generally determined by the sources of measurement error in any

given experiment, but will typically satisfy 〈〈εv`εw`〉〉 = δvw〈〈ε2v`〉〉 because measurements along v

are independent of measurements along w. If measurement error is limited by shot noise, then (see

Appendix 8.C)

EV (ρ)2
SNL
=

1

n

∑
`

[
〈χV ` | ρ`〉 − 〈ρ` | NV ` | ρ`〉

]
, (8.33)

where SNL
= indicates equality in the “shot-noise-limited” regime; |ρ`〉 ≡

∑
m ρ`m |m〉 is a vector of

the polarization operator components ρ`m of ρ, defined in Eq. (8.3); and the matrix NV ` and vector

|χV `〉 are defined below. While the true shot-noise-limited error in ρ̃V cannot be known exactly

without knowing ρ, this error can be estimated a posteriori by EV (ρ) ≈ EV (ρ̃V ). After constructing

an estimate ρ̃V of ρ, the complexity of computing the error EV (ρ̃V ) from Eq. (8.33) is the same as

that of computing SV or εV (see Figure 8.2).

We now define NV ` and |χV `〉 for the sake of completion, but note that these definitions can

be skipped without consequence for the remaining discussions in this paper. The matrix NV ` is

NV ` ≡M †
V ` diag

[(
M−1
V `

)†
M−1
V `

]
MV `, (8.34)

where diag [X] sets the off-diagonal parts of X to zero. The vector |χV `〉 ≡
∑

m χ
V
`m |m〉 is defined

by

χVLM ≡
∑
`

(NV `|DM |g̃L`) , (8.35)

g̃L` ≡
∑
m,m′

(TL,m+m′ |T †
`mT`m′)

∣∣m〉〈m′∣∣ , (8.36)

DM ≡
∑
m,m′

δM,m′−m
∣∣mm′〉〈mm′∣∣ . (8.37)

Here g̃L` is essentially a matrix of structure constants for the polarization operator algebra (see

Appendix 8.D), and DM simply picks off the M -th diagonal of the matrix it acts on.
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8.5 Tomography protocol

The ability to certify a statistical error bound on the empirical estimate ρ̃V of an unknown

quantum state ρ motivates the following protocol for spin qudit tomography:

(i) Select a random set of measurement axes V by uniformly sampling points on the spherec,

and use any standard minimization algorithm to optimize the 2|V | parameters in V (two

angles for each point v ∈ V ) by minimizing the quantum error scale εV in Eq. (8.30).

If |V | is too large for such optimization, you can simply generate many sets of random

measurement axes, and then choose the set with the smallest quantum error scale εV . Note

that computing the error scale εV requires, for each ` ∈ {0, 1, · · · , d− 1}, constructing the

measurement matrix MV ` in Eq. (8.28) and computing its singular value decomposition.

Save all measurement matrix data associated with the final measurement axes V for later

use.

(ii) For each axis v ∈ V , make n measurements of spin projection, and set Π̃vµ ≈
〈
Πvµ

〉
ρ

to

the fraction of times in which the measurement outcome was µ.

(iii) Use the estimates Π̃vµ of
〈
Πvµ

〉
ρ

to compute estimates of
〈
Tv`,0

〉
ρ
,

T̃v`,0 ≡
∑
µ

〈
µ
∣∣T`,0 ∣∣µ〉 Π̃vµ, (8.38)

where the matrix elements of T`,0 are provided in Eq. (8.1).

(iv) Denoting the nonzero singular values of MV ` by MV
`k and the corresponding left singular

vectors by xV`k =
∑

v x
V
`kv |v〉, compute the operators and coefficients

Q`k ≡
1

MV
`k

∑
v

(
xV`kv

)∗
Tv`,0, (8.39)

ρ̃V`k ≡
1

MV
`k

∑
v

xV`kv T̃v`,0, (8.40)

c To sample a point (α, β) from the uniform distribution on the sphere (with azimuthal angle α and polar angle β),

you can sample a point (a, b) ∈ [0, 1]× [0, 1] from the uniform distribution on the unit square, and then set α = 2πa

and β = arccos (1− 2b).
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Figure 8.3: Empirical measurement-adjusted error scales β̃(p) with p excess measurement axes,
determined by minimizing over 103 choices of measurement axes V or 5 minutes of runtime (for
each p), whichever comes first. Marker and color indicates the qudit dimension d. The rapid initial
drop in β̃(p) implies that using more measurement axes can substantially lower the upper bound on
reconstruction error provided in Eq. (8.30), and that these benefits plateau after p ≈ d. Horizontal
reference lines mark the smallest measurement-adjusted error scales minθ βθ/β̃(0) achievable with
the method in Ref. [246], which is parameterized by an arbitrarily chosen angle θ.

and combine them into the estimate

ρ̃V =
∑
`,k

ρ̃V`kQ`k ≈ ρ. (8.41)

The expected reconstruction error in ρ̃V , or its root-mean-square distance from ρ, is provided

by Eq. (8.32). If measurement error is shot-noise-limited, then the error in ρ̃V is approximately

EV (ρ) ≈ EV (ρ̃V ) and can be computed from Eq. (8.33). If ρ̃V has negative eigenvalues, its distance

from ρ can be reduced with maximum-likelihood corrections [257], which will additionally guarantee

that ρ̃V satisfies all requirements for being a physical state.

The tomography protocol outlined above leaves open the question of how many measurement

axes to use. Though 2d− 1 measurement axes may be sufficient to perform full state tomography,

this is not necessarily the best choice of |V |. Increasing the number of measurement axes generally

decreases the quantum error scale εV , but comes at the cost of having to estimate more observables.

At a fixed total number of measurements, increasing |V | reduces the number of measurements n

devoted to each axis v ∈ V . This trade-off begs the question: how should one choose the number

of measurement axes, |V |?
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The reconstruction error bound in Eq. (8.30) nominally provides a straightforward answer:

at a fixed total number of measurements, N = n|V |, the number of measurement axes should

be chosen to minimize the (squared) reconstruction error EV (ρ)2 < ε2V /n ∝ ε2V |V |. We therefore

consider the measurement-adjusted error scale β(p) defined by

β(p)2 ≡ min
V

{
ε2V |V | : |V | = 2d− 1 + p

}
, (8.42)

where p is the number of “extra” measurement axes exceeding 2d− 1. Though we cannot minimize

over all suitable choices of measurement axes V to compute β(p), we can compute an empirical

upper bound β̃(p) ≥ β(p) by minimizing over a large number of randomly chosen V . Figure 8.3

shows the results of such empirical minimization, where we find that β̃(p) drops substantially with

p before plateauing at p ≈ d, after which there are only minor benefits to using more measurement

axes. In the interest of reducing experimental complexity as well as the runtime of our randomized

tomography protocol, which grow linearly in |V |, we therefore conclude that this protocol should

be performed with |V | ≈ 3d measurement axes. We provide the best measurement axes that we

found for a randomized tomography protocol with d ≤ 30 and |V | = 3d in Ref. [294].

For reference, Figure 8.3 also shows the smallest measurement-adjusted error scales βθ achiev-

able with the method of Ref. [246], which is comparable to those achieved with our randomized

protocol at |V | ≈ 3d. The method of Ref. [246] requires choosing an angle θ, namely the polar angle

of all measurement axes, and provides no prescription for making this choice. We therefore find

the optimal choice of θ by minimizing the error scale βθ over all θ (see Appendix 8.E), and show

minβθ/β̃(0) in Figure 8.3. Empirically, we find that the optimal angle for the method of Ref. [246]

is θopt ≈ π
2 (1 − 1

1.34d) (see Appendix 8.E), which approaches π/2 as d → ∞. However, the error

scale βπ/2 = ∞, reflecting the fact that full state tomography is impossible with measurement axes

lying in a single plane. The method of Ref. [246] therefore requires extremely careful fine-tuning of

measurement axis orientations for large spin dimensions. For this reason, we expect our randomized

tomography protocol be be more robust to errors in axis orientation. We leave a detailed analysis

of robustness to errors in axis orientation and the effect of these errors on state reconstruction to
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future work.

As a final point, we note that any information about an unknown qudit state ρ, obtained from

prior knowledge or preliminary measurement data, can be used to construct tailored or adaptive

measurement protocols [258, 260, 303, 304] that are more efficient in terms of the number of

measurements required to estimate ρ to a fixed precision. We leave the development of tailored

and adaptive measurement protocols to future work as well.
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8.A Rotating polarization operators

Denoting the state of a spin-s particle spin spin projection µ onto a quantization axis by |sµ〉,

we define

Sz ≡
s∑

µ=−s
µ |sµ〉〈sµ| , S± ≡

s∑
µ=−s

√
s (s+ 1)− µ (µ± 1) |s, µ± 1〉〈sµ| , (8.43)

as well as

Sx ≡ 1

2
(S+ + S−) , Sy ≡ − i

2
(S+ − S−) , S ≡

(
Sx, Sy, Sz

)
. (8.44)

The spin vector S generates rotations of a spin-s system in 3D space. Specifically, the operator

e−iθS·n̂ rotates a spin-s system by an angle θ about the unit vector n̂.

Observing that Sz = T1,0 and S± ∝ T1,±1, we can use the operator product expansion of

the polarization operators (see Appendix 8.D), the properties of Clebsch-Gordan coefficients, the

properties of Wigner 6-j symbols, and a computer algebra system to simplify the commutators

[Sz, T`m] = mT`m, [S±, T`m] =
√
` (`+ 1)−m (m± 1)T`,m±1, (8.45)
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which implies that T`m is a spherical tensor operator, whose degree degree ` is preserved under

rotations generated by S. Moreover, by comparing Eqs. (8.43) and (8.45) we see that the polariza-

tion operators T`m transform identically to spin-` particles under the (adjoint) action of the spin

operators Sz and S±. For any triplet of angles ω = (α, β, γ), we can therefore define the rotation

operator

R (ω) ≡ e−iαSze−iβSye−iγSz , (8.46)

and expand rotated polarization operators as

Tω`m ≡ R (ω)T`mR (ω)† =
∑̀
n=−`

D`
mn (ω̄)∗ T`n, (8.47)

where ω̄ = (γ, β, α) is the reversal of ω, and

D`
mn (ω̄) ≡

〈
`m
∣∣R (ω̄)

∣∣ `n〉 = (T`n|R (ω)⊗R (ω)∗ |T`m)∗ = (T`m|R (−ω̄)⊗R (−ω̄)∗ |T`n) (8.48)

are matrix elements of the rotation operator R (ω) for spin-` particles.

For any angle doublet v = (α, β), we define R (v) ≡ R (α, β, 0) and D`
mn (v) = D`

mn (0, β, α)

for shorthand. The transformation rules in Eq. (8.47) imply that we can expand the phase-space

representation of T`m as

TPS
`m (v) ≡ 〈sv |T`m | sv〉 =

〈
s
∣∣∣R (v)† T`mR (v)

∣∣∣ s〉 = D`
0,m (v)

〈
s
∣∣T`,0 ∣∣ s〉 , (8.49)

where

〈
s
∣∣T`,0 ∣∣ s〉 =√2`+ 1

2s+ 1
〈ss; `, 0 | ss〉 =

√
2`+ 1

2s+ `+ 1

(
(2s)!

(2s+ `)!

)(
(2s)!

(2s− `)!

)
, (8.50)

and the properties of the rotation matrix elements D`
mn imply that

D`
0,m (v) =

√
4π

2`+ 1
Y`m (v) , (8.51)

so

TPS
`m (v) =

√
4π

2s+ `+ 1

(
(2s)!

(2s+ `)!

)(
(2s)!

(2s− `)!

)
Y`m (v) . (8.52)

In this way, the polarization operators are a quantum analogue of the spherical harmonics.
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8.B An improved reconstruction error bound

In Section 8.4 of the main text, we provided a reconstruction error bound using the assumption

of Eq. (8.20), namely that expectation values derived from spin projection measurements can be

estimated up to uncorrelated errors with maximal variance ε2. This assumption is reasonable if

measurement error is dominated by experimental sources of noise, and it yields a simple derivation of

the reconstruction bound in Eq. (8.24). Nonetheless, there are two problems with the assumption

of Eq. (8.20): (i) there is no a priori guarantee for the value of ε, which must be inferred from

experimental outcomes, and (ii) the assumption that all measurement errors are uncorrelated is

unjustified (and generally false). Here, we relax the assumption of Eq. (8.20) and derive an explicit

error bound in terms of the qudit dimension d and the number of spin projection measurements

made along every measurement axis.

To this end, we fix a particular set of measurement axes V , and consider performing n

measurements of spin projection along every axis v ∈ V , for a total of N = |V | × n measurements.

Such a procedure is equivalent to making N local measurements of the N -fold product state ρ⊗N .

For convenience, we index the tensor factors of ρ⊗N by the integers (i, j), with i ∈ {1, 2, · · · , |V |}

specifying a measurement axis vi ∈ V , and j ∈ {1, 2, · · · , n} specifying the copy of ρ prepared

for the j-th measurement spin projection along a particular axis. We then define the projectors

Πiµ ≡
∣∣µvi〉〈µvi∣∣ onto single-qudit states

∣∣µvi〉 with definite spin projection µ along axis vi ∈ V ,

and define Πjiµ to be an N -qudit operator with Πiµ on the (i, j)-th tensor factor and the identity

elsewhere. We denote the experimental outcome of measuring Πiµ in the (i, j)-th copy of ρ by

Π̃jiµ ∈ {0, 1}. In other words, Π̃jiµ is the “single-shot estimate” of Πiµ, with Π̃jiµ = 1 if outcome

µ was observed on the (i, j)-th experimental trial, and Π̃jiµ = 0 otherwise. An empirical estimate

of the expectation value
〈
Πiµ
〉
ρ

is provided by the fraction of times that outcome µ was observed

when measuring spin projection along axis vi, that is

Π̃iµ ≡ 1

n

n∑
j=1

Π̃jiµ ≈ 1

n

n∑
j=1

tr
(
ρ⊗NΠjiµ

)
= tr

(
ρΠiµ

)
. (8.53)

For reasons that will be clarified shortly, it will be useful to think of Π̃iµ as an empirical estimate
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of
〈
Π̄iµ
〉
ρ⊗N

, where

Π̄iµ ≡ 1

n

n∑
j=1

Πjiµ (8.54)

is the average of Πiµ applied to all copies of ρ for which spin projection is measured along the axis

vi. Eq. (8.53) implies that

Π̃iµ ≈
〈
Π̄iµ
〉
ρ⊗N

=
〈
Πiµ
〉
ρ
. (8.55)

8.B.1 Errors in the spin-projection basis

Finite sampling error (i.e. shot noise) generally induces statistical error εO into the empirical

estimate Õ of an observable O:

εO ≡ Õ − 〈O〉 , (8.56)

where the single brackets 〈·〉 denote an expectation value with respect to the measured quantum

state. On average, this statistical error will be zero, which is to say that

〈〈εO〉〉 = 〈〈Õ − 〈O〉〉〉 =
〈
O − 〈O〉

〉
= 0, (8.57)

where the double brackets 〈〈·〉〉 to denote statistical averaging over experimental trials that estimate

〈O〉. However, the covariance between statistical errors εO and εQ on the empirical estimates Õ

and Q̃ of observables O and Q is

〈〈εOεQ〉〉 =

〈〈(
Õ − 〈O〉

)(
Q̃ − 〈Q〉

)〉〉
=
〈(

O − 〈O〉
) (

Q− 〈Q〉
)〉

= 〈OQ〉 − 〈O〉 〈Q〉 . (8.58)

In the context of spin qudit tomography, we can therefore define the statistical error

εiµ ≡ Π̃iµ −
〈
Πiµ
〉
ρ
= Π̃iµ −

〈
Π̄iµ
〉
ρ⊗N

(8.59)

in the empirical estimate of
〈
Πiµ
〉
ρ
, and use Eq. (8.54) to expand

〈〈εiµεi′µ′〉〉 =
〈
Π̄iµΠ̄i′µ′

〉
ρ⊗N

−
〈
Π̄iµ
〉
ρ⊗N

〈
Π̄i′µ′

〉
ρ⊗N

(8.60)

=
1

n2

n∑
j,j′=1

[〈
ΠjiµΠ

j′

i′µ′

〉
ρ⊗N

−
〈
Πjiµ

〉
ρ⊗N

〈
Πj

′

i′µ′

〉
ρ⊗N

]
. (8.61)



254

If (i, j) 6=
(
i′, j′

)
, then Πjiµ and Πj

′

i′µ′ address different tensor factors of the product state ρ⊗N ,

so the expectation value of their product factorizes due to the fact that tr
[
(A⊗B)

(
A′ ⊗B′)] =

tr
(
AA′) × tr

(
BB′). This factorization can also be seen as a consequence of the fact that if

(i, j) 6=
(
i′, j′

)
, then Πjiµ and Πj

′

i′µ′ are “spatially separated” on ρ⊗N , which means that their

expectation values cannot have quantum correlations. The terms in Eq. (8.61) with (i, j) 6=
(
i′, j′

)
therefore vanish, so

〈〈εiµεi′µ′〉〉 = δii′ ×
1

n2

n∑
j=1

[〈
ΠjiµΠ

j
iµ′

〉
ρ⊗N

−
〈
Πjiµ

〉
ρ⊗N

〈
Πjiµ′

〉
ρ⊗N

]
(8.62)

= δii′ ×
1

n

[〈
ΠiµΠiµ′

〉
ρ
−
〈
Πiµ
〉
ρ

〈
Πiµ′

〉
ρ

]
(8.63)

= δii′ ×
1

n
covρ

(
Πiµ,Πiµ′

)
, (8.64)

where covρ (X,Y ) ≡ 〈XY 〉ρ − 〈X〉ρ 〈Y 〉ρ.

8.B.2 Errors in the polarization operator basis

Rather than the statistical errors εiµ ≡ Π̃iµ −
〈
Πiµ
〉
ρ

in the estimates Π̃iµ of the projectors

Πiµ, we now consider the statistical errors εi` ≡ T̃i` − 〈Ti`〉ρ in the estimates T̃i` of the polarization

operators Ti` ≡ Tvi`,0. We can expand the polarization operators Ti` as a sum over projectors Πiµ

as

Ti` =
∑
µ

t`µΠiµ, t`µ ≡
〈
µ
∣∣T`,0 ∣∣µ〉 =√2`+ 1

d
〈sµ; `, 0 | sµ〉 , (8.65)

and likewise T̃i` ≡
∑

µ t`µΠ̃iµ. The covariance between errors in the polarization operator basis is

then

〈〈εi`εi′`′〉〉 =
∑
µ,µ′

t`µt`′µ′〈〈εiµεi′µ′〉〉 = δii′ ×
1

n

∑
µ,µ′

t`µt`′µ′ covρ
(
Πiµ,Πiµ′

)
= δii′ ×

1

n
covρ (Ti`, Ti`′) ,

(8.66)

where we used the fact that the covariance covρ (X,Y ) is linear in both X and Y . Due to the

appearance of δii′ above and the orthogonality of polarization operators Ti` and Ti′`′ with degrees
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` 6= `′, it turns out that only the variances 〈〈ε2i`〉〉 will ultimately contribute to reconstruction error

(see Appendix 8.B.3). We therefore seek to find an upper bound on 〈〈ε2i`〉〉.

To this end, we define the probability piµ ≡
〈
Πiµ
〉
ρ
, collect these probabilities into the classical

probability distribution pi =
∑

µ p
i
µ |µ〉, and define the vector t` ≡

∑
µ t`µ |µ〉. We then observe

that

〈〈ε2i`〉〉 =
1

n
× σ2pi (t`) , σ2p (X) ≡

∑
µ

pµX
2
µ −

∑
µ

pµXµ

2

, (8.67)

where σ2p (X) is the weighted variance of X. This variance is maximal when p has equal weight on

the largest and smallest values of X, which implies that

σ2p (t`) ≤ Γ2
` , Γ` ≡

maxµ t`µ −minµ t`µ
2

, so 〈〈ε2i`〉〉 ≤
1

n
× Γ2

` . (8.68)

Note that this bound on 〈〈ε2i`〉〉 is tight, as equality is achieved by the state

ρ?i =
1

2

(
Πiµmax +Πiµmin

)
, (8.69)

where µmax (µmin) is the index that maximizes (minimizes) t`µ.

To find an analytical bound on 〈〈ε2i`〉〉 that is easier to interpret, we can use normalization

of the polarization operators, (Ti`|Ti`) =
∑

µ t
2
`µ = 1, and the fact that all probabilities pµ ≤ 1 to

bound

σ2p (t`) ≤
∑
µ

pµt
2
`µ ≤

∑
µ

t2`µ = 1, so 〈〈ε2i`〉〉 <
1

n
. (8.70)

We can get a tighter bound by considering the fact that t2`µ = t2`,−µ due to the symmetries of the

Clebsch-Gordan coefficients. It follows that if µmax 6= 0 then

σ2p (t`) ≤
∑
µ

pµt
2
`µ ≤ t2`µmax =

1

2

(
t2`µmax + t2`,−µmax

) µmax 6=0
≤ 1

2

∑
µ

t2`µ =
1

2
. (8.71)

If µmax = 0, then similarly

t2`µmax + 2t2`µmin = t2`µmax + t2`µmin + t2`,−µmin

µmax=0
≤

∑
µ

t2`µ = 1, so |t`µmin |
µmax=0
≤

√
1− t2`µmax

2
,

(8.72)
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which lets us bound

Γ` =
1

2

(
t`µmax − t`µmin

)
≤ 1

2

(
t`µmax + |t`µmin |

) µmax=0
≤ 1

2
t`µmax +

1

2

√
1− t2`µmax

2
≡ λ

(
t`µmax

)
.

(8.73)

It is straightforward to show that λ (x) is maximally λ? ≡ maxx λ (x) =
√
3/8, so

Γ2
`

µmax=0
≤

(
λ?
)2

=
3

8
<

1

2
. (8.74)

Altogether, we thus find that in all cases

σ2p (t`) ≤
1

2
, so 〈〈ε2i`〉〉 ≤

1

2n
. (8.75)

8.B.3 Revisiting the reconstruction error bound

We now revisit the derivation of reconstruction error in Section 8.4 to make use of the bounds

on variances 〈〈ε2i`〉〉. To recap, for a set of measurement axes V = {v} and degrees ` ∈ {0, 1, · · · , d−1}

we construct the measurement matrix

MV ≡
∑
v,`

|v`〉 (Tv`,0| , (8.76)

which can be block diagonalized as

MV U =
∑
`

|`〉〈`| ⊗MV `, U ≡
∑
`,m

|T`m) 〈`m| , MV ` =
∑
m,v

D`
m,0 (v) |v〉〈m| , (8.77)

where D`
mn (v) ≡

〈
`m
∣∣R (v)

∣∣ `n〉 is a (Wigner) rotation matrix element for a spin-` particle.

The block-diagonal structure of MV allows us to index its singular values MV
`m and corresponding

(normalized) left singular vectors xV`m =
∑

i x
V
`mi |vi〉 by the indices (`,m), where the integer |m| ≤

`. These singular vectors and values define the orthonormal operators

QV`m ≡
∑
i

(
qV`mi

)∗
Ti`, qV`mi ≡

xV`mi
MV
`m

, (8.78)

where i ∈ {1, 2, · · · , |V |} indexes an axis vi ∈ V , with Ti` ≡ Tvi`. The state ρ can be expanded in

the basis of these operators as

ρ =
∑
`,m

〈
QV`m

†〉
ρ
QV`m, (8.79)
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and the estimates T̃i` of 〈Ti`〉ρ can be used to construct the following estimate ρ̃V of ρ:

ρ̃V ≡
∑
`,m

∑
i

qV`miT̃i`

QV`m ≈
∑
`,m

∑
i

qV`mi 〈Ti`〉ρ

QV`m =
∑
`,m

〈
QV`m

〉
ρ
QV`m = ρ. (8.80)

Recalling that εi` ≡ T̃i`−〈Ti`〉ρ, we can use orthonormality of all QV`m to expand the mean squared

distance between ρ̃V and ρ as

EV (ρ)2 ≡
〈〈
‖ρ̃V − ρ‖2

〉〉
=
∑
`,m,i,i′

(
qV`mi

)∗
qV`mi′〈〈εi`εi′`〉〉 =

∑
`,m,i

|qV`mi|2〈〈ε2i`〉〉 <
1

n

∑
`

Γ2
`S2

V `, (8.81)

where we used the fact that 〈〈ε2i`〉〉 ≤ Γ2
`/n, and

∑
m,i

|qV`mi|2 =
∑
m

(
MV
`m

)−2
=
∥∥∥M−1

V `

∥∥∥ = S2
V `. (8.82)

Here M−1
V ` is the left inverse of MV `. The fact that 〈〈ε2i`〉〉 < 1/2n also implies that

EV (ρ)2 <
1

2n

∑
`

S2
V ` =

S2
V

2n
. (8.83)

Note that the bound in Eq. (8.81) is not tight, as the individual bounds on the variances 〈〈ε2i`〉〉

cannot all be achieved simultaneously. There is therefore still room for improvement on the bound

in Eq. (8.30) by maximizing EV over the set of physically achievable qudit states ρ.

8.C Exact reconstruction error

Here we find exact expressions for reconstruction error, which can be used to estimate the

error in a given reconstruction ρ̃V of an unknown state ρ after performing tomography. To this

end, we start with Eq. (8.81) from Appendix 8.B.3 to write

EV (ρ)2 =
∑
`,m,i,i′

(
qV`mi

)∗
qV`mi′〈〈εi`εi′`〉〉 =

1

n

∑
`,i

|q̃`i|2 covρ (Ti`, Ti`) , |q̃`i|2 =
∑
m

|q`mi|2, (8.84)

where q̃`i =
∑

m (q`mi)
∗ |m〉, and we used the fact that 〈〈εi`εi′`〉〉 = δii′×covρ (Ti`, Ti`) /n. Identifying

the singular value decomposition MV ` = UV `ΣV `W
†
V `, we then we observe that q̃`i = Σ−1

V `U
†
V ` |vi〉,

which allows us to simplify

|q̃`i|2 =
〈
vi

∣∣∣UV `Σ−2
V `U

†
V `

∣∣∣vi〉 =

〈
vi

∣∣∣∣ (M−1
V `

)†
M−1
V `

∣∣∣∣vi〉 . (8.85)
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Using the fact that all Ti` = T †
i`, we can also expand

covρ (Ti`, Ti`) = covρ

(
T †
i`, Ti`

)
=
∑
m,m′

D`
0,m (vi)D

`
0,m′ (vi)

∗ covρ

(
T †
`m, T`m′

)
, (8.86)

which implies that

EV (ρ)2 =
1

n

∑
`,i,m,m′

D`
0,m′ (vi)

∗ |q̃`i|2D`
0,m (vi) covρ

(
T †
`m, T`m′

)
. (8.87)

Altogether, this reconstruction error can be expressed more compactly by defining the covariance

matrix

C` [ρ] ≡
∑
m,m′

covρ

(
T †
`m, T`m′

) ∣∣m〉〈m′∣∣ , (8.88)

and the noise matrix

NV ` ≡M †
V ` diag

[(
M−1
V `

)†
M−1
V `

]
MV `, (8.89)

where diag [X] sets all off-diagonal entries of X to zero, in terms of which

EV (ρ)2 =
1

n

∑
`

(NV `|C` [ρ]) , (8.90)

where (X|Y ) = tr
(
X†Y

)
is a trace inner product.

The result in Eq. (8.90) essentially expresses reconstruction error as a weighted sum of the

covariances covρ (T`m, T`m′), where the weights are given by the corresponding matrix elements

of the noise matrix NV `. This expression is perhaps the most physically meaningful form of the

reconstruction error EV (ρ) that we will consider in this work, but in practice it turns out that

Eq. (8.90) is inconvenient and inefficient to evaluate for any given state ρ. To find a more practical

expression of reconstruction error, we use the fact that

〈
T †
`m

〉
ρ
= (ρ|T †

`m) = tr
(
ρT †

`m

)
= tr

(
T †
`mρ
)
= (T`m|ρ) , (8.91)
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to expand the covariance matrix as

C` [ρ] =
∑
m,m′

∣∣m〉〈m′∣∣ [(ρ|T †
`mT`m′)− (ρ|T †

`m) (ρ|T`m′)
]

(8.92)

=
∑
m,m′

∣∣m〉〈m′∣∣ [(T †
`m′T`m|ρ)− (T`m|ρ) (T †

`m′ |ρ)
]

(8.93)

=
∑
m,m′

∣∣m〉〈m′∣∣ I [(T`m′T`m|ρ)− (T`m|ρ) (T`m′ |ρ)
]

(8.94)

where we define the inversion operator I ≡
∑

m (−1)m |−m〉〈m|. We then expand the product

T`m′T`m as

(T`m′T`m|ρ) =
∑
L

gL`m′m (TL,m′+m|ρ) , gL`m′m ≡ (TL,m′+m|T`m′T`m) = fL,m
′+m

`m′;`m , (8.95)

where the (real) factors fL,m
′+m

`m′;`m are provided in Appendix 8.D. Substituting the covariance matrix

back into Eq. (8.90) and replacing (T`m|ρ) → ρ`m, we get

EV (ρ)2 =
1

n

∑
`,m

(
χV`m

)∗
ρ`m −

∑
`,m,m′

〈
m′ ∣∣ INV `

∣∣m〉 ρ`mρ`m′

 , (8.96)

where

χVLM ≡
∑
`,m,m′

δM,m′+m

〈
m′ ∣∣ INV `

∣∣m〉∗ gL`m′m (8.97)

=
∑
`,m,m′

δM,−m′+m

〈
m
∣∣NV `

∣∣m′〉 (−1)m
′
gL`,−m′,m (8.98)

=
∑
`

(NV `|DM |IgL`) (8.99)

can be written in terms of the matrices

gL` ≡
∑
m,m′

gL`m′m

∣∣m′〉〈m∣∣ , DM ≡
∑
m,m′

δM,−m′+m

∣∣m′m
〉〈
m′m

∣∣ . (8.100)

Here DM simply picks off the M -th diagonal of the matrix it acts on, such that (NV `|DM |IgL`) is

an inner product of the M -th diagonal of IgL` with the (−M)-th diagonal of NV `. Defining the

(2`+ 1)-component vectors

|ρ`〉 ≡
∑
m

ρ`m |m〉 , |χV `〉 ≡
∑
`,m

χV`m |m〉 , (8.101)
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we can write the expansion in Eq. (8.96) in the vectorized form

EV (ρ)2 =
1

n

∑
`

[
〈χV ` | ρ`〉 − 〈ρ` | NV ` | ρ`〉

]
. (8.102)

8.C.1 Comments on a tight reconstruction error bound

In principle, maximizing the reconstruction error in Eq. (8.102) over all qudit states ρ would

provide a tight upper bound on reconstruction error for any set of axes V . To simplify this task

somewhat, we first maximize Eq. (8.102) over all ρ with tr (ρ) = 1: this maximum occurs at a

“state” σ?V whose components are given by

∣∣σ?V `〉 6̀=0
≡ 1

2
N−1
V ` |χV `〉 ,

∣∣∣σ?V,0〉 ≡ 1√
d
|0〉 . (8.103)

The corresponding maximum of EV is given by

EV
(
σ?V
)2

=
1

n

∑
`>0

[
1

4

〈
χV `

∣∣∣N−1
V `

∣∣∣χV `〉− 1

d
tr (NV `)

]
, (8.104)

where the tr (NV `) terms above come from simplifying the ` = 0 terms of Eq. (8.102) with ρ→ σ?V .

While EV
(
σ?V
)

is a strict upper bound on EV (ρ) over all ρ with tr (ρ) = 1, this bound turns out to

be useless in practice, because σ?V will generally be a non-physical “state” with negative eigenvalues.

To find tight bound on EV (ρ) over the space of physical qudit states ρ, we also need to constrain

ρ to have no negative eigenvalues. Equipped with σ?V and EV
(
σ?V
)
, we can expand

EV (ρ)2 = EV
(
σ?V
)2 − 1

n

∥∥ρ− σ?V
∥∥2
V
, ‖X‖2V ≡

∑
`

〈X` | NV ` |X`〉 , (8.105)

where X` ≡
∑

m (T`m|X) |m〉 is a vector of the degree-` components of X in the polarization

operator basis, and ‖X‖V is a noise-weighted norm of X. Maximizing EV over all qudit states ρ

thus amounts to finding the closest physical qudit state ρ to σ?V , with distance measured by the

metric DV (X,Y ) ≡‖X − Y ‖V . We leave this minimization problem to future work, and note that

solving it will likely require making use of the positivity conditions derived in Ref. [295]. A loose

lower bound on
∥∥ρ− σ?V

∥∥
V

can be found by minimization under the constraint‖ρ‖ ≤ 1, which may

provide a tighter upper bound on EV (ρ) than that in Eq. (8.30) of the main text.
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8.D Polarization operator product expansion

The polarization operators on the d-dimensional Hilbert space of a spin-s system (with s ≡

d−1
2 ) are defined by

T`m ≡
√

2`+ 1

2s+ 1

s∑
µ,ν=−s

〈sµ; `m | sν〉 |ν〉〈µ| , (8.106)

where 〈sµ; `m | sν〉 is a Clebsh-Gordan coefficient that enforces ` ∈ {0, 1, · · · , 2s} and m ∈ {−`,−`+

1, · · · , `}. We wish to compute the coefficients of the operator product expansion

T`1m1T`2m2 =
∑
L,M

fLM`1m1;`2m2
TLM , fLM`1m1;`2m2

≡ (TLM |T`1m1T`2m2) , (8.107)

which allow us to simplify the commutators in Eq. (8.45) of Appendix 8.A. Using the symmetry

properties of Clebsch-Gordan coefficients, namely

〈`1m1; `2m2 |LM〉 = (−1)`2+m2

√
2L+ 1

2`1 + 1
〈L,−M ; `2m2 | `1,−m1〉 (8.108)

〈`1m1; `2m2 |LM〉 = (−1)`1+`2−L 〈`1,−m1; `2,−m2 |L,−M〉 , (8.109)

we can find that the polarization operators transform under conjugation as

T †
`m =

√
2`+ 1

2s+ 1

∑
µ,ν

(−1)m 〈sν; `,−m | sµ〉 |µ〉〈ν| = (−1)m T`,−m, (8.110)

which implies that

fLM`1m1;`2m2
= (−1)M

√
(2L+ 1) (2`1 + 1) (2`2 + 1)

(2s+ 1) (2s+ 1) (2s+ 1)

∑
µ,ν,ρ

〈sν;L,−M | sµ〉 〈sρ; `1m1 | sν〉 〈sµ; `2m2 | sρ〉 .

(8.111)

Replacing Clebsch-Gordan coefficients by Wigner 3-j symbols with the identity

〈`1m1; `2m2 |LM〉 = (−1)2`2 (−1)L−M
√
2L+ 1

(
L `2 `1

−M m2 m1

)
, (8.112)

we can use the fact that 2`2 is always even (because `2 is always an integer) to expand

fLM`1m1;`2m2
= (−1)M

√
(2L+ 1) (2`1 + 1) (2`2 + 1)

×
∑
µ,ν,ρ

(−1)3s−µ−ν−ρ
(
s L s
−µ −M ν

)(
s `1 s
−ν m1 ρ

)(
s `2 s
−ρ m2 µ

)
. (8.113)
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This sum can be simplified by the introduction of Wigner 6-j symbols, giving us

fLM`1m1;`2m2
= (−1)2s+M

√
(2L+ 1) (2`1 + 1) (2`2 + 1)

(
L `1 `2
M −m1 −m2

){
L `1 `2
s s s

}
(8.114)

= (−1)2s+L
√

(2`1 + 1) (2`2 + 1) 〈`1m1; `2m2 |LM〉
{
`1 `2 L
s s s

}
. (8.115)

8.E Optimizing the method of Newton and Young

Ref. [246] constructs an explicit protocol for spin qudit tomography, which involves measuring

spin projection along 2d− 1 axes equally spaced at a polar angle θ. However, this method does not

provide any prescription for choosing θ. Here, we show the importance of making a good choice of

θ, and empirically find the optimal value of θopt that minimizes the corresponding quantum error

scale εθ, which controls state reconstruction error. To this end, Figure 8.4 shows the quantum error

scale εθ as a function of the polar angle θ in the tomography method of Ref. [246] for a few qudit

dimensions d. While a good choice of θ yields an error scale εθ ≈ d (for the dimensions shown), this

error scale can increase by orders of magnitude for poor choices of θ. In turn, Figure 8.5 shows the

optimal angle θopt as a function of the qudit dimension d, together with a fit to θopt =
π
2 (1 −

1
xd)

finding x ≈ 1.34.
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Figure 8.4: Quantum error scale εθ as a function of the polar angle θ in the tomography method
of Ref. [246] for a few qudit dimensions d.
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Figure 8.5: Optimum angle θopt as a function of qudit dimension d for the tomography method of
Ref. [246], and a fit to θopt =

π
2 (1−

1
xd) finding x ≈ 1.34.



Chapter 9

Summary and conclusions

We examined some near- and mid-term prospects for quantum simulation and metrology with

ultracold atomic systems. We began by introducing the essential players and recurring concepts

in our work, including alkaline-earth(-like) atoms AEA and the properties that make them such

a valuable tool for precision science. We discussed the basic physics of individual trapped atoms,

the spin-orbit coupling induced by externally addressing atoms’ internal states, and the SU(n)-

symmetric interactions that feature prominently in our later work to explore and exploit the many-

body physics of AEAs. Considering the limit of frozen spatial degrees of freedom, we discussed

the description of AEAs using both on-site and collective spin operators. Collective spin operators,

in turn, are essential for describing the dynamics and properties of a permutationally symmetric

spin system, which we used to introduce spin squeezing as the dominant strategy in this thesis for

realizing a quantum advantage in state-of-the-art quantum sensors.

Equipped with this background, in Chapter 3 we took a deep dive into the emergence of

multi-body interactions between AEAs. These multi-body interactions inherit the SU(n) symmetry

of atoms’ two-body interactions, which simplifies the description of their multi-body excitation

eigenstates. We then presented, in Chapter 4, a proposal to combine spin-orbit coupling and two-

body interactions to prepare spin-squeezed states in an AEA-based optical lattice clock. Along the

way, we developed (in Chapter 5) a new method to simulate the short-time dynamics of collective

spin systems in strong-decoherence regimes that are inaccessible using other numerical methods.

Borrowing some of the key ideas from Chapter 4, we considered the possibility of spin squeezing in a
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broader class of spin models (called XXZ models) with interactions that decay as a power-law, which

have been previously demonstrated in a variety of cold atomic, molecular, and optical platforms.

We then combined elements of Chapters 3 and 4 to study a multilevel spin model with infinite-range

interactions in Chapter 7. Finally, we considered the problem of precisely characterizing collective

observables in the model of Chapter 7, under some realistic restrictions on experimental capabilities.

We mapped this problem onto that of spin qudit tomography, which we studied closely in Chapter

8. Going forward, we hope that the techniques and theory in this thesis prove useful for the pursuit

of scientific inquiry and development of quantum technologies in AEA-based platforms.
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