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Abstract 

 Biochromophores are ubiquitous and have the potential to be modified to suit our needs in 

many applications involving the absorption or emission of visible light. Many chromophores have 

already been adapted for this purpose and leading to radical changes in their field, such as the 

implementation of the chromophore of the Green Fluorescent Protein in bioimaging. Not only are 

these molecules incredibly useful and versatile, they are also interesting from a more fundamental 

standpoint. They all involve the excitation of electrons residing in conjugated π systems, and both 

the excited states and the resulting de-excitation dynamics are influenced by the structure of the 

chromophore and the functional groups present. A thorough understanding of these properties will 

aid in their modification. 

 This thesis presents my contribution to the understanding of several biochromophores. The 

first chapter presents a more in-depth introduction to the field and my place in it. This is followed 

by a chapter detailing the methodology. The next two chapters focus on two examples of a common 

functional group in chromophores, the phenolate moiety. This group consists of a deprotonated 

phenol ring with another functional group branching off the ring, typically in the para- position. 

In the first of these chapters, the functional group is an NO2 entity, and we explore substitution 

effects by comparing electronic spectra from the ortho-, meta-, and para- isomers. In the second 

chapter we look at the chromophore of the Green Fluorescent Protein including experiments on 

the temperature dependence as well as the effects of microsolvation on the electronic spectra. In 
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the last two chapters we look at a second common structural motif, tetrapyrrole. This structure 

consists of four pyrrole rings linked by methine bridges, with the conjugated system spanning all 

four rings. The first of these chapters details the properties of protoporphyrin, in which the four 

pyrrole rings form a conjugated ring. Here we investigate the effect of a strong electric field on the 

photophysical properties. The final chapter details ongoing experiments on a linear tetrapyrrole 

known as biliverdin.  
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Chapter 1 Introduction 

1.1 Why study biochromophores? 

 

A molecule is considered a chromophore if it absorbs visible light, including the molecules 

that make bruises blue-green, oranges orange, and ladybugs red, to name a few examples. 

Biochromophores are those which have biological origins. These molecules typically have a high 

degree of conjugation and either act alone, or as a cog in a larger machine (such as those present 

in the chlorophylls of plants) and are often housed in a protein pocket. These protein pockets will 

often hold a chromophore in a specific configuration, which may not be stable in solution, and 

provide a specific chemical environment to tune the photophysical properties (absorption 

spectrum, fluorescence quantum yield, etc.) of the chromophore to suit the needs of the process 

they are involved in.  
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Figure 1.1. Image of a ficus lyrate (fiddle-leaf fig) from my personal collection. The green 

coloration is due to various chlorophylls which perform the initial absorption of sunlight in 

photosynthesis. 

 

Nature has developed a wide variety of chromophores and variants thereof to accomplish 

a plethora of tasks. Researchers have been able to coerce some of these chromophores to perform 

other tasks, and one of the best examples of this is the use of the Green Fluorescent Protein (GFP). 

This protein was originally isolated from the jellyfish Aequorea victoria and has since become a 

work-horse in fluorescence labeling in biology and biochemistry (which lead to the Nobel Prize in 

Chemistry in 2008). The fluorescence of GFP originates from a relatively small chromophore 

consisting of a phenol ring linked to an imidazole ring. This chromophore has been modified, both 

by nature and by researchers, to emit at a variety of wavelengths. 
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Figure 1.2. Image of organ pipe coral of the genus Tubipora from my personal collection. The red 

coloration is due to a combination of biochromophores, including carotenoids which produce the 

bright orange color of carrots. 

 

In order to expand the capabilities of chromophores, a great deal of research has gone into 

understanding how they work. Most of these experiments have been performed on chromophores 

in the condensed phase (e.g., in solution, crystals, or a protein environment), which makes sense 

as that is where they are found and will be used. The present work involves the application of laser 

spectroscopy to cryogenically prepared ionic biochromophores in vacuo.     

 

1.2 Why in vacuo? 

  When studying chromophores in the condensed phase, one must be cognizant of 

interactions between the molecule of interest and the chemical environment. Electronic transition 

energies of the same molecule dissolved in different solvents, or housed in a protein pocket, can 

vary significantly (solvatochromism). These shifts can range from barely noticeable to thousands 
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of cm-1, and can result in higher or lower transition energies. This makes it important to specify 

the solvent, as well as characteristics such as pH, when reporting an electronic transition in 

solution. Speciation in solution can be an issue if there are breakdown products, mixtures of 

isomers, varying degrees of protonation, or aggregation effects to name a few situations. When 

taking spectra of such a solution, one acquires the response from every species present, which can 

be challenging, if not impossible, to disentangle. Together, these effects, among others, can make 

it difficult to compare experimental data to theoretical results, or even to other experimental data. 

Having experimental data on the intrinsic photophysical properties of a chromophore (i.e., 

independent of its chemical environment) is highly desirable when one is looking to modify its 

properties, but this is impossible to achieve in the condensed phase. Studying molecules in vacuo 

allows investigation of their properties as an isolated system, free from any interaction with a 

chemical environment, and provides clean access to their intrinsic photophysics. By looking at 

ionic chromophores, we are able to employ mass spectrometric techniques and select ions by their 

mass-to-charge ratio, eliminating many problems that can arise in the condensed phase due to 

speciation. 

 Spectra taken in solution are often plagued by other effects that limit the detail that can be 

extracted from them. A typical solution UV/vis spectrum is taken at room temperature and consists 

of broad and featureless absorption bands, which makes a detailed understanding of the underlying 

photophysics inaccessible. To gain valuable information from a spectrum, one must be able to 

resolve individual transitions which typically requires substantially cooling the molecule of 

interest to suppress the broadening induced by thermal excitation (hot bands). This can be achieved 

in frozen solutions, but here one encounters matrix effects, which additionally complicate 

interpretation. We are able to cool molecules in vacuo to cryogenic temperatures using buffer gas 
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cooling techniques, which, in cases where temperature was a significant cause of the spectral 

broadening, can greatly improve spectral resolution. 

 

1.3 Scope of this thesis 

 This thesis involves infrared (IR) and electronic photodissociation spectroscopy of 

cryogenically prepared, mass-selected ions in vacuo used to investigate the intrinsic electronic and 

molecular structure of anionic biochromophores. The experimental methods are described in detail 

in Chapter 2. Chapters 3 and 4 will explore molecules containing a phenolate moiety, a functional 

group observed in many chromophores. Nitrophenolates will be the subject of Chapter 3, where 

we will observe the power of the experimental technique on a nearly ideal molecular system. 

Chapter 4 describes work on the GFP chromophore. It also introduces the idea of a microsolvation 

environment (where the ion is solvated by only a few solvent molecules), which can be thought of 

as bridge between experiments done in vacuo and those done in solution. Chapters 5 and 6 discuss 

tetrapyrroles, which consist of four pyrrole rings linked by methine bridges, and occur in a wide 

range of biological systems. Protoporphyrin, where the pyrrole rings form a macrocycle, is the 

subject of Chapter 5. In addition to the spectroscopy of this molecule, we explore the effect of the 

electric field of a point charge located a few Å away from the conjugated system. Ongoing work 

on biliverdin is discussed in Chapter 6. Biliverdin is structurally similar to protoporphyrin, as it 

has similar building blocks, but the conjugated macrocycle found in porphines is broken, forming 

a linear tetrapyrrole instead. In this chapter, we again explore the effect of a negative charge near 

the conjugated system of a very promising near-IR emitter which may not be being used to its full 

potential. 
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Chapter 2 Methods 

2.1 Overview 

The experiments described here were done using a home built photodissociation mass 

spectrometer.1  In a typical experiment, the ions are initially generated through electrospray 

ionization using either water, methanol, or a mixture of the two as the solvent. The ions are then 

guided through a series of differential pumping stages by octopole ion guides and lenses until they 

reach a 3D quadrupole ion trap (Paul-trap). This trap is mounted on a closed cycle helium cryostat 

and is equipped with a resistive heater to allow control of the cold head temperature from 4-300 

K. Ions are held in this trap with an inert buffer gas for an amount of time dependent on the 

repetition rate of the experiment (45 or 95 ms for 20 Hz or 10 Hz, respectively). During this time, 

the ions are colliding with the buffer gas molecules, which are in turn colliding with the walls of 

the trap, cooling the ions. Three body collisions in the cold buffer gas can lead to formation of 

weakly bound clusters between the ions of interest and the buffer gas. These clusters are often 

useful in our experiments, as will be discussed in greater detail below. Once the ions are cooled, 

they are ejected as a packet into a time-of-flight mass spectrometer. After a few s flight time, the 

packet separates by mass-to-charge ratio (m/z) and encounters a pulsed mass gate, which allows 

transmission of a particular m/z, while discarding the rest. The selected ion species is then 

irradiated by the output of a tunable light source (600-4000 cm-1 for IR spectroscopy, 220-2500 

nm for UV-Vis spectroscopy). Absorption of a photon (or in some cases a few photons) places the 

ion in an excited state with few relaxation options. If the ions absorb enough energy, the ions can 

dissociate into fragments. A reflectron is used to separate the fragments from any parent ions that 

have not dissociated, and the formation of fragments is monitored as a function of the laser 
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wavenumber. Results are compared to calculations performed on the RMACC Summit 

supercomputing cluster at CU Boulder.2 

 

2.2 Ion preparation 

2.2.1 Electrospray ionization 

  Many biochromophores exist as charged species which enables the use of mass 

spectrometric techniques to study them. A widely used method of getting biologically relevant 

molecules into the gas phase is to use electrospray ionization (ESI).3 This method is often chosen 

because it can get large, fragile molecules into the gas phase without fragmenting them. The 

experimental setup involves taking a molecule of interest dissolved in a volatile, polar solvent such 

as water or methanol, and spraying the solution out of a small highly charged needle (ca. -3-4 kV) 

aimed at a desolvation capillary that serves as a counter electrode (ca. -300 V) and provides the 

entry into the vacuum system of the apparatus. The potentials given here are typical for anionic 

species, but we note the apparatus can also produce cationic species in which case the polarity is 

swapped to produce positive values. In our experiment (see Figure 2.1), the spray assembly is a 

commercial product (Analytica of Branford), and the solution is pumped through a silica capillary 

(75 m ID, 193 m OD, Polymicro Technologies) inside the needle at a rate of ca. 50 L/h by a 

syringe pump (New Era, model NE-1000). At the tip of the silica capillary, a cone forms as a result 

of surface tension of the solution, the Coulomb repulsion of the dissolved ions, and the electric 

field of the needle attempting to expel the ions (Taylor cone). The tip of this cone emits a fine mist 

of small, highly charged droplets. As solvent evaporates from these droplets, the density of charged 

species increases, leading to the eventual breakdown of the droplets. This process repeats itself 

until all that remains are bare ions in the gas phase. This spray is entrained in a nebulizing gas of 
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dry N2. The desolvation capillary is heated to aid in evaporation of any remaining solvent 

molecules as ions pass through it into the first differential pumping stage of the experiment.  

 

Figure 2.1. Cartoon of the electrospray source. 

 

2.2.2 Pre-trap ion guides 

 The electrospray process occurs at ambient pressure and time-of-flight mass spectrometry 

(TOF-MS) requires high vacuum conditions (<10-6 mbar). A series of four differential pumping 

chambers are used to step the pressure down to this level. For the ions, the first chamber comprises 

a ca. 1 cm flight distance from the exit of the capillary, through a focusing lens, and into a skimmer 

that separates the first chamber from the second. The first chamber is pumped by a 65 m3/h rotary 

vane pump (Leybold, Trivac D65 B) and operates at ~1 mbar. The second chamber contains an 

octopole ion guide that is ~14 cm long, at the end of which is another skimmer. The chamber is 

pumped by a second 65 m3/h rotary vane pump (Leybold, Trivac D65 B) and reaches pressures of 

~0.1 mbar. The second skimmer is pulsed from a high potential (ca. -100 V) to a lower potential 

(ca. -50 V). While the skimmer is held at the high potential, this region of the experiment 
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accumulates ions until the skimmer is pulsed to the low potential. We refer to this region as the 

“pre-trap” and it allows us to take the continuous source of ions that ESI generates and create a 

pulsed source. A pulsed source is advantageous as it provides a more uniform cooling time for the 

ions when they reach the cryogenic trap. After passing through the second skimmer, the ions pass 

into a third chamber which contains a ~30 cm long octopole ion guide. The third chamber is 

pumped by a 685 L/s turbomolecular pump (Pfeiffer HiPace 700) and reaches operating pressures 

of 10-4 mbar. An electrostatic lens bridges the gap between the third and fourth differential 

pumping chamber where the ion packets are guided by another ~30 cm long octopole into a home 

built quadrupole bender. The bender turns the ion path by 90 degrees to separate out any remaining 

neutrals before the ions pass through a set of electrostatic lenses and a final octopole before they 

enter the 3D quadrupole trap. This chamber is pumped by a 1100 L/s turbomolecular pump 

(Leybold Turbovac 1000 C) and has a typical operating pressure of 10-6 mbar. 
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Figure 2.2. Instrument drawing of the source region from the desolvation capillary to the 3D 

quadrupole trap. 

 

2.2.3 Cryogenic ion trap 

 Our 3D quadrupole trap was modeled after a stainless-steel trap purchased from Jordan 

TOF products but was instead machined from copper for better thermal properties. The trap is 

mounted on the cold head of a closed cycle helium cryostat (Sumitomo F-70L, 1.5 W at 4.2 K) 

and is equipped with a resistive heater to allow temperature control from 4 K to 300 K. The trap 

is enclosed in an OFHC copper heatshield which is mounted to the outer stage of the cold head, 

keeping the heatshield at ca. 40 K. Helium buffer gas is admitted into this trap at the same time as 

the ions by a pulsed valve (Parker General Valve Series 99). Depending on the repetition rate of a 

particular experiment, 10 Hz or 20 Hz, the ions are held in the trap for 45 or 95 ms. During this 
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time, the ions collide with the buffer gas, which is in turn colliding with the cryogenic walls of the 

trap, cooling the ions.  

 

Figure 2.3. Zoom in on 3D quadrupole trap and nearby ion optics. 

 

As the ions cool, complexes with other molecules in the trap can be formed in three-body 

collisions. In the experiments described in this thesis, complexes with N2, D2, and H2O were 

studied. N2 and water molecules are part of the residual gas from the ESI source. Complexes with 

D2 are formed by seeding the helium buffer gas with D2 (10%). These complexes form over unique 

temperature ranges, which are determined by the balance of their temperature dependent vapor 

pressure, and the binding energy of the complexes (temperatures leading to internal energies higher 

than the binding energy of the complex lead to a dissociation event). This complexation is 

demonstrated by dodecanedioic acid dianion (DDDA2-) in Figure 2.4, which we often employ for 
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diagnostic purposes. All of these complexes can be useful in photodissociation spectroscopy, 

which will be discussed in section 2.4. The choice of running an experiment at 10 Hz or 20 Hz 

depends on several factors. 10 Hz allows more cooling time, and thus the stored ions get colder 

resulting in larger complexes with weakly bound molecules. For some molecules which are 

reluctant to form complexes at all, using a lower repetition rate can be critical to forming them. 

The advantage of operating at 20 Hz is a reduction in the time required to collect data. This can be 

done when the ion signal is intense enough, and any desired complexes still form despite the 

shorter cooling period. 
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Figure 2.4. Mass spectrum of dodecanedioic acid dianion (DDDA2-) taken at 33 K trap 

temperature and a repetition rate of 20 Hz (top) and 10 Hz (bottom). All other parameters are 

kept constant. This molecule complexes with D2 and N2 at this temperature at both repetition 

rates, but significantly more complexes are observed with a 10 Hz repetition rate, indicative of a 

lower ion temperature. 

 

2.3 Time-of-flight mass spectrometry 

 After the ion packets have cooled, and formed any desired complexes, they are ejected 

from the trap by pulsed potentials on the endcaps of the cryogenic trap, creating a ~50 V/cm 

potential gradient across the trap pushing the ions out through an exit lens. The contents of the 

cryogenic trap drift into series of three electrodes, one grounded and two with pulsed potentials 

which are initially held at ground. The two later electrodes are pulsed to ~300 V and ~4000 V in a 
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Wiley-McLaren arrangement.4 When the ion packet is between the first and second electrode. The 

resulting electric field accelerates the ion packets into the final set of chambers of our experiment, 

the first of which is a differential pumping stage pumped by a 230 L/s turbomolecular pump 

(Pfeiffer TMU261) and operating at 10-7 mbar. In this chamber, we have a set of x and y deflectors 

which consist of 2 sets of metal plates each, as well as an Einzel lens to adjust the ion trajectories. 

The second chamber is the flight tube of the TOF-MS, which is pumped by a 520 L/s 

turbomolecular pump (Pfeiffer TMU521) and operates at 10-8 mbar.  

 If one assumes that the drifting packet of ions all have identical starting positions, then 

every ion in the packet receives the same amount of initial kinetic energy (KE) from the 

acceleration pulse. This can be expressed as: 

𝐾𝐸 =
𝑚

2𝑧
𝑣2 = 𝑈 

Where m/z is the mass-to-charge ratio of the ion in question, v is the velocity, and U is the potential 

difference between the plates causing the acceleration. Assuming a constant flight length L for all 

ions (about 2 m in this experiment) a relationship between the m/z of a pair of ions and their flight 

times assuming the same initial KE is given by:  

√
𝑚1

𝑚2
=

𝑡1

𝑡2
 

This gives a simple way to assign a mass spectrum assuming one knows the m/z of at least one 

feature in the spectrum. Of course the underlying assumption that all the ions have identical starting 

positions is not true in any experimental situation, and in particular ours where the ions have drifted 

ca. 2 cm to arrive at the acceleration region. The packet that is actually accelerated is more 

accurately represented as a cloud of ions spread between the two electrodes. 
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 In a Wiley-McLaren setup, ions closer to the first electrode receive a higher initial KE than 

those closer to the second electrode when the voltages are pulsed on. All of the ions receive the 

same, and substantially larger, KE from the potential drop across electrodes 2 and 3. The difference 

in initial KE incurred in the first region results in a slightly higher velocity for ions that were closer 

to the first electrode and a point in space where eventually these ions overtake those that started 

closer to the second electrode. The location where this occurs can be tuned by adjusting the 

potentials of the first two electrodes and is called the space focus of the mass spectrometer. In our 

experiment, the space focus occurs at the laser interaction region, where we have a microchannel 

plate (MCP) detector that can be moved into the ion beam for diagnostic purposes. Just before the 

laser interaction region, we have a home built mass gate which is a collection of parallel shim 

electrodes that can be biased with alternating polarity. The mass gate is pulsed such that when an 

ion of interest impinges upon it the potentials of all shims are held at ground, and the rest of the 

time they are held at +/-100 V to cause ions to be deflected, preventing their detection. This allows 

us to select a particular ion by its mass-to-charge ratio to continue to ion detection, while removing 

all others. All of this is contained in our flight tube which is the final chamber of the experiment. 

 Ions that have been selected to pass through the mass gate are irradiated by the output of 

our laser system (see section 2.5), and the photodissociation products continue to drift until they 

encounter a two-stage reflectron (Jordan TOF), which reflects the ions towards another MCP 

detector, giving the ions flight path a “U” shape. The reflectron has three purposes in this 

experiment. It nearly doubles the flight distance, which leads to an increase in the resolving power 

of the mass spectrometer. It also allows us to separate fragment ions formed before entering the 

reflectron from any parent ions who did not dissociate. Finally, after the ions pass through the laser 

interaction region where they were tightly focused they will become unfocused again. The 
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reflectron introduces a second focal point to the trajectory of the ions that is tuned to occur at the 

detection MCP.  

 

Figure 2.4. Diagram of the mass spectrometer. 

 

2.4 Photodissociation spectroscopy 

 Photodissociation spectroscopy involves a molecule absorbing a photon and subsequently 

dissociating. In our experiment, the laser light is introduced at the first space focus of our Wiley-

McLaren setup. If the ions absorb an incident photon (or several depending on the molecule, laser 

intensity, and experiment) the energy is redistributed throughout the modes of the molecule 

producing a vibrationally “hot” ion with no solvent bath to dissipate this excess energy. One way 

the ions can dissipate the energy is to dissociate. In the case of UV-Vis experiments, with photon 

energies on the order of a couple eV, a single photon (or multiple) can cause dissociation of some 
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chemical bonds. In the case of IR experiments, photon energies are substantially lower, in the 

range of 1000-4000 cm-1. If one has access to a more intense light source, such as a free electron 

laser5-7 it is possible to get absorption of many photons and break chemical bonds with IR photons. 

We rely instead on a technique referred to as messenger tagging. This entails forming clusters of 

the ion of interest with weakly bound messenger tags, such as N2 or D2 whose binding energy to 

the ion is on the order of a few hundred cm-1.8-9 Using messenger tagging provides a low energy 

pathway to dissociation while introducing minimal perturbation to the molecular system. The 

degree of this perturbation is investigated in Chapter 4 where another path to dissociation is 

explored. As discussed earlier, we also form clusters with water molecules which, while binding 

energies are typically weaker than chemical bonds (ca. 0.5 eV), can have significant perturbations 

on the ion of interest which is also visited in Chapter 4. If dissociation occurs before the ions reach 

the reflectron (ca. 10 μs after irradiation) the reflectron is used to separate the fragments from the 

undissociated parent ions, which would otherwise have the same velocity and thus the same arrival 

time at a detector in a linear detection setup.  

 

2.5 Laser system 

2.5.1 IR light source 

 The IR light source used in these experiments is an IR optical parametric converter (OPC) 

system (Laservision) which produces 900 to 4000 cm-1 light with linewidth of ~2 cm-1 and a pulse 

duration of 5 ns. The system is pumped by a Nd:YAG laser (Innolas Spitlight 600, 5 ns pulse, 500 

mJ/pulse, 1064 nm) which is run at half the repetition rate of the mass spectrometer for reasons 

discussed in Section 2.6. The output of the 1064 nm pump beam is split into two beams, one of 

which is frequency doubled to produce 532 nm light, which then pumps an optical parametric 
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oscillator (OPO) consisting of two potassium titanyl phosphate (KTP) crystals. This generates a 

signal and idler wave (νsignal 710–880 nm, and νidler 1345–2122 nm). The photon energy and 

momentum of these waves adds up to the 532 nm pump energy and momentum. The signal 

wavelength and any residual 532 nm light is removed using a Si filter which is transparent to the 

idler beam. The idler beam propagates through a ʎ/2 wave plate, rotating its polarization by 90º, 

and then mixes with the second 1064 nm pump beam in an optical parametric amplifier (OPA), 

which consists of a set of four potassium titanyl arsenate (KTA) crystals. The idler beam from the 

OPO and the 1064 nm pump beam are difference-frequency mixed to create mid-IR light (νmid) 

from 2100 to 4000 cm-1. Any residual 1064 nm pump is removed from the beam using a dichroic 

beam splitter. Depending on the experiment, the idler beam is either removed by a polarizer at this 

point, or the mid IR and idler beam are routed together into a silver gallium selenide (AgGaSe2) 

crystal, where difference frequency mixing of the beams produces our far-IR (νfar) beam with 

wavenumbers of 900 to 2150 cm-1. Residual mid-IR and idler light is removed using a germanium 

filter. Because ambient water and CO2 are strong IR absorbers in the spectral region of this system, 

the entire beamline is enclosed and continuously purged with dry nitrogen.  

 

2.5.2 UV-Vis light source 

 Like the IR light source, the UV-Vis source in these experiments is an OPC system (GWU) 

which produces irradiation from 220 – 2500 nm with a linewidth of 5 cm-1 and a pulse duration of 

5 ns. The system is pumped by the third harmonic (355 nm) of another Nd:YAG laser (Innolas 

Spitlight 600, 5 ns pulse, 100 mJ/pulse, 355 nm) which is run at half the experimental rep. rate for 

reasons discussed in section 2.6. The 355 nm pump beam is introduced to one of two Type II beta 

barium borate (BBO) crystals that convert the pump beam into a signal and idler beam under 
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photon energy and momentum conservation. One of the BBO crystals, referred to as the “red” 

crystal, generates a signal beam from 505-710 nm and an idler from 710-1190 nm. The other 

crystal, referred to as the “blue” crystal, generates a signal beam from 415-515 nm and an idler of 

1140-2450 nm. The output of the OPO passes through a UV filter to remove any residual pump 

beam. In order to generate UV irradiation, an additional set of BBO crystals can be installed after 

the OPO. With the output of only the OPO, second harmonic generation can be performed to 

generate 220-257 nm light from the “blue” OPO setup or 257-354 nm from the “red” OPO setup. 

One can also use sum frequency mixing (SFM) with 1064 nm pulses from the pump laser to 

generate 299-350 nm or 350-404 nm irradiation from the “blue” and “red” OPO crystals, 

respectively. Any light generated in the OPC system passes through a Pellin-Broca prism to allow 

selection of a specific wavelength to route to the molecular beam apparatus. All other beams are 

dumped before exiting the OPC system. 

 

2.6 Data collection 

 All ion detection is done using an MCP detector after the reflectron (see section 2.3). The 

signal generated is visualized on two oscilloscopes (Tektronix TDS 2022). These oscilloscopes 

and the laser system in use are triggered at half the experimental repetition rate of the mass 

spectrometer (10 Hz for a 20 Hz experiment, 5 Hz for a 10 Hz experiment). One of the 

oscilloscopes is triggered in phase with the laser system, while the other is triggered out of phase, 

providing us a display of the ion signal with and without laser irradiation. The intensity of the ion 

signal is averaged over 16 shots per data point to reduce noise. When collecting data, we set the 

oscilloscopes to display only the fragment peak and monitor the intensity of this peak as a function 

of laser wavelength, using the oscilloscopes as boxcar averagers for the ion signals with and 
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without laser irradiation. The IR laser pulse energy is monitored by reflecting a small portion of 

the beam into a pyroelectric joule meter using a KBr window before the beam enters the vacuum 

apparatus. The UV-Vis laser pulse energy is also monitored by a pyroelectric joule meter, but this 

is placed at the exit window of the vacuum apparatus and is thus monitored after interacting with 

the ions. Absorption of laser light by the ions of interest is too low to have a detectable effect (due 

to the low density of ions, 100-104 ions per ion packet) on the measured laser pulse energy, so 

measurement before and after interaction of the ions yields the same result. The laser pulse energy 

is monitored by the second channel of the oscilloscope that measures the “laser on” signal. While 

the ion signal and laser pulse energy are being monitored, the wavelength of the OPC system in 

use is scanned through the desired tuning range by a LabVIEW program, which is simultaneously 

collecting output from the oscilloscopes. We subtract the “laser off” signal from the “laser on” 

signal for the fragment peak and then correct for photon fluence by dividing the signal intensity 

by the photon number per pulse as a function of photon energy. Individual scans are collected for 

at least 2 days to verify reproducibility (often more time is often required to achieve an adequate 

signal-to-noise ratio). 

 

2.7 Computational 

 Calculations are used in all our experiments in order aid in the interpretation of spectra. All 

of our calculations were performed using Gaussian 16.10 Specifics of calculations vary by 

experiment, but in general we use density functional theory (DFT, typically B3LYP11 or the range 

corrected CAM-B3LYP12, but occasionally ω-B97XD13) to calculate ground state geometries and 

harmonic frequencies which we then compare to experimental IR spectra. In many cases we 

employ time-dependent DFT to calculate excited state structures in efforts to interpret UV-Vis 
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spectra. Initial structural guesses are often based on chemical intuition or previous experiments 

but these frequently had to be modified to reach a structure that best reproduced the experimental 

results. The basis sets employed are reported in the relevant sections, but they include def2-

TZVPP14 and cc-pVDZ15.  
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Chapter 3 Nitrophenolates, a ‘simple’ model system 

 

This chapter has been adapted from Ref.1 with permission from the PCCP Owner Societies. 

 

3.1 Introduction 

 The phenolate moiety is a chemical structure observed in many biochromophores such as 

the chromophore of the Photoactive Yellow Protein,2 Luciferase,3 Rhodopsin,4 and Green 

Fluorescent Protein,5 to name a few. Nitrophenolates (NPs) serve as a small model system for 

phenolate containing chromophores, as well as charge-transfer chromophores,6 and can exist as 

one of three isomers shown in Figure 3.1. Exciting these chromophores with visible irradiation 

causes a transfer of electron density from the negatively charged phenolate group to the nitro 

group.7 These molecules are small enough that quantum chemical calculations are expected to be 

straightforward and NPs provide an interesting opportunity to investigate substitution effects on 

the electronic behavior. The combination of these two features, along with others, has garnered 

NPs a lot of attention in the literature.8-17  
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Figure 3.1. Structures and resonances of meta, para, and ortho isomers of NP, adapted from Wanko 

et al.10  

 

 Much of what is known about NPs comes from solution phase experiments. One key 

observation is that the substitution position has a drastic effect on the excited state dynamics. This 

was shown in a recent study by Michenfelder et al.17 where they observed that o- and p-NP have 

much shorter excited state lifetimes than m-NP (300 fs compared to 5 ps). The nature of the solvent 

also had a pronounced effect on these lifetimes, and they were generally shorter in aqueous solution 

than in organic solvents. 

 NPs have been investigated in vacuo as well, specifically by Brøndsted Nielsen and 

coworkers.8-11, 13-14, 16 They observed excitation energies of the S1 state of p- and o-NP to be 

significantly to the blue of the excitation energy of m-NP. This difference can be explained through 

resonance stabilization arguments.10 Their experiments were carried out at room temperature, and 

so the spectra are largely unresolved, leaving key details about the excited state electronic structure 

and dynamics unanswered. In this chapter, we present the electronic photodissociation spectra in 

the S1 region for o-, p-, and m-NP at cryogenic temperatures, showing that the spectra of o- and p-

NP remain broad, but m-NP exhibits an extended and assignable vibronic progression. 
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3.2 Computational 

Several theoretical approaches have been taken in the literature to describe the electronic 

spectra of NPs. These include MP2 geometry optimizations of the ground state, with vertical 

excited state energies calculated from the optimized ground state geometry.8-10 CC2 and TD-DFT 

calculations have been used to calculate vertical excitation energies and achieved reasonable 

agreement with experiments.13 However, diagnostics in these CC2 calculations revealed that NP 

anions have multi-reference character. This makes the use of any single-reference method 

problematic. Despite this, the CC2 calculations compare favorably with SORCI vertical excitation 

energies.10  

 In this experiment, we sought to compare a Franck-Condon (FC) simulation with the 

experimental UV-Vis spectrum to assign observed vibronic transitions and assess broadening 

mechanisms. Performing a FC calculation requires optimized geometries for both the ground and 

excited state (S1 in this case) as well as harmonic vibrational frequency calculations. We also 

required vertical excitation energy calculations. These calculations would be computationally 

demanding using multi-reference methods, and so we employed DFT methods instead. This of 

course means the accuracy of our computational results may suffer. We used the range-separated 

hybrid functional CAM-B3LYP as it has recently been used by Panja, et al. to evaluate the UV/vis 

absorption spectra of substituted NPs, where they found good agreement between the experimental 

spectra and the values obtained using CAM-B3LYP.15 
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3.3 Results and discussion 

3.3.1 Overview 

 Figure 3.2 shows the electronic spectra in the S1 region for all 3 isomers of NP, acquired 

at a trap temperature of 30 K. These spectra represent the two-photon induced loss of a neutral NO 

group as observed previously by others.8-11, 13-14 Despite being taken at cryogenic temperatures, 

the spectra of o- and p-NP remain broad with no resolved features and onsets at 20500 and 22450 

cm-1, respectively. At first glance, the spectrum of m-NP appears to be noisy, but this is vibronic 

structure, with an onset beginning at ca. 16000 cm-1, which will be discussed in detail in section 

3.3.3. Table 3.1 compares the calculated and experimental values of electronic properties for all 

three isomers.   
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Figure 3.2. Electronic spectra showing the S1 transition for m-, p-, and o-NP with a trap temperature 

of 30 K. In the traces of m- (top) and p-NP (middle), full lines connect the data points. In the case 

of o-NP, the data points are shown as open circles with a full line representing a 15-point gliding 

average to guide the eye. 
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Table 3.1. Calculated S1 and S2 properties (vertical excitation energies, band origins, and oscillator 

strengths) compared with experimental data. Calculations shown here were performed with the 

CAM-B3LYP functional and aug-cc-pVDZ basis set. Transitions are given in cm-1. 

 m-NP p-NP o-NP 

Experimental onseta 16003 22450 20500 

Experimental vertical 

transition 

17300 22960 23000 

Calculated S1 properties    

Adiabatic transition energyb 15849 18497 17604 

Vertical transition energy 18761 28772 27130 

Oscillator strength  0.0268 0.5048 0.2033 

Orbitals (contribution) HOMO → LUMO HOMO → LUMO HOMO → LUMO+2 

Calculated S2 properties    

Adiabatic transition energyb N/A c N/A c 21700 

Vertical S2 (calc.) 27540 30980 26963 

S2 oscillator strength (calc.) 0.0000 0.0000 0.0001 
 

a For m-NP, this entry is the energy of the 00
0 band; for p- and o-NP, the onset of the spectrum is 

listed 

b Values have been corrected for zero-point energies. 

c Adiabatic excitation energies for m- and p-NP were not calculated in the present work. 

 

 The difference in absorption energies has been explained previously by Brøndsted Nielsen 

and coworkers,10 using resonance arguments. The ground state structures of the o- and p- isomers 

can both be described with a low-lying charge transfer resonance, where the charge transfer state 

places a formal negative charge on the nitro group. The analogous charge transfer resonance is 

energetically unfavorable for m-NP isomer, as seen in Figure 3.1. This leads to ground state 

stabilization in o- and p-NP which causes an increase in the S0  S1 gap, pushing their absorptions 

to higher energy. The individual spectra will be discussed in the following sections. 
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3.3.2 para-Nitrophenolate 

 The spectrum of p-NP shown in Figure 3.3 shows an onset at 22450 which peaks at 22960 

cm-1 and is followed by a second feature at ca. 23690 cm-1. There is some additional structure, 

most clearly seen on the first peak, consisting of shoulders spaced by 100-130 cm-1, but otherwise 

the absorption features are broad and unresolved. Excited state calculations place the vertical 

excitation energy at 28772 cm-1, about 6000 cm-1 higher than experiment, and give an oscillator 

strength of 0.5048 which is the highest of the three isomers.  
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Figure 3.3. Electronic spectrum of p-NP in the band origin region. 

 

 Calculations on the ground and excited states of this isomer revealed large changes in the 

minimum energy geometry between the two states, which are predominantly localized on the nitro 

group of the molecule. The molecule has a planar ground state, but the minimum energy geometry 

in the excited state is realized by twisting the nitro group around the CN bond by 90°, and 

pyramidalizing the nitrogen to more closely resemble an sp3 hybridization, rather than sp2. Figure 

3.4 shows the potential energy surfaces of S0 and S1 in the Franck-Condon (FC) region. The ground 

state minimum energy geometry is a saddle point on the excited state surface, ca. 9300 cm-1 above 

the minimum of the S1 state. This means that a vertical excitation of the molecule will be exciting 

into highly excited vibrational motion in both the nitro torsion and pyramidalization coordinates, 

and thus there will be a large density of states in these vibrational modes, which can both be 
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expected to be FC active. This large density of states high above the band origin results in 

significant spectral congestion, this effect is clearly demonstrated in the spectrum of m-NP which 

is discussed in section 3.3.4. 

 

Figure 3.4. Potential energy surface of the S0 and S1 states in the FC region of p-NP. The black 

arrow indicates a vertical excitation. Calculations for the surface were performed at the CAM-

B3LYP/aug-ccpVDZ level of theory using a relaxed scan over the nitro torsion (tors.) and 

pyramidalization (pyr.) coordinates.   

 

 The potential energy surface sheds some light on why the spectrum remains unresolved at 

low temperatures. Exciting into a high density of vibrational states in both the torsion and 

pyramidalization modes (as well as any state coupling to these modes) will lead to significant 

spectral congestion. The torsion mode is calculated to be 96 and 257 cm-1 in the S0 and S1 

respectively. The difference of these frequencies is comparable with the observed experimental 
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spacing of 100-130 cm-1 for the shoulders on the main absorption feature (see Figure 3.3). The 

difference for the pyramidalization modes is ca. 250 cm-1 which does not match the experimental 

spacing. As mentioned before, the excited state lifetime of p-NP has been measured by 

Michenfelder et al. to be 300 fs,17 which leads to lifetime broadening of ca. 18 cm-1. This 

broadening combined with a high density of vibrational states on the S1 surface provides a 

plausible explanation for the lack of resolved features in the electronic spectrum. Michenfelder et 

al. also invoked a conical intersection coupling S1 and S0 along the nitro torsion mode as the 

mechanism of relaxation.17 Neither our calculations nor theirs were able to corroborate the 

existence of this conical intersection, but both should only be taken as qualitative. 

 

3.3.3 ortho-Nitrophenolate 

 Like p-NP, o-NP has a broad electronic spectrum in the S1 region, despite being taken at 

cryogenic temperatures. The spectrum has an onset at ca. 20500 cm-1 and a set of peaks at 21930, 

23000, 23600, and 24200 cm-1. We observe no regular features that could be assigned to specific 

vibrational transitions. The vertical excitation is calculated to be 27130 cm-1, well above the 

experimental features as was also observed in p-NP. Excited state calculations reveal that there are 

two close-lying electronic states in the FC region with a calculated separation of 167 cm-1 (see 

Figure 3.5).   
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Figure 3.5. Potential energy surface of the S0, S1, and S2 states in the FC region of o-NP. The red 

arrow indicates a vertical excitation. Calculations were performed at the same level as for p-NP.  

 

 Geometry optimizations of the excited states shows that the S1 state has a similar minimum 

energy geometry to that of p-NP with a rotated and pyramidalized nitro group. The S2 state has a 

minimum energy geometry that is planar like the ground state and the calculations place its 

potential energy surface energetically below the S1 state in the FC region. The two electronic states 

being in such proximity in the FC region suggests they may mix, and there may be a conical 

intersection in this region between the two. We note that these calculations should be taken as 

qualitative at best due to the low level of theory and the multireference character of the system. In 

the absence of the S1 state, vertical excitation into the S2 state may have had well-structured 

vibronic features. However, excitation into the S1 state should have a similarly congested spectrum 

to that of p-NP due to the high density of vibrational excitation in the S1 state. Also, like p-NP, o-

NP has an excited state lifetime of 300 fs. The combination of these two sources of congestion 

with the additional congestion due to S1/S2 mixing makes deeper analysis of the experimental 

spectrum unfeasible.  
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3.3.4 meta-Nitrophenolate 

 Unlike p- and o-NP, the band origin region of m-NP contains sharp, assignable vibronic 

features. The band origin (excitation between the vibrational ground states of the ground and first 

excited electronic states) occurs at 16003 cm-1 (00
0). In the remainder of this work, we denote 

transitions by 𝑄𝜈"
𝜈′

, where Q is the label of the vibrational mode numbered in order of increasing 

vibrational frequency in the S1 state, and ν” and ν’ are the numbers of quanta in mode Q of the 

lower and upper electronic states, respectively. 
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Figure 3.6. The top panel contains the experimental electronic spectrum in the band origin region 

of m-NP (a), compared to FC simulations at 80 (b) and 0 K (c) which have been shifted match the 

experimental band origin. The lower panel contains only the first 2400 cm-1 above the band origin, 

along with assignments of selected peaks (d); a more extensive assignment is given in Table 3.2. 

Hot bands are marked in red, with red asterisks labeling peaks whose primary contribution comes 

from a hot band with one quantum in the nitro torsion vibration. 

 

 The vibronic bands in the experimental spectrum shown in Figure 3.6 (a) exhibit a regular 

spacing of ca. 45 cm-1 near the band origin and throughout the band envelope. There are several 

regions of high signal intensity, spaced by 620-640 cm-1, and extending to the end of the measured 

region (ca. 3500 cm-1). Although the vibronic features are sharp, the photodissociation signal does 

not return to baseline in between peaks, indicating increasing spectral congestion.  
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Figure 3.7. Potential energy surface of the S0 and S1 states in the FC region of m-NP. The red arrow 

indicates a vertical excitation. Calculations were performed at the same level as for p-NP.  

 

 The minimum energy geometry of m-NP is calculated to be planar in both the ground and 

excited state (see Figure 3.7). The vertical transition energy is calculated at 18761 cm-1 which is 

too high, but still within the experimental band. The calculated band origin is at 15849 cm-1 which 

is close to the experimental value, but this is likely fortuitous. The largest geometry changes that 

occur upon excitation are a 3% decrease in the CN and a 4% increase in the NO bond length. 

Typical values for stretching frequencies of modes involving these bonds are greater than 1000 

cm-1, inconsistent with the spacing of the vibrational features. The mode assignments in Figure 3.6 

are from FC simulations based on harmonic wave functions. A more extensive summary is given 
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in Table 3.2. Overall, the simulation at 80 K qualitatively recovers the experimental spectrum. 

This temperature is significantly higher than the experimental trap temperature of 30 K, an 

observation which will be discussed following the assignment of the spectrum. 

 The FC simulation at 80 K produces hot bands in the nitro torsion mode, ⍵1, which is the 

lowest frequency mode in both the ground and excited electronic states, with harmonic frequencies 

of 41 and 77 cm-1, respectively. This mode, however, is significantly anharmonic (see Figure 3.8). 

It can be described as a hindered internal rotor around the CN bond axis, with an 1890 cm-1 barrier 

at 90º in the S0 state, while in the S1 state there is a local minimum at this rotation angle, 1400  

cm-1 above the planar geometry. The excited state torsion frequency was set to 87 cm-1 in the FC 

simulations to optimize the agreement with experiment. Every transition belonging to a principal 

FC active mode is accompanied hot hands on the high energy side, originating from thermally 

populated levels in S0 with one or two quanta in ⍵1. 
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Figure 3.8. Potential energy scans of m-NP along the torsion (tors.) coordinate of the S0 and S1 

states using CAM-B3LYP/aug-cc-pVDZ and a NO2 pyramidalization angle constrained to zero 

(corresponding to a planar nitro group). Energies are given relative to the minimum energy 

structure for each surface, in cm−1. 

 

 The simulation at 0 K provides a straightforward assignment of the principal FC active 

modes. The first feature we assign is due to the overtone of the nitro torsion mode, 10
2 

(transitions with odd Δv are forbidden by symmetry), which coincides with the onset of features 

at 16175 cm-1. The next set of FC active modes are a set of intense peaks between 16390 and 

16910 cm-1. The first peak, at 16434 cm-1, we assign to 70
1 where ⍵7 is characterized as an in-

plane phenolate bending motion coupled with an in-plane nitro wagging motion, as well as a ring 

deformation. Next, we assign the 90
1 (in-plane phenolate bending and ring deformation), 100

1 

(ring deformation), 120
1 and 140

1 (both of which are ring deformation and nitro scissoring modes) 
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modes. Modes belonging to the group of transitions in the spectral region close to the band origin 

will be referred to as group 1 modes. 

 Group 2 transitions will refer to modes with fundamental transitions in the region of 16900-

17590 cm-1 which also contains second order combination bands of ⍵7, ⍵9, ⍵10, ⍵12, and ⍵14, as 

well as overtones of ⍵10 and ⍵12 (Δv = 2). Other overtones are assignable but are weaker. 

Additionally, transitions involving CN/NO2 stretching motions (⍵26, ⍵28, and ⍵31) appear in this 

region of the spectrum. The third region of high intensity (ca. 18000 cm-1) is comprised of second 

order combination bands of group 1 modes with group 2 modes, as well as third order combination 

bands of group 1 modes (see Table 3.2). Above this region, the spectrum becomes too congested 

to assign. This is not an unexpected result, as excitation in this region will result in vibrational 

levels that are above the calculated barrier in the torsional potential energy curve (see Figure 3.8). 

Thus, the corresponding density of vibrational states, along with coupling effects between 

vibrational modes, will result in a high degree of spectral congestion, corroborating the 

interpretation of the spectral congestion in the spectra of p- and o-NP.  

The features in the vibronic progression of m-NP have a linewidth we can cleanly 

determine (average FWHM for the first ten well-resolved lines of 10.4 ± 1.2 cm-1), which allows 

a rough estimate of a lower limit for the excited state lifetime. We performed a simulation using 

the PGOPHER program18 and rotational constants obtained through our electronic structure 

calculations to obtain an expected width of the rotational envelope of 8 cm-1 (individual rotational 

lines are not resolved). Convoluting the bandwidth of our light source (5 cm-1) with the result from 

PGOPHER leads to an expected linewidth of 9.4 cm-1. Assuming the width is due to lifetime 

broadening, a lifetime of ca. 1200 fs is compatible with the observed 10.4 cm-1 linewidth and this 

value is in the range observed for m-NP in recent ultrafast experiments.17 Our result is, of course, 
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crude, but we note that the longer lifetimes reported by Michenfelder et al. from ultrafast 

spectroscopy experiments were measured in nonpolar solvents (5000 fs). We would expect the 

absence of solvent molecules to be more comparable with the nonpolar environment and therefore 

our estimate of 1200 fs as a lower limit for the S1 lifetime is in rough agreement with the ultrafast 

experiments. 
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Table 3.2. List of calculated harmonic vibrational frequencies (cm−1) and symmetries for o-, m-, 

and p-NP. Note that the point group is Cs for o- and m-NP in both the X (ground) and A (excited) 

state. For p-NP, the X state belongs to C2v, while the A state belongs to Cs. 

 o-NP m-NP p-NP 

Mode X  A  X  A  X  A  

1 18.30 A'' 41.89 A'' 41.45 A'' 76.95 A'' 95.84 A2 88.66 A'' 

2 107.85 A'' 133.33 A'' 169.14 A'' 150.68 A'' 103.56 B1 178.59 A'' 

3 232.88 A'' 152.85 A' 191.49 A'' 213.41 A'' 235.67 B2 195.32 A' 

4 253.02 A' 243.41 A'' 228.67 A' 219.36 A' 258.73 B1 257.46 A'' 

5 381.73 A' 337.54 A' 387.09 A' 246.72 A'' 369.92 A1 342.62 A' 

6 429.30 A' 385.02 A'' 439.62 A' 384.46 A' 439.32 A2 373.87 A'' 

7 438.88 A'' 456.38 A' 452.86 A'' 439.41 A' 451.21 B2 449.46 A' 

8 546.34 A'' 533.96 A'' 526.84 A' 443.86 A'' 487.26 B1 526.02 A'' 

9 565.75 A' 551.90 A' 563.49 A' 524.99 A' 551.72 B2 546.87 A' 

10 572.62 A' 636.22 A' 571.67 A'' 563.57 A' 635.38 B2 586.49 A' 

11 662.60 A' 642.78 A'' 683.07 A' 578.51 A'' 648.04 A1 638.26 A' 

12 723.45 A'' 673.86 A' 693.17 A'' 654.18 A' 731.44 B1 684.33 A'' 

13 750.86 A'' 761.27 A'' 730.67 A'' 690.02 A'' 801.08 B1 772.77 A' 

14 810.20 A'' 783.74 A'' 804.41 A'' 760.99 A' 801.17 A2 785.47 A'' 

15 825.06 A' 804.02 A' 843.22 A' 792.14 A'' 822.78 A1 830.39 A' 

16 870.95 A'' 857.18 A' 876.43 A'' 880.08 A'' 859.05 A1 891.18 A'' 

17 893.67 A' 873.30 A'' 902.22 A'' 920.26 A' 883.99 B1 983.00 A'' 

18 989.44 A'' 959.42 A'' 941.83 A' 944.17 A'' 994.96 A1 994.74 A' 

19 998.41 A'' 988.95 A'' 982.56 A'' 992.64 A'' 1002.07 B1 1005.41 A'' 

20 1037.80 A' 1075.13 A' 999.61 A' 996.77 A' 1002.50 A2 1106.33 A' 

21 1088.28 A' 1098.15 A' 1086.55 A' 1067.83 A' 1104.90 B2 1121.61 A' 

22 1146.37 A' 1163.38 A' 1094.06 A' 1077.58 A' 1138.07 A1 1174.08 A' 

23 1169.23 A' 1169.50 A' 1159.89 A' 1149.67 A' 1204.68 A1 1248.25 A'' 

24 1241.75 A' 1260.46 A' 1256.62 A' 1240.35 A' 1271.77 B2 1276.04 A' 

25 1306.43 A' 1287.42 A' 1314.93 A' 1307.92 A' 1333.94 B2 1318.99 A' 

26 1379.71 A' 1344.05 A'' 1400.13 A' 1374.15 A' 1371.93 A1 1349.64 A'' 

27 1407.01 A' 1360.85 A' 1425.16 A' 1424.24 A' 1429.24 A1 1387.72 A' 

28 1495.56 A' 1389.56 A' 1498.42 A' 1454.57 A' 1501.01 B2 1490.38 A' 

29 1540.07 A' 1440.25 A' 1572.31 A' 1489.5 A' 1544.21 B2 1500.70 A' 

30 1581.74 A' 1559.89 A' 1578.25 A' 1524.57 A' 1591.06 B2 1548.00 A' 

31 1639.01 A' 1651.33 A' 1616.85 A' 1613.77 A' 1619.21 A1 1628.51 A' 

32 1691.94 A' 1693.12 A' 1669.72 A' 1647.13 A' 1674.01 A1 1680.80 A' 

33 3152.44 A' 3180.48 A' 3158.84 A' 3179.16 A' 3191.61 B2 3204.36 A' 

34 3194.28 A' 3201.21 A' 3189.66 A' 3217.54 A' 3192.30 A1 3204.91 A' 

35 3200.83 A' 3219.28 A' 3248.6 A' 3261.33 A' 3228.38 B2 3224.74 A' 
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3.3.5 Ion temperature estimation 

 As mentioned before, the trap temperature in the experiment was 30 K, but the best 

agreement between the simulation and experiment is with a simulation temperature of 80 K. To 

explore this discrepancy in more detail, we performed a series of experiments to measure the 

temperature-dependence of the spectrum of m-NP close to the S1 band origin over the experimental 

temperature range of 30-124 K. Figure 3.9 shows the band origin region and group 1 modes of the 

resulting spectra normalized to the peak absorption of the band origin. As the temperature of the 

ions increases, the intensity of the hot bands relative to the band origin should also increase. This 

can be used to extract an estimate of the ion temperature, assuming the FC factors and vibrational 

energies of the relevant bands are known. 
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Figure 3.9. Temperature dependent spectra of m-NP in the band origin region. Spectra have been 

normalized to the peak absorption of the band origin at 16003 cm-1. 

 

 The ratio of intensities of a hot band, I1 to the origin band, I0–0 is equal to: 

𝐼1

𝐼0−0
=

|⟨𝜙1
′′|𝜙1

′ ⟩|2𝑒−𝐸1/𝑘𝑇

|⟨𝜙0−0
′′ |𝜙0−0

′ ⟩|2
 

where ⟨𝜙1
′′|𝜙1

′ ⟩ is the FC overlap, E1 is the vibrational energy of the vibrational level in the 

electronic ground state which gives rise to the hot band, and T is the temperature of the ion. This 

can be rearranged to yield:  
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𝑇 =
−𝐸1/𝑘

𝑙𝑛 (
𝐼1

𝐼0−0
) − 𝑙𝑛 (

|⟨𝜙1
′′|𝜙1

′ ⟩|2

|⟨𝜙0−0
′′ |𝜙0−0

′ ⟩|2)
 

where the right-hand side can be plotted against the experimental trap temperature and should 

result in a straight line. The trap temperature will not be the same as the ion temperature, 𝑇 =

𝑇𝑚𝑒𝑎𝑠 + 𝑇𝑐𝑜𝑟𝑟, where Tmeas is the measured temperature of the ion trap, and Tcorr is an additive 

correction term. Plotting the last equation as a function of Tmeas produces a y-intercept of Tcorr. The 

values for E and 𝜙 are taken from the FC simulations. 

We evaluated the temperature correction term Tcorr for the lowest two energy hot bands, 11
1 

and 12
2, at 16051 and 16097 cm−1, respectively. The excited state torsion frequency was set to 87 

cm-1 as mentioned above. Each data set was fitted with a line with a fixed slope of one. For the 11
1 

peak, Tcorr = (35 ± 3) K, and for 12
2, Tcorr = (37 ± 5) K. Therefore, data collected at a trap 

temperature of Tmeas = 30 K are expected to represent the spectrum of ions with a temperature T = 

30 + 36 K = (66 ± 5) K. 

Radio frequency traps are known to cause heating by driving collisions between the buffer 

gas and trapped ions.19-21 Additionally, the presence of residual buffer gas in the trap during 

extraction can lead to heating. Finally, it is possible that collisional cooling of the ions is 

incomplete after the storage time in the trap (95 ms in this experiment). None of these effects is 

easily quantified in our experiment due to the high sensitivity of the ion intensity on the relevant 

experimental parameters, and it is likely that they all contribute to the difference between ion 

temperature and trap temperature. The deviation between the ion temperature and the temperature 

of the optimal FC simulation is also influenced by computational parameters, such as choice of 

functional (using B3LYP instead of CAM-B3LYP yields a best-fit temperature of 150 K) and basis 

set, and the anharmonicity of the nitro torsion mode (⍵1). With these facts in mind, we 
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conservatively assume that the ion temperature is in the range of 60-80 K. This estimate is in line 

with previous experiments at similar trap temperatures, where complexes of ions with N2 

molecules were formed and the temperature estimation was made based on the calculated binding 

energy of these adducts.18 

 

3.3.5 Charge transfer character of NP excitations 

 All three of the NP isomers exhibit some degree of charge transfer character. Looking at 

the orbitals involved in the electronic transitions (see Figure 3.10), the charge transfer character is 

most apparent in m-NP. The HOMO has significant density on the phenolate oxygen whereas the 

LUMO has significant density on the nitro group. The extent charge transfer is less in the other 

two isomers, and their transitions are better described as primarily ππ* transitions. Charge transfer 

transitions generally have lower oscillator strengths, due to low overlap between the involved 

orbitals. The oscillator strength is lowest for the m-NP isomer, followed by that of o-NP, and p-

NP which has the largest calculated S1 oscillator strength of the three isomers. 
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Figure 3.10. Frontier orbitals for m-, p-, and o-NP, calculated using CAM-B3LYP. Both meta and 

para isomers exhibit pure HOMO  LUMO transitions for S0  S1. The S0  S1 transition for 

o-NP is HOMO  LUMO+2, while the S0  S2 transition for o-NP is a mixture of HOMO−1  

LUMO+2, HOMO−1  LUMO+6, and HOMO−3  LUMO+2.  

 

 To make a more quantitative argument, we calculated the change in dipole moment upon 

excitation for each of the isomers as well as plotting electron density difference plots (Figure 3.11). 

The change in dipole moment was 7.5 D, 2.4 D, and 1.6 D for m-, o-, and p-NP respectively. The 
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m-NP 
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LUMO 
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HOMO−1 

o-NP 
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large change for the meta isomer is consistent with it having the most charge transfer character. 

The other two isomers exhibit changes which are significantly lower, consistent with their 

transitions having less charge transfer character. 
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Figure 3.11. Electron density difference plots for m- (top), p- (center), and o-NP (bottom) in the 

FC region. Purple regions indicate an increase of electron density upon electronic transition, while 

yellow regions indicate a decrease of electron density upon electronic transition. The density 

difference for o-nitrophenolate was calculated for the S1 state. Listed are the charges on the NO2 

and O groups for each isomer in the S0 and S1 states. Charges calculated using a Natural Population 

Analysis, given in e. 

  

NO2: 

S0 −0.35 

S1 −0.85 

NO2: 

S0 −0.52 

S1 −0.70 

NO2: 

S0 −0.45 

S1 −0.64 

O: 
S0 −0.80 

S1 −0.58 

O: 
S0 −0.74 

S1 −0.70 

O: 
S0 −0.71 

S1 −0.59 
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Chapter 4 The Green Fluorescent Protein Chromophore 
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(c) W. Zagorec-Marks, M. M. Foreman, J. M. Weber "Tag-Free, Temperature Dependent 

Infrared Spectra of the GFP Chromophore – Revisiting the Question of Isomerism", J. Phys. Chem. 

A 124 (2020) 7827−7831. 

Copyright (2019/2020) American Chemical Society. 

 

4.1 Introduction 

 The Green Fluorescent Protein (GFP) and its variants are widely used for fluorescence 

labeling in biology.1-5 The chromophore (and fluorophore) is a small molecular unit, which 

consists of a phenol ring linked to an imidazole ring by a methine bridge in the para-position, 

residing inside the beta barrel of the protein. The chromophore is accompanied by a single water 

molecule, which binds to the anionic phenolate group of the chromophore.6 A commonly used 

model of the GFP chromophore is deprotonated p-hydroxybenzylidene-2,3-

dimethylimidazolinone (HBDI-, see Figure 4.1). In this model, the linkers to the protein have been 

replaced with methyl groups on the imidazole ring. The deprotonated form is used because only 

https://pubs.acs.org/doi/full/10.1021/acs.jpclett.9b02916
https://pubs.acs.org/doi/full/10.1021/acs.jpclett.9b02916
https://pubs.acs.org/doi/10.1021/acs.jpclett.0c00105
https://pubs.acs.org/doi/10.1021/acs.jpclett.0c00105
https://pubs.acs.org/doi/10.1021/acs.jpca.0c07172
https://pubs.acs.org/doi/10.1021/acs.jpca.0c07172
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the anion fluoresces in the protein, while the neutral form undergoes excited state proton transfer 

upon photon absorption, and relaxes without photon emission.3 As can be seen in Figure 4.1, there 

are two isomeric forms referred to as Z- and E-HBDI- which are related by a twisting around the 

double bond of the methine bridge. This twisting motion is reminiscent of the torsional motion of 

p-nitrophenolate (p-NP), discussed in Chapter 3. As was the case in p-NP, excitation with visible 

irradiation initiates a twisting motion during relaxation on the S1 excited state. This occurs both in 

low viscosity solvents7-8 and in vacuo9 and results in loss of fluorescence due to low Franck-

Condon factors. In GFP, this motion is blocked, giving rise to the fluorescence.   

 

Figure 4.1. Deprotonated p-hydroxybenzylidene-2,3-dimethylimidazolinone (HBDI-) as the Z- and 

E- isomer. The two isomers are related by rotation about the carbon double bond of the methine 

bridge. 

 

 The S0 → S1 band envelope informs on the initial photophysics of the S1 transition of 

HBDI- and its interactions with the chemical environment (the chromophore pocket of the protein, 

solvent, etc.). Consequently, there have been many experiments on HBDI- in vacuo aimed at 

understanding its intrinsic photophysics. Interestingly, the spectrum of isolated HBDI- is very 

similar to that of the chromophore in the protein, and in stark contrast to the absorption spectrum 

in aqueous solution. This suggests that the protein environment results in initial photophysics more 
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like those in vacuum than aqueous solution. All previous photodissociation experiments on HBDI- 

have been done at room temperature. The broadening resulting from hot bands obscures details of 

the S0 → S1 band envelope. In addition, the effect of a microsolvation environment mirroring the 

water molecule present in the chromophore pocket of the protein has only been explored 

computationally so far.10 

 The relaxation pathway from the S1 excited state in vacuo results in dissociation or loss of 

an electron, since the energy deposited in the molecule cannot be dissipated into the chemical 

environment. As a consequence, the intrinsic photophysics of HBDI- has been primarily 

investigated using photodissociation and photoelectron spectroscopies.7-9, 11-32 Photodissociation 

of bare HBDI- occurs primarily through the loss of a CH3 group. In a one-photon absorption event 

with sufficient energy, this dissociation  typically takes milliseconds.33 This time scale is not 

accessible in our experiment, and thus we rely on absorption of two photons when studying bare 

HBDI-, which causes dissociation on a microsecond timescale.32 The threshold for electron 

detachment is only slightly higher than the energy of the absorption band maximum, but still within 

the FC envelope (22017 for electron detachment vs 20833 cm-1 band origin).34 This means that 

electron detachment and unimolecular dissociation are competing relaxation pathways upon 

photoexcitation with two photons. Moreover, electron detachment can occur either directly, or 

through vibrational autodetachment, the latter of which is thought to dominate.9, 16, 18-21, 25-28, 35 A 

recent study by Bieske and coworkers13 revealed a further complication, when they showed that 

under typical preparation conditions at room temperature, a significant fraction of the produced 

HBDI- ions may exist as the E isomer, while previous interpretations have been largely focused 

the Z isomer. In this chapter, we discuss the spectra of bare, messenger-tagged, and microsolvated 

HBDI- in the visible and infrared spectral regions. The spectra are interpreted using DFT 
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calculations. In the final section of the chapter, we introduce an IR-UV double resonance 

technique, which we will refer to as hot band assisted infrared (HAIR) spectroscopy, which can be 

used to circumvent the use of a messenger tag, and allows the acquisition of temperature dependent 

IR spectra, which is not possible with messenger tagging. 

 

 4.2 Computational 

Ground state geometry optimizations and harmonic frequency calculations were performed 

at the DFT level of theory using the B3LYP functional and def2-TZVPP basis sets. As previously 

noted by Oomens and coworkers, there is a strong basis set dependence of the IR features for 

HBDI.36 Exploratory calculations show that this problem only occurs for basis sets smaller than 

the one used here. Excited state geometry optimizations and harmonic frequency calculations were 

performed using the range-corrected CAM-B3LYP functional and def2-TZVPP basis set. Excited 

state frequency calculations were necessary to carry out Franck-Condon (FC) simulations. In these 

simulations, the temperature is 55 K and the full width at half-maximum (FWHM) of the 

vibrational features is 80 cm-1 fit the observed vibrational structure. Vertical excitation calculations 

using both CAM-B3LYP and -B97XD functionals yield similar results that overestimate the 

electronic band origin by about 0.5 eV for the Z isomer and were thus shifted by ca. -4000 cm-1 to 

match the experimental spectrum of [HBDI-·N2]. All calculations were carried out in Gaussian 16. 

 

4.3 The isolated chromophore 

 The electronic spectrum of the complex [HBDI·N2]
- is shown in Figure 4.2. The loss 

channel for this spectrum was the loss of neutral N2, which has a calculated binding energy of 630 

cm-1 and 720 cm-1 when bound to the imidazole and phenolate groups, respectively. Due to the 
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low binding energy of the messenger tag, dissociation of this complex is likely to occur with near 

unit probability upon absorption of a photon, even down to the far infrared (ca. 1000 cm-1). The 

low binding energy also guarantees that the complexes are cold, and the temperature can be 

estimated to be < 75 K by describing cluster formation in the ion trap as an evaporative ensemble.37 

Afforded by the low temperature, the spectrum of [HBDI·N2]
- shows a sharp onset at 20530 ± 25 

cm-1 followed by peaks at 20780 ± 10 cm-1 and 20835 ± 10 cm-1. Additionally, we partially resolve 

vibrational substructure with a spacing of ca. 70 cm-1. Another feature appears with an onset at 

21830 cm-1 and a peak at 22130 cm-1. 

  



59 

 

 

 

Figure 4.2. Electronic spectrum of [HBDI·N2]
-. The open circles are raw data points, the purple 

full line is a 5-point adjacent average to guide the eye. The black full lines are Franck-Condon-

Herzberg-Teller (FCHT) simulations of the vibrational substructure in the S1  S0 electronic band, 

with the vibrational states indicated as vertical sticks. The insert shows the band origin region, and 

the data in this trace were taken with a step size of 2.6 cm-1, while the step size in the overview 

spectrum was 13 cm-1 in the origin region. The FCHT simulation has been shifted by ca. -4000 

cm-1 for the best match to the experimental spectrum (see section 4.2). 

 

 As mentioned above, there is the possibility of two isomers arising from the electrospray 

source. The infrared photodissociation spectrum of [HBDI·N2]
- is presented in Figure 4.3 along 

with calculated harmonic spectra of the Z and E isomers. The two isomers have similar calculated 

spectra, but a distinction can be made using the spacing between the three most intense features in 

the 1400 – 1700 cm-1 region. The spacing between the upper two features is 80 cm-1 and 60 cm-1 
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for the Z and E isomers respectively, compared to 80 cm-1 in the experimental. For the lower two 

features, the spacing is 50 cm-1 and 80 cm-1 for the Z and E isomers respectively, compared to 55 

cm-1 in the experimental. We therefore conclude that the Z isomer is present, and the narrow width 

of the main features indicates that only one isomer is significantly populated. This assignment is 

consistent with the fact that calculations place the Z isomer lower in energy by 800 cm-1, and with 

ion mobility experiments that showed the presence of the Z isomer exclusively when HBDI- is 

complexed with solvent molecules.13 All vibrational features are assigned and described in Table 

4.1. 

 

 

Figure 4.3. Infrared spectrum of [HBDI·N2]
- (top trace) compared to simulated spectra of the Z 

isomer (center trace) and E isomer (bottom trace) of HBDI-. The calculations have been scaled by 

0.98. A detailed assignment of the vibrational features is listed in Table 4.1. 
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Table 4.1. Vibrational mode assignments for [HBDI·N2]
- based on the calculated spectrum of the 

Z isomer.  

mode observed [cm-1] calculated a [cm-1] 

in-plane CH bending / imidazole ring deformation 1151 1137 

phenolate CH in-plane bending 1170 1159 

methyl umbrella / imidazole deformation 1466 1430 

methyl umbrella / phenolate deformation 1477 1451 

phenolate in-plane CH bending / phenolate deformation 1512 1500 

in-plane CH bending / imidazole ring deformation 1544 1544 

phenolate CO stretching / ring deformations 1578 1571 

in-plane CH bending / imidazole ring deformation 1600 1593 

phenolate CO stretching / bridge deformation 1632 1627 

imidazole CO stretching 1680 1667 

a B3LYP/def2-TZVPP scaled by 0.98. 

 

 Figure 4.2 includes an FCHT simulation of the S1  S0 absorption band for the Z isomer, 

which after shifting the band origin by ca 4000 cm-1 qualitatively matches the experimental 

spectrum. Using this simulation, we assign the low-frequency mode, corresponding to the  

70 cm-1 spacing prominently appearing in the experimental electronic spectrum, as a methine 

bridge bending/ ring scissoring mode (B, calculated at ca. 80 cm-1 on the S1 surface but set to 65 

cm-1 to make the agreement better). We assign the peak at 20780 ± 10 cm-1 as the electronic band 

origin, based on the hot band structure on its low-energy side. The broad feature which peaks at 

22130 ± 40 cm-1 is due to combination bands of B building on an imidazole ring breathing/in-

plane CH bending mode on the S1 surface (I, calculated at ca. 1350 cm-1), consistent with previous 
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assignments.24, 38-39 The observed spectral congestion is largely due to the B mode which is 

responsible for the two hot bands below the band origin and the high-energy shoulder of the I 

feature. The width of the experimental features is not limited by the experimental resolution (see 

Chapter 2). We estimate the measured linewidth has a full width at half maximum of ca. 80 cm-1, 

based on a comparison with the calculated spectrum, and note that in the previous chapter we were 

able to resolve narrow lines of the vibronic progression of meta-NP. The width is instead attributed 

to congestion of the spectrum along with intrinsic dynamics of the system, where the initial excited 

state dynamics are expected to occur on a sub-100 fs timescale. 

 The unshifted value of the calculated band origin is 26200 cm-1 which is substantially 

higher than the experimental value. Our FC profile is substantially different from calculations done 

at much higher levels of theory,24, 38-39 which yielded more accurate values for the band origin but 

vibronic progressions that deviate from the experimental progression (see Figure 4.4 for a direct 

comparison). We note that the experimental data presented in Figure 4.2 provide the best 

benchmark to date to gauge the quality of computational approaches to this molecular system. 
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Figure 4.4. Comparison of the experimental spectrum of [HBDI·N2]
- with calculated spectra from 

the literature. The calculated curves have all been shifted to optimally match the experimental data. 

The literature data have been adapted from the references.24, 38-39 

 

 Prior electronic spectroscopy experiments using N2 as a messenger tag suggest that a small 

shift of spectral features is expected relative to the bare species, so it is of interest to contrast the 

spectrum of [HBDI·N2]
- presented in Figure 4.2 with that of bare HBDI-.40 Figure 4.5 shows this 

comparison at various ion trap temperatures. 
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Figure 4.5. Electronic spectra of HBDI- at various trap temperatures. The open circles are raw data 

points, the full lines are adjacent averages to guide the eye, with 3, 5 and 20 points for [HBDI·N2]
-

, 30 K and the other experimental conditions, respectively. The vertical dashed and dotted lines 

show the peak positions for bare HBDI- (30 K) of the (v=0)  (v=0) band at (20800 ± 10) cm-1, 

and of the high energy feature around 22100 cm-1, respectively. 

 

 The electronic spectrum of bare HBDI- has an onset at 20250 ± 50 cm-1, which is at much 

lower wavenumbers than that of [HBDI·N2]
-, and the peak of the spectrum is at 20930 ± 10  

cm-1, with partially resolved shoulders on the lower energy side. The high-energy side of this peak 
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has the same spacing of vibrational features in both the bare and [HBDI·N2]
- spectrum. We assign 

the peak at 20930 cm-1 as the band origin of HBDI-. The presence of the first N2 messenger tag 

results in a shift of the spectrum by 150 ± 27 cm-1 to the red. Addition of a second N2 tag, shown 

in Figure 4.6, leads to an additional red shift of 80 ± 27 cm-1 (measured from the highest point of 

the band envelope). The spectrum of [HBDI·2(N2)]
- has a similar band envelope, but is in general 

less well resolved than the spectrum of [HBDI·N2]
-. Because there are now two N2 molecules 

which can each bind to HBDI- at either oxygen site, there are possibly many distinct position 

isomers present, each with a potentially different band origin. The spectral congestion caused by 

the presence of these isomers, in combination with low overall signal-to-noise ratio, is likely the 

reason we do not resolve the 70 cm-1 spaced features on the main absorption peak. 
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Figure 4.6. Electronic spectrum of [HBDI·(N2)2]
-. Open circles represent the raw data, the purple 

line is a 5-point gliding average to guide the eye. 

 

 With increasing temperature, a prominent shoulder below the band origin develops, until 

we observe a partially resolved peak at 20700 ± 25 cm-1 at 180 K, which eventually dominates the 

spectrum at 300 K. This feature could be due to hot bands. However, our FC simulations do not 

recover this behavior regardless of the simulation temperature, consistent with FC simulations 

performed by others.24, 38-39 Alternatively, this feature could be evidence for the presence of the E 

isomer, which would be consistent with recent results by Bieske and coworkers. They observed 

the presence of the E isomer in ion mobility experiments on HBDI- ions prepared at room 

temperature, and found that the E isomer absorbs at slightly longer wavelengths than the Z 
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isomer.13 The barrier to isomerization has been calculated to be 1.24 eV, which would prevent 

thermal isomerization.13 We will revisit this problem in Section 4.5, where we will argue that only 

the Z isomer is present in our experiment.    

 There are subtle differences between the band envelopes of bare and N2-tagged HBDI-. 

The relative intensities of the feature around 22000 cm-1 and the band origin are different for the 

two species. This could be due to a change in the FC factors, but this seems unlikely given the 

small perturbation the N2 tag induces. Alternatively, it could be due to a change in the branching 

ratio between internal conversion and electron detachment, as the adiabatic electron affinity of 

HBDI is 22017 cm-1.34 To test this hypothesis, we present a comparison of the parent ion depletion 

(which would include both fragmentation and electron loss) and fragment ion formation signal 

channels in Figure 4.7. As can be seen in the figure, the two traces show a near perfect overlap 

indicating that electron detachment does not play a role in our experiment. A third possibility is 

simply that there is a difference in ion temperatures, despite similar trap temperatures between 

[HBDI·N2]
- and bare HBDI-. As discussed in Section 4.3, the presence of the N2 messenger tag 

limits the internal energy of the complex to ca. 720 cm-1, while the bare ion has no such limit, and 

could be affected by radiofrequency heating (see Chapter 3).  
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Figure 4.7. Comparison of the experimental photofragment action spectrum of HBDI- at 30 K trap 

temperature (blue curve) with the parent ion depletion spectrum taken at the same temperature 

(black curve).  

 

4.4 Effects of microsolvation 

 In the chromophore pocket of GFP, a single water molecule binds to the phenolate moiety 

of the chromophore.41 This interaction has only been investigated computationally for HBDI-,10 

and one of the questions in this context is whether the water molecule has a strong influence on 

the electronic spectrum of the chromophore. By raising the trap temperature to 180 K, we are able 

to form complexes between HBDI- and water molecules ([HBDI·(H2O)n]
-, where n = 1, 2). Figure 

4.8 shows the experimental IR spectrum of the water complexes compared with [HBDI·N2]
-.  
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Figure 4.8. Infrared spectra of [HBDI·N2]
- and [HBDI·(H2O)n]

- (n = 1, 2) from 1000 to 2000 cm-

1. The photofragment signals were due to the loss of N2 for [HBDI·N2]
- and of a single H2O 

molecule for [HBDI·(H2O)n]
-, respectively. 

 

 Based on the similarities between the three traces in Figure 4.8, we conclude that the 

chromophore in hydrated clusters is in the Z isomer. We also note the positions of the intense 

vibrational features of HBDI- are only weakly influenced by the microsolvation environment. The 

mode assignments for all three complexes in Figure 4.8 are presented in Table 4.2. The small 

changes to vibrational frequencies are in line with computational predictions by Krylov and 

coworkers.10 There are several ways in which each water molecule can bind to the two oxygen 

molecules, and the binding motifs considered here are displayed in Figure 4.9. 
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Table 4.2. Vibrational mode assignments for [HBDI-·N2] and [HBDI-·(H2O)n] (n = 1, 2). 

mode HBDI-·N2 n = 1 n = 2 

in-plane CH bending / imidazole ring deformation 1151 1148 N/A 

phenolate in-plane CH bending / CO stretching N/A N/A 1396 

methyl umbrella / imidazole deformation 1466 1461 N/A 

methyl umbrella / phenolate deformation 1477 1478 N/A 

phenolate in-plane CH bending / phenolate deformation 1512 N/A 1506 

in-plane CH bending / imidazole ring deformation 1544 1535 1526 

phenolate CO stretching / ring deformations 1578 N/A 1554 

in-plane CH bending / imidazole ring deformation 1600 1595 1593 

imidazole CO stretching 1680 1687 1695 
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Figure 4.9. Calculated structures for all solvated species. Monohydrated species (left) are shown 

with energy relative to (Ia), dihydrate species (right) are presented with energy relative to (IIa). 

All energies are calculated at 0 K. 

 

Natural bonding orbital calculations, done at the B3LYP/def2-TZVPP level of theory, 

indicate that in bare HBDI- both oxygen atoms have roughly equal charge (see Table 4.3). When 

a single water molecule is added, the negative change on the oxygen it binds to is increased slightly 

(ca. 0.04 e), which is followed by an increase in the corresponding CO bond length by about 1%. 

As noted in Table 4.2, the peak at 1680 cm-1 corresponds to the CO stretching vibration of the 

Ia (0 meV) IIa (0 meV) 

Ib (+100 meV) IIc (+70 meV) 

IIb (+5 meV) Ia’ (+3 meV) 

IId (+180 meV) 

Ic (+110 meV) IIc’ (+92 meV) 

IId’ (+196 meV) 
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imidazole group. This peak shifts by +7 cm-1 in the monohydrate spectrum, and another +8 cm-1 

in the dihydrate spectrum. These shifts are consistent with a loss of electron density from the 

imidazole oxygen and a strengthening of the CO bond of the imidazole group. This suggests that 

the water molecules are attached to the phenolate oxygen, but the evaluation of other features in 

the fingerprint region and in the OH stretching region shows that this is too simple an interpretation 

(see below).  

 

Table 4.3. Calculated selected charges (in e) and bond lengths (in Angstroms) in HBDI- and 

different position isomers for [HBDI·(H2O)n]
- (n = 1, 2); isomer labels refer to Figure 4.9. 

Absolute values charge on 

phenolate 

O 

charge on 

imidazole 

O 

phenolate 

CO bond 

length 

imidazole 

CO bond 

length 

Bare -0.662 -0.668 1.24882 1.23223 

n = 1 on phenolate (Ia) -0.699 -0.657 1.26178 1.22972 

n = 1 on imidazole (Ib) -0.653 -0.713 1.24701 1.24317 

n = 2, both on phenolate (IIa) -0.748 -0.648 1.26932 1.22787 

n = 2, both on imidazole (IIc) -0.643 -0.762 1.24525 1.25365 

n = 2, one each on phenolate and 

imidazole (IIb) -0.691 -0.703 1.25972 1.24032 

Differences for hydration isomers 

w.r. to bare HBDI- 
   

  

n = 1 on phenolate (Ia) -0.037 0.011 0.01296 -0.00251 

n = 1 on imidazole (Ib) 0.009 -0.045 -0.00181 0.01094 

n = 2, both on phenolate (IIa) -0.086 0.02 0.0205 -0.00436 

n = 2, both on imidazole (IIc) 0.019 -0.094 -0.00357 0.02142 

n = 2, one each on phenolate and 

imidazole (IIb) -0.029 -0.035 0.0109 0.00809 
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 The next two significant features of the HBDI- IR spectrum are the peaks at 1600 cm-1 and 

1544 cm-1, and both can be described as in-plane CH bending/imidazole ring deformation modes. 

The upper feature shifts by -6 cm-1 upon addition of the first water molecule, and shifts -2 cm-1 

further with addition of the second water molecule. The peak at 1544 cm-1 shifts steadily by ca. 10 

cm-1 per water molecule. The CO stretching motion of the phenolate ring is present as a shoulder 

on the high energy side of the dominant feature at 1578 cm-1. This feature becomes clearly 

identifiable in the dihydrate spectrum when it has shifted to 1554 cm-1 and is now a resolved peak. 

The red-shift of this mode is consistent with hydration at the phenolate. However, an additional 

weak feature around 1650 cm-1 is characteristic of an isomer with a water molecule bound to the 

imidazole oxygen. Finally, a feature at 1396 cm-1, which corresponds to an in-plane HCH 

bending/CO stretching mode on the phenolate moiety, gains intensity in the dihydrate spectrum. 

This behavior is only reproduced in calculations with both water molecules bound to the phenolate 

moiety. 

 In general, the spectral region from 1000 cm-1 to 2000 cm-1 shows weak effects of 

microhydration on the vibrational spectrum of the chromophore and suggests that we have a 

mixture of conformers, with some hydrated at the phenolate and some at the imidazole for both 

the mono- and dihydrated species. To investigate this question from the point of view of the 

solvent, we move to the OH stretching region of the IR, where the OH stretching frequencies of 

the water molecules will serve as sensitive IR probes of their hydrogen bonding environment. 

 Figure 4.10 shows the IR spectra of [HBDI·N2]
- and [HBDI·(H2O)n]

- (n = 1, 2) over the 

range of 2700 cm-1 to 3800 cm-1. The spectrum of [HBDI·N2]
- contains only CH stretching modes 

in this region (as no OH groups are present) in the range of 2800 cm-1 to 3100 cm-1. This region 

can contain Fermi interactions between HCH bending mode overtones and CH stretching 
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fundamentals, making assignments of vibrational features difficult. Despite this problem, we 

assign the peaks at 2848 cm-1 and 2878 cm-1 to the totally symmetric stretching modes of the CH3 

groups on the imidazole moiety and the unresolved group of peaks around 2930 cm-1 to the 

antisymmetric version of these modes. The two peaks at 3033 cm-1 and 3059 cm-1 are tentatively 

assigned as CH stretching modes of the phenolate ring. All of the CH stretching features exhibit 

minimal shifts upon hydration. 

 

Figure 4.10. IR spectra of of [HBDI-·N2] (top, black) and [HBDI-·(H2O)n] (n = 1, 2 magenta and 

blue) from 2700 to 3800 cm-1. The photofragment loss channels are the same as in the low energy 

region.  

   

The remainder of this spectral region contains the OH stretching vibrations of the water 

molecules, which dominate the spectra of the hydrated ion. All structures calculated here have at 
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least one free OH oscillator that does not participate in a hydrogen bonding interaction. The 

signature for the free OH appears at 3703 cm-1 and is present in both the singly and doubly hydrated 

species. The large features in the 3100 cm-1 to 3500 cm-1 range belong to hydrogen bonded OH 

stretching vibrations. 

Figure 4.11 shows a comparison of the experimental and calculated IR spectra for several 

conformers of the monohydrated species. We assign the broad feature at 3180 cm-1 to the signature 

of a water molecule solvating the phenolate oxygen. The corresponding vibrational mode can be 

characterized as the symmetric OH stretching mode, and is primarily localized on the OH group 

participating in the hydrogen bond. A conformer (Ia’, see Figure 4.9) with the water molecule 

binding to the phenolate, but anti to the methine bridge CH group is isoenergetic with conformer 

Ia and has an identical infrared spectrum. The feature at 3340 cm-1 is representative of the 

symmetric OH stretching mode of a water molecule solvating the imidazole oxygen. The presence 

of both features confirms that we indeed have a mixture of conformers present in the experiment.  
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Figure 4.11. Calculated infrared spectra of selected conformers of monohydrated HBDI- (lower 

traces, see Figure 4.9 for other conformers), compared to the experimental spectrum (upper trace). 

The spectrum contains signatures for CH stretching vibrations (CH), H-bonded OH stretching on 

the phenolate (red-shaded region) and imidazole (blue-shaded region) groups, and the free OH 

stretching mode (F). All calculations have been scaled by 0.957 to match the experimentally 

observed free OH stretching vibrations. The calculated energies (at 0 K) of the conformers relative 

to the lowest energy conformer (Ia) are given in each simulated trace. 

  

The broad widths of the hydrogen bonded OH stretching features reflect the fact that the 

complexes are formed through an evaporative ensemble,37 with internal energies on the order of 

the binding energy of a water molecule (about 4000 cm-1, discussion to follow). Because of this, 

the water molecule is likely to explore a significant range of OH···O- angles through large 

amplitude motions both in the plane of the HBDI- and perpendicular to it, resulting in the observed 

broadening. Figures 4.13 and 4.14 show the calculated frequency of the hydrogen bonded OH 
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stretching mode as a function of the in-plane and out-of-plane pivot angle respectively. As can be 

seen in the figures, motion in either of these coordinate can lead to a change in OH stretching 

frequency of ca. 200 cm-1. 
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Figure 4.12. Calculated hydrogen bonded OH stretching frequency as a function of the in-plane 

pivot angle for both a phenolate bound and imidazole bound water molecule.  
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Figure 4.13. Calculated hydrogen bonded OH stretching frequency as a function of the out-of-

plane pivot angle for both a phenolate bound water molecule.  

 

Overall, we obtain similar structures and energetic ordering as found by Krylov and 

coworkers.10 The lowest energy structure of the monohydrate complex corresponds to hydration 

at the phenolate oxygen (Ia). Hydration at the imidazole oxygen is ca. 100 meV higher in energy, 

with the oxygen lone pair being able to weakly bind to either the nearest methyl group (Ib) or to 

the CH group of the methine bridge (Ic). 

A coarse estimate of the relative populations of the two binding sites was achieved by 

fitting the two H-bonded OH features with Gaussian profiles and comparing the areas, scaled by 

the calculated IR intensities for conformers Ia and Ib. The result suggests that ca. 60% of the 

complexes exist with the water bound to the phenolate group and ca. 40% have the water bound 

to the imidazole group. We note that this ratio is not consistent with a thermal population. One 

possible explanation for this behavior is through the differing binding energies of water molecules 

to each site. In principle, the larger binding energy at the phenolate site (calculated at 4550 cm-1) 

could suppress the fragment ion signal generated from this complex compared to that of the 
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complex with the water bound to the imidazole (binding energy calculated at 3740 cm-1). However, 

as noted previously, there is considerable internal energy in the complexes, because they are 

formed from an evaporative ensemble.37 The internal energy in a complex formed this way is on 

the order of the binding energy of a water molecule in the dihydrate, which is calculated between 

3300 cm-1 and 4500 cm-1. As a result, the internal energy of the complex assists in dissociation 

after photon absorption. This is also reflected in the fact that we are able to record IR spectra in 

and below the carbonyl stretching region (see Figure 4.8). A more plausible explanation for the 

deviation of the population ratio from that of a thermal distribution is that migration of water 

molecules between the two binding sites involves breaking of the hydrogen bond to the ion. 

Interconversion between the two binding sites is therefore likely to be hindered by a large barrier, 

leading to kinetically trapped species. This means that the population ratio is better described by a 

cross section for the capture of a water molecule by the two different binding cites. Future 

experiments could employ a separation of water adduct formation and messenger tagging,42 

together with hole-burning spectroscopy43-44 to allow observation and assignment of individual 

hydration conformers. 

The spectrum of the dihydrate species in the OH stretching region is presented in Figure 

4.14 and is remarkably similar to that of the monohydrate. It is again dominated by two broad 

features at 3190 cm-1 and 3340 cm-1 corresponding to hydrogen bound OH stretches and again has 

the signature of the free OH stretching vibration at ca. 3700 cm-1. The two water molecules can be 

either bonded to the same oxygen, or one to each binding site, resulting in three possible binding 

site occupation combinations. For each binding site occupation there are again several possible 

conformers due to the conformational flexibility within each site, and these conformers are all 
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close in energy. Figure 4.15 shows a comparison of the experimental spectrum with several 

calculated conformers. 

 

Figure 4.14. Calculated IR spectra of several conformers of [HBDI·(H2O)2]
- (lower traces), 

compared to the experimental spectrum (upper trace). The points in the upper trace are raw data, 

the full black line is an 11-point gliding average to guide the eye. The spectrum contains signatures 

for CH stretching vibrations (CH), OH stretching H-bonded to the phenolate (red-shaded region) 

and imidazole (blue-shaded region) groups, and the free OH stretching mode (F). All calculations 

have been scaled by 0.957 to match the experimentally observed free OH stretching vibrations. 

The calculated energies (at 0 K) of the conformers relative to the lowest energy conformer (IIa) 

are given in each simulated trace. Arrows in the lowest trace show how the infrared features of 

conformer IIa change as the H-bond between the water molecules is lost (see text). Arrows in the 

trace for conformer IId show the expected analogous behavior upon breaking the water-water H-

bond for a conformer with both water molecules on the imidazole. The full and dashed lines in the 

trace for conformers IIc and IIc’ correspond to the water molecule positions indicated by full and 

dashed circles, respectively. 
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Conformer IIa is the lowest energy structure with both water molecules binding to the 

phenolate and forming a water-water hydrogen bond (see Figure 4.9). We note, however, that the 

experimental spectrum does not show any feature that would indicate a water-water hydrogen 

bond, which is predicted at ca. 3600 cm-1. Experiments by Johnson and coworkers on I-·(H2O)2 

showed that the water-water hydrogen bond in that cluster does not survive in trap temperatures in 

the present experiment, easily explaining the lack of this feature in our experiment.45 Based on 

their work, we expect the two ionic hydrogen bond features to shift closer together (see arrows in 

lowest trace of Figure 4.14), behaving like independent monomers rather than dimers. The 

corresponding conformer (IIb) in the present case is a stable minimum energy structure, which is 

practically isoenergetic with IIa. At the internal energies present in these complexes, the higher 

entropy of conformer IIb will likely drive the breaking of the water-water hydrogen bond, and we 

expect that conformer IIa is not populated at this temperature. As a result, the lower frequency 

feature in the experimental trace is still due to hydration of the phenolate oxygen, while the higher 

energy feature is indicative of hydration of the imidazole moiety. Attempts at generating a stable 

structure with two independent water molecules bound to the imidazole moiety failed. We do, 

however, expect the same entropy driven loss of a water-water hydrogen bond to occur for this 

configuration, which will lead to the behavior indicated by the arrows shown in the trace of 

conformer IId in Figure 4.14. The experimental spectrum is again consistent with a mixture of 

hydration conformers, but we refrain from estimating the ratio of the different conformers due to 

the large number of possible structures. Hydration of the phenolate by both water molecules is 

lowest in energy, followed by hydration by one water at each binding site (+70 meV), with two 

water molecules on the imidazole being highest in energy (+180 meV), which is consistent with 

calculations by Krylov and coworkers.10 
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While HBDI- is hydrated at both the phenolate and imidazole moiety in our experiment, it 

is only hydrated at the phenolate in the protein. While this hinders the immediate comparison of 

hydration effects in clusters with hydration in the protein, it is still interesting to explore the effect 

of hydration on the electronic spectrum of HBDI-. Figure 4.15 presents the electronic spectra for 

HBDI- at 30K and [HBDI·(H2O)n]
- (n = 1, 2) at 160 – 180 K. The band envelope for bare HBDI- 

and the singly hydrated species are strikingly similar. The vibronic features of the hydrated species 

are less well resolved than for bare HBDI-, but we assign the band origin to a partially resolved 

peak at 20985  30 cm-1, which is only 55 cm-1 blue-shifted from bare HBDI-. Additionally, we 

have a partially resolved peak at ca. 21120 cm-1 and a shoulder at 21195 cm-1. These features are 

likely due to low-frequency bending motions of the methine bridge (see section 4.3). We also 

assign the set of peaks around 22200 cm-1 as an imidazole ring breathing/in-plane CH bending 

mode and its combination bands with the methine bridge bending mode. While the addition of a 

single water molecule has a minimal effect on the electronic spectrum of HBDI-, the spectrum of 

the dihydrate exhibits a significantly altered envelope. Here we observe a broad feature around 

21400 cm-1, followed by another around 22130 cm-1. It is impossible to extract a clean band origin 

from the spectrum, but we find that the half-maximum point on the rising edge of the first feature 

is blue shifted by ca. 180 cm-1 from the analogous point of the monohydrate envelope.  
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Figure 4.15. Electronic spectra of HBDI- at 30K and [HBDI·(H2O)n]
- (n = 1, 2). The photofragment 

signals were the loss of a methyl group for bare HBDI-, and of all H2O molecules for 

[HBDI·(H2O)n]
-, respectively. The vertical dashed line marks the band origin of bare HBDI- at 

20930 cm-1.  

 

 We assume the vertical excitation energies are equal to the band origin energies in the FC 

region based on the discussion of the bare HBDI- spectrum, where the calculations predict a 

shallow minimum energy geometry on the S1 potential energy surface. Our calculations, done at 

the CAM-B3LYP/def2-TZVPP level of theory, predict a shift of -9 cm-1 and +54 cm-1 for hydration 

at the phenolate and imidazole oxygen, respectively. This is in contrast to calculations done by 

Krylov and coworkers10 at the SOS-CIS(D)/cc-pVTZ level of theory which predicted a shift of 

+240 cm-1 and -160 cm-1 upon hydration at the phenolate and imidazole oxygen, respectively. The 

first feature in the monohydrate spectrum (at ca. 20985 cm-1), which is broader than that of bare 

HBDI-, likely contains the band origin of both hydration conformers. The splitting between the 
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calculated band origins in our calculations are consistent with the experimental width of this 

feature, although this agreement is likely fortuitous, while the splitting calculated by the Krylov 

group is too large to fit the experimentally observed width of the FC profile.  

 Calculations of vertical excitation energies for the three hydration families of the dihydrate 

span ca. 300 cm-1 (see Table 4.4 for a summary), and some are red shifted from that of the bare 

ion. These calculations do not explain the observed blue shift in the experimental spectrum or the 

deviation from the characteristic envelope of HBDI-. It is likely that the change in envelope of the 

dihydrate spectrum is at least in part due to a mixture of hydration conformers. However, because 

of the many complications arising from the mixture of conformers and the lack of a clear 

computational description, we refrain from a more definitive assignment. We note that the 

dramatic shift induced by the second water molecule is unexpected, as most often the first one or 

two molecules induce a significant change, while additional water molecules have less pronounced 

effects.46-47 This is clearly not the case here, where the second water molecule brings the electronic 

spectrum significantly closer to bulk solution than the first.  

 Figure 4.16 is a summary of all the electronic spectra we have discussed thus far, along 

with a comparison to the spectrum of GFP taken at 77 K48 and that of HBDI- in aqueous solution. 

The figure shows the striking similarity of the absorption band envelopes of HBDI- in the protein 

and in vacuo, even when solvated by a single water molecule. As discussed previously, addition 

of a second water molecule shifts the band dramatically towards the solution spectrum. This 

highlights the value of experiments done on isolated chromophores. Not only can they provide a 

clean access to intrinsic photophysics, but also solution phase data can be representative of entirely 

different behavior than that of a protein environment. 
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Figure 4.16. From top: Absorption spectrum of wild-type GFP at 77 K (green); photodissociation 

spectra of HBDI- at 30K (black) and [HBDI·(H2O)n]
- (n = 1, 2, magenta and blue) in the visible 

spectral region; UV/vis absorption spectrum of aqueous HBDI- at pH 11. All traces were 

normalized to the same peak height. Photofragment signals were the loss of a methyl group for 

bare HBDI-, and of all H2O molecules for [HBDI·(H2O)n]
-, respectively. The vertical dashed line 

marks the band origin of bare HBDI- at 20930 cm-1. The absorption spectrum of wild-type GFP 

was digitized from ref.48  

 

4.5 Hot band assisted infrared spectroscopy 

In the visible and UV regions of the electromagnetic spectrum, absorption of one or two 

photons is often sufficient to lead to photodissociation of a given molecule, but this is not typically 

the case for IR spectroscopy, since the bond dissociation energy of most molecules is significantly 

larger than the energy deposited by one or two IR photons. Therefore, to take IR photodissociation 
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spectra of molecules, one must form weakly bound complexes with molecules like N2, with 

binding energies on the order of a few hundred cm-1. Combining the absorption of an IR photon 

with absorption of a UV photon, or photons, leads to a set of IR-UV double reesonance methods 

which can be used to investigate the structures of molecules. Though these methods require the 

implementation of two light sources, they are free from ion temperature limitations, difficulties in 

the preparation of messenger tagged species, and the technical requirements of infrared 

multiphoton dissociation (IRMPD) experiments, which typically require the use of expensive free 

electron lasers. There are several ways to carry out IR-UV double resonance spectroscopy, 

summarized in Figure 4.17. One such technique is referred to as ion dip spectroscopy (Figure 

4.17.a) which involves tuning the UV/vis light source to a specific, narrow transition |0⟩ → |𝑓⟩ 

starting from the electronic and vibrational ground state, |0⟩, where fragmentation occurs upon 

electronic excitation into the fragmenting final state |𝑓⟩. One then monitors the fragment ion signal 

while tuning the infrared light source. When the infrared light source becomes resonant with a 

transition, the fragment ion signal dips as the population of |0⟩ is depleted. Another technique is 

to tune the UV/vis light source to be on resonance with a specific vibrationally excited state |𝑣𝑖𝑏⟩ 

to a specific vibronic resonance in the fragmenting state |𝑓⟩ ((|𝑣𝑖𝑏⟩ → |𝑓⟩), true IR-UV double 

resonance (Figure 4.17.b).   

In this chapter, we discuss another double resonance approach which works well for large 

ions due to their ability to undergo rapid intramolecular vibrational relaxation (IVR).49 In this 

approach, the target molecule (HBDI- in our experiment) absorbs an infrared photon and undergoes 

IVR, resulting in a hot ion with nowhere for the excess energy to go. The distribution of energy 

depends on the time after absorption and is not necessarily a thermal distribution. We then tune 

the UV/vis photon to an energy where hot bands are found in the UV/vis spectrum of HBDI-, 
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which results in excitation into the fragmenting state |𝑓⟩ (Figure 4.17.c), here the S1 state. We refer 

to this technique as hot band assisted IR (HAIR) spectroscopy, and note it is sometimes referred 

to as IR-UV gain spectroscopy in the literature.  

 

Figure 4.17. Excitation schemes for resonant IR-UV 2-photon photodissociation spectroscopy. 

Fragmentation occurs upon excitation to state |𝑓⟩. 
 

 In Section 4.3 we posed the possibility of the increase of intensity on the low energy side 

of the band origin region of the electronic spectrum observed for HBDI- as a function of increasing 

temperature being due to the development of a population of the E isomer, which has been 

observed in room temperature ion mobility experiments.13 To address this question, we will use 

HAIR spectroscopy to investigate the temperature dependence of the IR spectra of HBDI-.  

 This type of spectroscopy requires a slight modification to our experimental operation, as 

both infrared and visible light pulses will interact with the target ions. The two beam paths are 

spatially separated by 8 cm, and the infrared pulse irradiates the target molecules ca.1.5 s before 

the visible pulse (parent ion kinetic energies are ca. 3.2 keV, the mass of the ion is 215 u). The 

mass spectrometer and visible OPO are operated at a repetition rate of 20 Hz, while the IR light 
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source is fired every other experimental cycle (10 Hz). This provides photodissociation signals 

with and without IR irradiation, and the difference between these signals can be traced to the 

absorption of IR light.  

 Figure 4.18 shows a comparison between the electronic spectrum of HBDI- at 30 K and 

300 K, focusing on the S0  S1 band origin at 20930 cm-1. These spectra, discussed in Section 4.3, 

were taken without prior exposure to infrared irradiation. Comparing the two reveals that the 

spectral region below ca. 20750 cm-1 contains only hot bands and shows no absorption features at 

low temperatures. We use this region of the spectrum as a probe for infrared spectroscopy in the 

HAIR approach.  

  

 

Figure 4.18. UV-Vis spectra of HBDI- at 300K (red trace) and 30K (blue trace) in the band origin 

region. The dots are data points, the lines are a 5-point adjacent average (300 K) and an Akima 

spline (30 K) to guide the eye. The dashed vertical line shows the band origin at 20930 cm-1. Note 

that no IR irradiation was done to acquire these spectra. 

 

Absorption of an infrared photon prior to electronic excitation adds vibrational energy into 

the molecule, which leads to an increase of intensity in hot bands, compared to irradiation by 
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visible photons only. This effect is demonstrated in Figure 4.19. The increase in hot band intensity 

due to infrared irradiation is observable for all trap temperatures studied here, from 30 K to 300 

K, which allows us to record infrared spectra of HBDI- at any temperature in this range. This would 

not be feasible relying on messenger tagging, given the narrow range of temperatures for attaching 

messenger species (e.g., 25 K – 40 K for N2 in our experiment). As can be seen in Figure 4.19, the 

infrared-generated hot bands are more pronounced at low trap temperature than at high 

temperature, and the signal-to-noise ratio is correspondingly higher at low temperature. 
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Figure 4.19. Electronic spectra in the S1 band origin region of HBDI- at 30, 180, and 300 K trap 

temperatures. Full lines are spectra without (black) and with (red) resonant IR irradiation at 1536 

cm-1; open triangles show the difference between the two signals, where the difference values for 

300 K have been amplified by a factor 3 for clarity.  

 

Figure 4.20 shows the HAIR spectra of HBDI- in the carbonyl stretching region at various 

temperatures, compared to that of the N2 messenger tagged spectrum. Calculated spectra for the E 

and Z isomers of HBDI are also presented. The spectra show a weak temperature dependence of 

the IR signatures. The peaks at 1544 cm-1 and 1600 cm-1 shift by -5 cm-1 and -7 cm-1 respectively 
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over the range of 30 K to 300 K trap temperature. Recall from Section 4.3, the electronic spectrum 

of HBDI- had developed a partially resolved peak at 20700 cm-1 at 180 K. The shifts of both the 

1544 cm-1and 1600 cm-1 feature are nearly indiscernible at 180 K. The peak at 1680 cm-1 broadens 

with increasing temperature, until at 300 K it is no longer clearly observable. 
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Figure 4.20. Infrared spectra of HBDI- under different conditions. The lowest traces are simulated 

spectra for the dominant Z isomer (full black line) and the E isomer (dotted black line). The other 

traces show experimental infrared spectra using N2 tagging and HAIR data for different trap 

temperatures as indicated on the traces. Open circles are raw data points, the full lines are 5-point 

adjacent averages. The vertical lines show the calculated band positions of the dominant band for 

the Z and E isomers. The HAIR spectra were acquired at 20580 cm-1, 20160 cm-1, and 19800 cm-

1 for 30 K, 180 K, and 300 K trap temperature, respectively. 

  

To understand the decrease in HAIR signal with increasing temperature, we consider the 

temperature dependence of the vibrational molecular heat capacity and assume that IVR results in 

a thermal distribution of energy throughout the vibrational modes of the molecule by time the 

visible irradiation arrives (ca. 1.5 s after irradiation by the IR source). Figure 4.21 shows the 

temperature dependence of the vibrational contributions to the internal energy (Uvib), which was 
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calculated from equation (1), and constant volume heat capacity (CV,vib), which is simply the 

temperature derivative of (1), of HBDI-.  

𝑈𝑣𝑖𝑏 = ∑
ℏ𝜔𝑗

𝑒
ℏ𝜔𝑗/𝑘𝐵𝑇

 −1
𝑗       (1) 

Here j are the frequencies of the vibrational modes (obtained from harmonic frequency 

calculations), ħ is the reduced Planck constant, kB is the Boltzmann constant, and T is the 

temperature. If we consider an ion of initial temperature of 30 K absorbing a single IR photon of 

frequency 1000 cm-1, after IVR, this increase in internal energy represents a substantial increase 

in the molecular temperature (demonstrated by the blue dots in Figure 4.21). If we instead consider 

an ion with an initial temperature of 300 K absorbing that same 1000 cm-1 photon, the change in 

ion temperature is less pronounced (demonstrated by the orange dots in Figure 4.21) as the heat 

capacity has increased. Therefore, the HAIR intensity will in general be more difficult to measure 

with higher starting temperatures due to the relatively small change in ion temperature resulting 

from absorption of the IR photon. This problem is exacerbated when dealing with larger molecules, 

which have correspondingly larger heat capacities to begin with, and when dealing with relatively 

low energy photons. 
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Figure 4.21. Constant volume heat capacity (black trace) and average vibrational internal energy 

(red trace) of HBDI- as a function of temperature. The circles and curved arrows show the change 

in molecular temperature upon absorption of a 1000 cm-1 infrared photon, starting from 30 K (blue) 

and from 300 K (orange). The horizontal arrows indicate which curve belongs to which vertical 

scale. 

 

 We present the carbonyl stretching region in Figure 4.20 because this region was used in 

the initial Z isomer assignment in Section 4.3, based on the spacing of the three dominate features. 

We observe neither a significant change in the spacing between these features of the spectrum at 

180 K, nor the emergence of any new features at that temperature, and therefore conclude the 

HAIR spectra do not suggest the development of a population of the E isomer. 

 This leaves the questions about temperature dependence of the electronic spectrum of 

HBDI- unanswered, specifically the observation that behavior of the low energy side of the 

absorption band that was not recovered by FC simulations. This behavior is reminiscent of those 

observed by Roithova and coworkers50 who found a pronounced temperature dependence of the 

spectra of rhodamine 123, which was also not recoverable by FC simulations. They concluded that 

the cause of this dependence lies in the fact that photodissociation required 3-4 photons. An 
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efficient return to the ground state after successive absorption events resulted in an increase of 

vibrational temperature of the ions for the absorption of all photons after the first, drastically 

skewing the spectrum towards lower photon energies. These effects would not be accounted for 

by FC simulations. We assume similar processes are affecting the spectrum of HBDI-, since two 

photons are required for photodissociation in the S1 band origin region. HBDI- is known to undergo 

radiationless relaxation with ps lifetime7-8, 19, 23-24, 27, 51 after absorption of the first photon, which 

results in the population of vibrationally hot ions in the electronic ground state, which then absorb 

the second photon. A simple FC simulation is unlikely to predict the spectral envelope in these 

circumstances. 
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Chapter 5 Protoporphyrin 

 

This chapter has been adapted from Ref.1 with permission from the PCCP Owner Societies. 

 

5.1 Introduction 

 Porphyrins are a class of macrocycles with a characteristically intense visible absorption 

and are a vital component of many biological processes such as participating in electronic/chemical 

transport,2 and photosynthesis,3 among others. Their abundance in biology has prompted many 

efforts to apply them in areas centered around their visible absorption properties such as 

photosensitizers in solar cells,4-5 photocatalysts for CO2 reduction,6-7 and as candidates for non-

linear optical materials8 to name a few. Optimization of these applications requires a thorough 

understanding of the intrinsic electronic structure of the porphyrin system being used, as well as 

how interaction with the chemical environment can affect their properties. 

 Porphyrins are tetrapyrroles (four pyrrole rings connected by methine bridges forming an 

extended conjugated system) which form a conjugated ring. Varieties exist with or without a metal 

atom in the center (see Figure 5.1). The incredible biological versatility is introduced by modifying 

the side chains of the pyrrole rings or changing the metal center if one is present. The simplest way 

to model the electronic properties of a porphyrin ring is by treating the 18 π electrons as particles 

on a ring. This was used by Gouterman9-10 to develop the four-orbital model which predicts two 

separate pairs of  degenerate transitions, where the lower energy pair is weaker and is referred to 

as the Q band, and the higher energy pair is more intense and is referred to as the B or Soret band. 

While the Soret band typically presents as a single, wide feature, the Q band typically consists of 

two features spaced by ca. 1500 cm-1, which are part of the vibronic progression. These two 
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features are resolved even in low-resolution spectra. The Q band appears either in of two patterns, 

which are named after the symmetries of the macrocycles as the D4h and the D2h pattern (see Figure 

5.1). The D4h pattern consists of a single set of two features and is observed primarily in the spectra 

of metalloporphyrins, where the macrocycle has approximate D4h symmetry. This spectral pattern 

can also be achieved by protonating all 4 of the pyrrole nitrogen atoms. The D2h pattern appears if 

the metal center is removed and only two of the pyrrole nitrogen atoms are protonated, thus 

lowering the symmetry and breaking degeneracy of the electronic state giving rise to the Q band. 

This leads to the observation of two separate pairs of features, which are referred to as the Qx and 

Qy bands. The B band undergoes an analogous splitting and gives rise to a Bx and By band, though 

typically the splitting in these bands is too small to be observed, and is outside the spectral range 

considered in the present experiment. The D2h pattern is also referred to as the free-base pattern 

and is found in the case of protoporphyrin IX (PP), which is the focus of this chapter. 
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Figure 5.1. D4h and D2h macrocycle structures and their schematic electronic spectra for a general 

metalloporphyrin (left) and protoporphyrin IX (right). 

 

The electronic structure of porphyrin systems has been studied for decades9, 11-14, including 

that of PP.15 Many of these experiments were performed at room temperature in solutions, causing 

vibronic structure, beyond the previously mentioned characteristic two-peak structure of the Q 

band, to largely be obscured by hot bands and solvent effects. PP has an added complication in 

that it is amphiphilic and forms polydisperse aggregates in aqueous solution, with a pH dependent 

number of monomer units.16 Porphyrins have also been studied extensively in cryogenic matrices9, 

15 which were able to provide vibronic resolution, but in these experiments each absorption feature 

appears as a multiplet, due to matrix effects, complicating interpretation. As a result, condensed-

phase results are difficult to interpret and do not reflect the intrinsic photophysics of this 

chromophore. 
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Experiments have been done on PP in gaseous environments as well. Brøndsted-Nielsen 

and coworkers17 investigated the PP Q bands in an experiment similar to ours but at room 

temperature and they were unable to observe the lowest energy peak of the Qx signature. The 

features of the vibronic progression they did observe were unresolved due to the elevated 

temperature. Experiments have also been done on neutral PP using supersonic jet techniques which 

yielded congested spectra,18 likely due to incomplete vibrational cooling. In general, an electronic 

spectrum in the Q band region of PP with vibronic resolution has remained elusive, leaving key 

details about the intrinsic photophysics of this important species unknown.  

Here we present the electronic spectra of cryogenically prepared PP in a singly and doubly 

deprotonated form, where we achieve vibronic resolution of the Q bands. Additionally, we are able 

to investigate the electronic Stark effect, a shift of the electronic bands induced by the electric field 

of a charge, or set of charges, located only a few Å away from the conjugated macrocycle, which 

is on the order of 109 V/m. We also present infrared spectra of both deprotonated species to assess 

structural differences.  

 

5.2 Computational 

 Ground and S1 excited state geometry optimizations and harmonic frequency calculations 

of PP and porphine (a simplified model of PP) were performed using DFT at the CAM-B3LYP/cc-

pVDZ level of theory. Vertical transition energies of the S1 and S2 states were calculated using 

TDDFT with both the ⍵B97XD and CAM-B3LYP functionals and the cc-pVDZ basis sets after 

ground state optimization with the same functionals/basis sets.  

 Results from these calculations were then used to perform Franck-Condon-Herzberg-Teller 

(FCHT) simulations. We interpret our experimental spectrum using the FCHT simulation for 
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porphine. We employed the vertical gradient approximation19 when performing FCHT simulations 

of PP in the S1 state, as calculations on PP not done under this approximation lead to a failure to 

construct a Duschinsky rotation matrix. All FCHT simulations were done at 0 K, and all DFT, 

TDDFT, and FCHT simulations were performed using Gaussian 16. 

 We also used multireference methods to calculate the vertical excitation energies as 

previous work has shown that CASSCF/NEVPT2 calculations predict the excitation energies of 

the Q bands well,20-21 and Angeli et al. note that using an active space of 4 electrons in 4 orbitals 

provides nearly quantitative splitting of the Q bands.22 The active space for all reference wave 

functions was chosen to include the two highest (and lowest) lying doubly occupied (and 

unoccupied) π-orbitals from the conjugated system of PP and the reference wave functions were 

generated using state averaged CASSCF (denoted SA-N-CASSCF, where N is the number of states 

averaged). The energies of these wave functions were corrected using NEVPT2.23-25 Exploratory 

calculations were performed averaging 3 (X, Qx, Qy) and 5 states (X, Qx, Qy, Bx, By). Both results 

are reported here as both produced qualitatively similar results with the N = 3 case providing the 

best agreement with experiment. All correlated calculations used the cc-pVDZ basis set, were 

performed using the PySCF26-28 package, and were checked with the ORCA29-30 package. All 

multireference calculations were performed by James E. T. Smith in the group of Prof. Sandeep 

Sharma. 

 

5.3 Discussion 

  Figure 5.2 shows the D2h patterned electronic spectrum of [(PP–H)·N2]
- in the Q band 

region. The experimental spectrum fails to return to baseline on the high energy end of the 

spectrum which we attribute to the onset of the Soret band. The Qx band origin is at 15868 ±10 
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cm-1 and is followed by a vibronic progression that extends about 2000 cm-1. The Qy band origin 

is at 18760 ± 30 cm-1 and has a similar, though less resolved, vibronic progression. This reduction 

of resolution is likely due to a shorter lifetime of the S2 state. Exploratory measurements on the 

complex with two N2 molecules attached indicate a ca. 10 cm-1 induced shift of the band origin 

per N2 adduct. 

 

Figure 5.2. Electronic spectrum of [(PP–H)·N2]
-, showing the Qx and Qy absorption bands. The Qx 

band origin is at 15868 ±10 cm-1, and the Qy band origin is at 18760 ± 30 cm-1. Both band origins 

exhibit a qualitatively similar vibronic progression which extends ca. 2000 cm-1 above each origin. 

 

 Figure 5.3 shows the Qx band of the experimental electronic spectrum (blue trace) along 

with the FCHT simulation for porphine (black trace) and (PP-H)- (green trace). Recall, the FCHT 

simulation for (PP-H)- was done under the vertical gradient approximation. Both simulations 

acceptably recover the experimental pattern, however the porphine simulation has a slightly better 

match. This suggests that the observed vibronic progression is primarily due to excitations in the 

vibrational modes of the macrocycle, rather than the propionic side chains. This is consistent with 
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the observation of the same general Q band structure (and spacing) for most porphyrins, as was 

discussed in the introduction. Others have shown previously that while the Herzberg-Teller 

treatment underestimates the relative intensity of the band origin, it does produce a better match 

with the vibronic progression in general when compared to FC simulations.12 FC simulations do 

however capture the experimental band origin behavior well, and establish the vertical transition 

energies at the band origin.  
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Figure 5.3. The experimental Qx absorption band of [(PP–H)·N2]
- (blue) compared with the FCHT 

simulation of neutral porphine (black) and FCHT simulation (using the vertical gradient 

approximation) of (PP-H)- (green). All calculations (ground and excited state) were done at the 

CAM-B3LYP/cc-pVDZ level of theory using a scaling factor of 0.97. The open circles in the 

experimental trace are data points and the full line is a B-spline to guide the eye. The assignments 

are based on the porphine simulation. The simulations have been shifted to align with the 

experimental band origin. 

 

As stated above, the Qx band origin of [(PP–H)·N2]
- is at 15868 ± 10 cm-1 and is followed 

by a vibronic progression that extends until ca. 18000 cm-1. In the remainder of this chapter, we 

denote transitions, as in Chapter 3, by 𝑄𝜈"
𝜈′

, where Q is the label of the vibrational mode numbered 

in order of increasing vibrational frequency in the S1 state, and ν” and ν’ are the numbers of quanta 
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in mode Q of the ground and S1 electronic states, respectively. For clarity, experimental 

frequencies are reported in terms of their offset from the band origin, not as absolute values. The 

band origin is accompanied by a shoulder at 77 cm-1 and a partially resolved peak at 227 cm-1. The 

shoulder is due to the 70
1 band, which can be described as a macrocycle deformation mode where 

elongation along the x-axis is out of phase with elongation along the y-axis. The peak at 227 cm-1 

is due to the 130
1 mode and is the in-phase combinations of these motions.  

 The next set of peaks we assign are the two partially resolved peaks at 642 cm-1 and 722 

cm-1, which are the 330
1 and 410

1 modes, respectively. These modes include deformations of the 

pyrrole rings coupled with distortions of the macrocycle. This low energy portion of the absorption 

band exhibits minor spectral congestion, but beyond ca. 1000 cm-1 from the band origin, significant 

spectral congestion sets in because of multiple FCHT active states being close in energy resulting 

in the spectrum failing to return to baseline between features, as was similarly observed in m-NP 

in Chapter 3. The remaining assignments are based on states with the largest FCHT factors, but 

the weaker transitions are likely present as unresolved shoulders and certainly contribute to the 

overall band pattern of the experimental spectrum. The 530
1 and 610

1 modes contribute to two 

partially resolved features centered on 972 cm-1. Mode 53 is a combination of pyrrole and 

macrocycle deformations, and mode 61 is an in-plane pyrrole CH wagging mode. The 680
1 band, 

which appears as a shoulder at 1102 cm-1, is a methine CH wagging mode with all four methine 

bridges contributing. The set of three intense peaks at 1202 cm-1, 1332 cm-1, and 1532 cm-1 

primarily correspond to the 700
1, 750

1, and 910
1 modes respectively. Mode 70 is predominantly an 

in-plane NH bending motion with minor contributions from methine CH wagging motions. Mode 

75 is a CN stretching motion also coupled with methine CH wagging motions. Mode 91 is a CC 

stretch involving the bridging carbons combined with NH wagging. 
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 In the case of (PP-H)-, the excess negative charge is placed ca. 4 Å from the rim of the 

conjugated macrocycle. This produces an electric field strength on the order of 109 V/m at the rim 

of the conjugated system. The Stark effect from an electric field of this magnitude will have an 

effect on the electronic energy levels of the molecule. Unfortunately, our experiment is limited to 

ions, so we cannot measure the spectrum of neutral PP to say anything about the shift induced by 

the first deprotonation event. We can, however, investigate the effect of the second deprotonation 

event by comparing the results of the singly deprotonated (monoanion) to a doubly deprotonated 

(dianion) PP. In addition to the change in the overall charge of the molecule, the mono- and dianion 

must have different structures. In the dianion, the two carboxylate groups will both carry a negative 

charge and therefore repel each other, while in the monoanion no such repulsion exists, as only 

one group is deprotonated.  
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Figure 5.4. IR spectra of  [(PP-H)·N2]
- (blue) and  [(PP-2H)·N2]

2-  (purple) in the fingerprint region 

from 1000 cm-1 to 2200 cm-1. Each trace is accompanied by a simulated spectrum (scaling factor 

0.95) for the structure shown. 

 

 Figure 5.4 shows the IR spectra of [(PP-H)·N2]
- and [(PP-2H)·N2]

2- in the region from 1000 

cm-1 to 2200 cm-1 and simulated harmonic spectra of the conformers shown. These conformers 

were the lowest energy structures found in a structural search. The lowest energy monoanion 

structure has the two carboxylic groups sharing the remaining proton, while in the case of the 

dianionic structure this proton has been removed and the groups repel each other. Overall, the 

simulations reproduce the experimental spectra well. For the monoanion, the two peaks at 1726 

cm-1 and 1617 cm-1 represent the antisymmetric OCO stretching vibrations of the two carboxylate 

groups which are slightly coupled. The peak at 1617 cm-1 is accompanied by an unresolved 
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shoulder at ca. 1592 cm-1 which is due to the two CC stretching vibrations of the ethylene groups. 

The broad feature at 1430 cm-1 is due to the bending motion of the shared carboxylic acid proton. 

The final two features we assign are at 1280 cm-1 and 1245 cm-1 which are HCH bending modes 

localized on the carboxylic acid side chains coupled with the symmetric OCO stretching 

vibrations.  

 The purple trace in Figure 5.4 shows the IR spectrum of [(PP-2H)·N2]
2-. The two 

antisymmetric OCO stretching vibrations observed in the monoanion spectrum have merged into 

a single feature at 1609 cm-1 which, based on the calculation, contains the two unresolved 

antisymmetric stretching signatures which are of similar intensity and have now been decoupled. 

The CC stretching vibrations of the ethylene groups are again present as an unresolved shoulder 

on the low energy side of this peak. The lower two features of the monoanion spectrum, which 

correspond to HCH bending modes localized on the carboxylic acid side chains coupled with the 

symmetric OCO stretching vibrations, have similarly collapsed into a single feature at 1324 cm-1 

in the spectrum of the dianion. The fact that both sets of features, which were both two separate 

peaks in the monoanion spectrum, now exist as single features, reflects the fact that the two 

carboxylic acid chains are now nearly completely decoupled. A similar result was reported in work 

by Johnson and coworkers on singly and doubly deprotonated dodecanedioic acid,31 where the 

vibrational signatures of the monoanion species are significantly more complex than those of the 

dianion, as the carboxylate groups in the monoanion share a proton, and the two groups become 

fully decoupled in the dianion. The OHO bending signature has vanished from the spectrum of 

(PP-2H)-2, and this is to be expected as the final carboxylic acid proton is no longer present. The 

structure shown for the dianion is the lowest energy isomer of four which produce identical IR 

spectra. These conformers consist of different combinations of orientations of the carboxylate tails 
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being either above or below the plane defined by the macrocycle. All of the conformers in this set 

are calculated to lie within 30 meV of the structure shown, which has one carboxylate group (on 

the left in the figure) below the plane defined by the macrocycle, and the other (on the right on the 

figure) above that plane. We do not attempt to identify which isomer is present in this experiment 

as none of our measurements can distinguish between them. 

 Figure 5.5 shows the IR spectrum in the CH and OH stretching region, 2800 cm-1 to 3800 

cm-1, of the two protonation states of PP. Both spectra show the anti-symmetric NH stretching 

vibration as intense features at 3324 cm-1 and 3327 cm-1 for the mono- and dianion, respectively. 

The symmetric combination of these motions is present as a subtle feature in the monoanion 

spectrum at 3368 cm-1, but is too weak to be observed in the dianion spectrum. The features just 

below 3200 cm-1 are CH stretching vibrations as well as Fermi-resonances of these modes with 

overtones and combination bands of lower frequency modes. There is no evidence of a free OH 

stretching vibration in the spectrum of the monoanion (or the dianion), conforming the prior 

assertion that the hydrogen is shared between the two carboxylate groups (or in the case of the 

dianion, no longer present). 
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Figure 5.5. IR spectra of [(PP-H)·N2]
- (top panel) and of [(PP-2H)·N2]

2- (bottom) in the CH and 

OH stretching region. 

 

 The IR spectra inform on the molecular structure of PP when moving from a singly to 

doubly deprotonated species. To investigate the effect on the electronic structure we look at the 

electronic spectrum. Figure 5.6 shows the Q band region for the two species. The local electric 

field created by the charged side chains on the macrocycle most likely plays the main role in the 

observed band shifts through the Stark effect. The band structures of the two spectra are 

qualitatively very similar, with only slight changes in the splitting of the Qx and Qy bands and in 
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the relative intensities of a few features in their vibronic progressions. The similarity of the 

vibronic progressions is not surprising, because the structure of the macrocycle has not changed 

substantially and, as we saw in the discussion of the FCHT simulation of the monoanion, the 

macrocycle largely determines the vibronic structure in PP. There is literature on neutral PP in the 

gas phase18 but their data have relatively large error bars compared to our results. Comparing this 

data on the neutral to our data on the monoanion suggest that the Qx band shifts very little to the 

red upon loss of a single proton, while the Qy band shifts by ca. -300 cm-1, reducing the Qx – Qy 

splitting (see Table 5.1). In our experiment, the Qx band in the dianion is shifted by -110 cm-1 

relative to the monoanion, while the Qy band shifts by -490 cm-1. This again reduces the splitting 

between the Qx and Qy bands. Also of note, the onset of the Soret band at 22000 cm-1 is now more 

clearly visible in the spectrum of the dianion, suggesting that it too has shifted to lower 

wavenumbers. 
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Figure 5.6. Electronic spectrum of [(PP-H)·N2]
- (blue) and [(PP-2H)·N2]

2- (purple) in the Q band 

region. Dashed vertical lines mark the positions of the Qx and Qy band origins of the singly 

deprotonated species to emphasize the differences. 

 

 Table 5.1 shows a comparison of experimental and calculated vertical transitions energies. 

As can be seen in the table, the TDDFT calculations generally overestimate the Qx band origin 

energy while underestimating the Qy band origin energy. This results in a Qx – Qy splitting which 

is roughly half the experimentally observed value. The results of the TDDFT calculations are 

questionable, however, because for the dianion they contain charge transfer contributions from the 

carboxylate groups to the macrocycle even though both functionals used here are range-corrected. 

The NEVPT2 calculations on the other hand generally underestimate both Qx and Qy band origins 

but produce a better Qx – Qy splitting for all charge states. The active space for these calculations 

consists of orbitals localized on the macrocycle and transitions involving the carboxylate groups 

are therefore excluded by design.  
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Table 5.1. Calculated and experimental vertical transition energies for PP and porphine in various 

charge states expressed in cm-1. 

Species Charge 

State 

Method(a) E(Qx)
(b)  

 

E(Qy)
(b)  ΔE(c) 

porphine   0 CAM-B3LYP 17500 19321 1821 

   0 ωB97XD 17029 18926 1897 

PP   0 experiment(d) 15900 

±100 

19050 

±100 

3150  

± 141 

   0 CAM-B3LYP 17312 18738 1426 

   0 NEVPT2 15810 18606       2796 

 -1 experiment(e) 15870 

 ± 10 

18760   ± 

30 

2890 

± 32 

 -1 CAM-B3LYP 16923 18426 1503 

 -1 ωB97XD 16518 18095 1577 

 -1 NEVPT2 15377 18217       2840 

 -2 experiment(e) 15760 ±10       

(-110) 

18270 ±30 

(-490) 

2510 

±32 

 

 -2 CAM-B3LYP 16970 

(+452) 

18240 

(-186) 

1270 

 -2 ωB97XD 16660 

(+142) 

18048 

(-47) 

1388 

 -2 NEVPT2 15472 

(+95) 

18123  (-

94) 

2651 

(a) See Methods section for basis sets.  

(b) Numbers in parentheses represent the shift of bands in the dianion from the position of each 

band in the monoanion.  

(c) E refers to the Qx-Qy splitting: E = E(Qy) – E(Qx).  

(d) Supersonic jet experiment, from ref 18.  

(e) FC simulations establish the vertical transition energies at the band origin. 
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 While the NEVPT2 calculations recover the band positions and splittings quite well, they 

are unable to reproduce the more subtle changes that occur upon further deprotonation. They 

predict a red shift for the Qx band going from the neutral to the singly deprotonated monoanion 

and yield a blue shift as PP is deprotonated a second time rather than another red shift. The 

calculated Qx – Qy splitting first becomes wider (from neutral to -1 overall charge), then narrows 

again (from -1 to -2 overall charge) while the experimental data suggests it narrows both times. 

The comparison of these calculations with our experimental results highlight the difficulties that 

molecules such as PP present even when treated at a high computational level, and shows how 

cryogenic ion spectroscopy serves as a benchmark for increasingly sophisticated theory. 

 In many situations, such as the nitrophenolates of Chapter 3 or HBDI in Chapter 4, 

cryogenic ion spectroscopy in vacuo provides the opportunity to determine absolute 

solvatochromic shifts. In aqueous solution, PP forms pH dependent aggregates due to its 

amphiphilic character as noted in the introduction, and monomers of PP are only present at low 

pH (< 3). Examining  pKa values of similar molecules32 suggests that PP should be neutral in this 

range, not ionic, and so a direct comparison to our results should not be made. As a result, shifts 

of electronic absorptions observed upon bringing PP into a solvent can be the result of many 

effects: (i) solvatochromic effects due to differential solvation of charge distributions; (ii) 

aggregation effects; (iii) charge screening effects that affect the impact of the intramolecular 

electric field coming from the deprotonated carboxylic acid groups. These effects are not easily 

disentangled, and we therefore do not provide a more detailed discussion in this context, but 

provide a comparison of the current data with literation data on solutions of PP in Table 5.2. 
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Table 5.2. Solvatochromic data for PP (transition energies in cm-1) 

Solvent / 

Temperatur

e 

pH 

(charge) 

Qx(0)(a) Qx(1) (a) Qy(0) (a) Qy(1) (a) ref. 

in vacuo / 

jet 

(0) 15900 

±100 

17420 

±100 

19050 

±100 

20410 

±100 

17 

in vacuo / 

60 

(-1) 15870 ± 10 17400 ±10 18760 ± 30 20090 ±20 This work 

in vacuo / 

RT 

(-1) N/A 17210 

±100 

18690 

±100 

20040 

±100 

16 

in vacuo / 

60 

(-2) 15760 ±10  17280 ±10 18270 ±30 19630 ±30 This work 

water / RT 1 15870 16670 18050 19380 15 

water / RT 5 15530 16840 17670 18730 15 

water / RT 12 15970 17300 18350 19610 15 

DMSO / RT N/A 15870 17330 18450 19760 15 

(a) Qx(0) and Qy(0) refer to the maximum of each envelope in the band origin region, while Qx(1) 

and Qy(1) represent the maxima of the envelope in the region of Franck-Condon active modes, ca. 

1000 cm-1 above each band origin. 
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Chapter 6 Biliverdin 

6.1 Overview 

Fluorescent proteins (FPs) have become widely used for fluorescence labeling in biology 

and biochemistry where they have been engineered to emit at a variety of wavelengths spanning 

the visible range. FPs typically incorporate a relatively small molecular fluorophore, which is 

responsible for the fluorescence. While much of the initial work on FPs has been based on Green 

Fluorescent Protein and its variants, the strong visible and UV absorptions of biological tissue, its 

yellow autofluorescence, and the resulting shallow penetration depth for fluorescent probes in the 

visible spectral range are problematic for many applications in tissue imaging. Efforts have 

therefore been directed at developing fluorophores that emit in the 650-950 nm (15384 - 10526 

cm-1) range, the so-called “first near infrared (NIR) window” of biological tissue, where absorption 

by common biomolecules is minimal.1-2 One promising fluorophore for these applications is 

biliverdin (BV) (see Figure 6.1) whose photophysical properties have been studied for decades.3-6 

Its typical emission wavelengths (700-750 nm)3, 6-10 are in the first NIR window, but they cover a 

relatively small portion of the desired wavelength range. 

Biliverdin is a breakdown product of heme11 and is structurally similar to protoporphyrin, 

which was the subject of Chapter 5. While the tetrapyrrole structure of BV is inherited from its 

porphine-type precursor, it does not form a macrocycle, resulting in a molecule with large 

conformational freedom. In aqueous solution, BV exists primarily in a helical conformer,12 even 

though other conformers have been found as well,13-15 and it is likely that the absorption and 

fluorescence properties of BV will depend on its chemical environment and its conformation. It 

may be possible to extend the absorption and emission wavelengths of BV further to the red, if its 

response to chemical environment and conformation is known and can be modeled. To achieve 
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this goal, we need a detailed understanding of the photophysics governing the low-lying electronic 

excited states of the molecule, in particular its intrinsic properties, without the influence of a 

chemical environment. Here we present the electronic and infrared (IR) spectra of BV in two 

different deprotonation states.  

 

 

Figure 6.1. Examples of conformer families of singly deprotonated biliverdin, [BV-H]-, with the 

remaining proton shared between the carboxylate groups of the propionic acid tails. Numbering 

the carbon atoms in the conjugated system as shown in structure H, the abbreviated Z/E labels refer 

to the bonds between carbon atoms 4/5, 9/10, and 14/15 in sequence. The abbreviated syn/anti 

labels encode the conformations with respect to the bonds between the carbon atoms 5/6, 10/11, 

and 15/16.  

 

6.2 Computational 

Biliverdin has a high degree of conformational flexibility. However, using characteristic 

signatures in the IR we were able to narrow down the conformational space considered. We 

generated ca. 15 conformers with the restriction that rings B and C were in a Zs configuration and 
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either sharing the remaining proton on the propionic acid tails (in the case of the singly 

deprotonated monoanion) or allowing these tails to repel each other (in the case of the double 

deprotonated dianion). A few representative conformers generated in this way are shown in Figure 

6.1, differing in the orientation of rings A and D, where the NH groups of the rings can be oriented 

towards the other rings, or away from them. All conformers were subject to ground state geometry 

optimizations, harmonic frequency, and vertical excitation calculations at the CAM-B3LYP/cc-

pVDZ level of theory.  

 

6.3 Discussion 

Rotation around the bonds of the methine bridges between the pyrrole rings allows the 

existence of many conformers. They can be characterized in terms of the relative orientation of the 

N atoms on neighboring rings, and the orientation of the apex of the methine bridges between each 

ring. To describe the structures of different conformers, we will use the notation explained in the 

caption of Figure 6.1. In porphine and in the helical conformer of BV (Figure 6.1H ), which is the 

dominant structure in solution, all methine bridges have the CH groups on their apex point to the 

opposite side of the N atoms (or NH groups) of all rings,13 so both structures are ZZZsss in this 

notation. In aqueous solutions, BV also exists in a small part of the population as a slightly 

unfolded conformer, where the bridge between rings C and D is inverted, corresponding to ZZEssa. 

For a molecule with the conformational freedom of BV, a key question in the context of 

the current work is whether the structure in solution is retained in vacuo. We use IR spectroscopy 

in comparison with predicted IR spectra of various conformers to address this question. Different 

regions of the IR spectrum encode different structural characteristics. Figure 6.2 shows a 

comparison of the spectra of [(BV-H)·N2]
- and the analogous singly deprotonated protoporphyrin 
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IX complex, [(PP-H)·N2]
-  (which was discussed in Chapter 5) and a simulated spectrum of 

conformer J from Figure 6.1 over the range of 1000 cm-1 to 2100 cm-1. PP does not have the same 

conformational freedom as BV because the porphine macrocycle is intact in this molecule, whereas 

it is open in BV. This region of the IR spectrum of deprotonated PP carries mainly features of the 

propionic acid tails. The striking similarity between the two IR spectra indicates that these 

propionic acid tails in [BV-H]- and in [PP-H]- adopt similar structures, with the intact and the 

deprotonated carboxylic groups sharing the remaining proton. This is a remarkable structural 

feature, since the deprotonated carboxylic group could in principle undergo H-bonding to any of 

the NH groups of the open tetrapyrrole system, if the latter is sufficiently unfolded.  
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Figure 6.2. Top: IR spectrum of [(BV-H)·N2]
-, monitoring the loss of N2. Center: IR spectrum of 

[(PP-H)·N2]
-, monitoring the loss of N2. Bottom: predicted IR spectrum of conformer J (see Figure 

1J), with frequencies scaled by 0.9375. 
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 The comparison between BV, PP, and the predicted IR spectra of conformers whose local 

structure of the B and C rings and the bridge connecting them resembles that of PP, allows us to 

assign the most prominent peaks in this spectral range. The following spectral assignment is based 

on the comparison with structure J from Figure 6.1, but we note that this conformer is not the only 

one which reasonably reproduces the experimental spectrum in this spectral region. We assign the 

two peaks around 1710 cm-1 to CO stretching vibrations. The peak at 1704 cm-1 (𝜈𝑂𝐶𝑂
𝑠 ) contains 

two overlapping features, one of which is the symmetric combination of the antisymmetric CO 

stretching vibrations of the carboxylate groups. The other feature is the CO stretch of the carbonyl 

group on ring D. The higher energy peak at 1719 cm-1 (𝜈𝐶𝑂) contains the carbonyl stretching 

vibration of the carbonyl group on ring A. The symmetric combination of the carboxylate CO 

stretching vibrations of the carboxylate group on ring B contributes to the low energy side of the 

broad feature at 1590 cm-1 (𝜈𝑂𝐶𝑂
𝑠𝑠 ). The high energy side of this feature (𝜈𝐶𝐻

𝜔 ) is due to a CC stretch 

combined with a CH wagging motion of the methine bridge between rings B and C. This feature 

is only calculated to be intense when it is sterically hindered, which reinforces our assumption of 

the Zs relationship between the BC rings. The very weak feature at ca. 1530 cm-1 (𝜈𝐶𝐶
𝑒𝑡 ) is the 

signature of the CC stretching vibrations of the ethylene groups on rings A and D. Centered around 

ca. 1450 cm-1 (𝜈𝑂𝐻𝑂
𝛿 ) is a broad feature that is due to primarily OHO bending motions of the shared 

proton. We note that these harmonic frequency calculations predict the OH stretching mode 

involving this shared proton to be at ca. 2100 cm-1. However, as was the case in the spectrum of 

the monoanion of PP, this feature is not present in the experimental spectrum because the potential 

energy landscape for proton motion between the two carboxylate groups is strongly anharmonic 

and has been found to be significantly red shifted and broadened in similar molecules.16 The feature 

at 1337 cm-1 (𝜈𝐻𝐶𝐻
𝛿 ) is caused by a delocalized combination of HCH bending motions coupled with 
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symmetric CO stretching vibrations of the carboxylate group on ring B. The feature at ca. 1275 

cm-1 (𝜈𝑁𝐻(𝐵)
𝜔 ) is due to the combination of HCH and NH bending motions of the sp3 carbons of the 

propionic acid tails and the NH group of ring B coupled with symmetric CO stretching vibrations 

of the carboxylate group on ring C.  

While the fingerprint region of the IR spectrum, discussed above, informs on the propionic 

acid tails and the conformation of rings B and C, the orientations of rings A and D have only weak 

effects on the main features in this region. However, information on the conformation of rings A 

and D is encoded in the mid-IR region though the NH stretching modes of the pyrrole rings, as the 

interaction between the NH groups and the lone N atom on ring C changes the IR spectra in 

characteristic ways.  The NH groups on rings A, B, and D can either undergo H-bonding with the 

N atom on ring C or behave like free (or nearly free) NH oscillators. The NH group of ring B 

(NHB) forms a H-bond with the N atom on ring C (NC) for all structures found in our restricted 

search. Nearly every structure generated in this restricted structural search reproduce the 1000 – 

2000 cm-1 region acceptably. Their differences lie predominantly in the 2800 – 3600 cm-1 spectral 

region, which has other complications. 

Figure 6.3 shows the 2800 – 3600 cm-1 region of the experimental IR spectrum of [(BV-

H)·N2]
- compared with the computational spectra of several conformers. Four potential NH 

stretching signatures are observed. A sharp, intense peak at 3444 cm-1 (𝜈𝑁𝐻
𝑓𝑟𝑒𝑒

) which is the 

signature of a free NH group. A weaker feature, which appears to be a doublet, at 3405 cm-1 and 

3391cm-1 (𝜈𝑁𝐻
𝐵/𝐷

), is characteristic of a NH group participating in a weak hydrogen bond. Finally, 

a very broad feature that barely rises above the baseline and is centered at ca. 3250 cm-1 could be 

representative of a more strongly hydrogen bonded NH group. The fact that there are four potential 

NH signatures presents several possible explanations: (i) we are looking at a mixture of at least 
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two conformers; (ii) the feature which appears to be a doublet is actually a singlet with an 

unfortunate dip in the center due purely to the noise level of the spectrum; or (iii) the broad feature 

at 3250 cm-1 is a fluctuation in the baseline that escaped our baseline tracking, not a real signal. 

Since many scans were averaged on several different days, the latter explanation is very unlikely.  

A comparison of the experimental spectrum of [(BV-H)·N2]
- with [(PP-H)·N2]

- reveals that all 

features below 3150 cm-1 are not due to NH stretching vibrations as they appear with remarkable 

similarity in both the PP and BV spectrum, and all NH stretching vibrations are accounted for in 

the PP spectrum. As can be seen in Figure 6.3, this spectral region is unable to eliminate any of 

the presented conformers due to the weak signal intensity of the hydrogen bonded NH stretching 

vibrations.  It is also possible that the red shifts of the hydrogen bonded NH stretching modes are 

incorrectly predicted in the DFT calculations. 
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Figure 6.3. IR spectrum of [(BV-H)·N2]
- in the 2800 – 3600 cm-1 spectral region, monitoring the 

loss of N2, compared to computational IR spectra of selected conformers from conformer families 

as shown in Figure 6.1, with frequencies scaled by 0.9392. The insert shows a zoom of the NH 

stretching region with assignments. 

 

 In the lowest energy conformer (structure J from Figure 6.1), the NH group on ring A 

(NHA) is pointing away from the others, while the NH group on ring D (NHD) is pointing toward 

the N atom on ring C. The distances of NHB and NHD to NC are comparable (2.085 Å and 2.037 

Å, respectively), and their NH stretching modes are significantly coupled in symmetric and 

antisymmetric combinations. Using a scaling factor of 0.9392 for the NH stretching frequencies to 

align the experimental and calculated free NH features, the antisymmetric and symmetric 

stretching modes of NHB and NHD are calculated at 3313 cm-1 and 3348 cm-1, respectively. In the 

other two conformers presented, this coupling between NH stretching modes is removed. In 
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conformer H, steric repulsion pushes rings A and D away from each other and forces the molecule 

to adopt a helical structure. This puts the NH groups in separate planes, and we observe two nearly 

free NH stretching vibrations due to the NH groups on rings A and D, and a hydrogen bonded NH 

stretching vibration due to the NH group on ring B. The latter can still interact with the nitrogen 

of ring C. Conformer K is similar to conformer H but instead of the NH group on ring A being 

turned away from the rest of the molecule, now the NH group on ring D is pointing out instead. In 

this situation, the NH groups on rings A and B do not couple as strongly as in conformer H, but 

the NH group of ring A is able to weakly hydrogen bond with the nitrogen on ring C. Out of all 

calculated IR spectra, the pattern for these conformer families recovers the experimentally 

observed features best.  

 We note that we observe an intense peak at 2930 cm-1 in the CH stretching region, which 

is recaptured in all calculated spectra shown in Figure 6.3. This is the signature of the CH stretching 

mode of the CH group on the methine bridge between rings B and C, which is particularly intense 

for the Zs geometry governing these two rings and their connecting bridge, corroborating the 

structural motif we identified for this part of the molecule. 

Figure 6.4 shows the electronic spectrum of [(BV-H)·N2]
- and the UV-vis spectrum of BV 

dissolved in water brought to pH 13 with addition of KOH. In the spectrum of [(BV-H)·N2]
-, we 

observe a peak at 15000 ± 100 cm-1 (ca. 667 nm) with an onset beginning at ca. 14200 cm-1, and a 

shoulder at 14500 ± 40 cm-1. Additional groups of features appear at higher photon energies, but 

they are rather broad, despite trap temperatures of 20-35 K. Based on the data shown in Figure 6.4, 

BV in aqueous solution shows a solvatochromic shift of -220 cm-1 compared to singly 

deprotonated BV in vacuo. This solvatochromic shift is not large enough to indicate a significant 

charge transfer component in the transition. Vertical transition energies to the S1 states, calculated 
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using TDDFT, for the lowest energy conformers found in our structural search have an average 

vertical excitation of 18390 cm-1, with all of them falling within ca. 1100 cm-1 of each other, 

overestimating the experimental band maximum by 3390 cm-1. The calculated excitation energies 

for the S2 states are on average 6900 cm-1 higher than the S1 states indicating that the observed 

band structure is due to the FC envelope of the S1 band and could potentially be due to more than 

one conformer. The narrow range of observed S1 transition energies shows the weak relation 

between the conformation of the macrocycle and the excitation energy of the monoanion, but does 

not provide insight into the conformer(s) responsible.  
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Figure 6.4. Electronic spectrum of [(BV-H)·N2]
-, monitoring the loss of N2 (black trace) and the 

UV-vis spectra of BV dissolved in H2O at pH 13 (blue trace). The black, open circles are raw data 

points, the full black line is a 20-point gliding average to guide the eye.  

 

 Figure 6.5 contains the experimental IR spectrum of [(BV-2H)·N2]
-2 along with 

simulated spectra for the same three conformer families presented for the singly deprotonated 

species from 1000 cm-1 to 1800 cm-1. Simply removing the shared hydrogen from the conformers 
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considered previously, and allowing the molecule to relax its geometry from these starting points, 

results in the conformers used to produce the traces in Figure 6.5. Deprotonating in this location 

causes the propionic side chains to electrostatically repel each other, and breaks the coupling 

between their vibrational modes. As discussed for the monoanion spectrum, the carbonyl region 

informs on the propionic side chains. The following mode assignment is based on conformer K 

which best matches the experimental spectrum. The peak at 1704 cm-1 (𝜈𝐶𝑂
𝐷 ) is the carbonyl 

stretching motion of ring D which couples to the NH bend of the same ring. The same motion, but 

for ring A (𝜈𝐶𝑂
𝐴 ) shows up as an unresolved shoulder at 1690 cm-1.The mode corresponding to the 

asymmetric combination of CO stretches on the individual carboxylate groups are now nearly 

degenerate and appear as the peak at 1650 cm-1 (𝜈𝑂𝐶𝑂
𝑎𝑠 ). The third intense feature in the carbonyl 

region, at 1596 cm-1, is due to the CH wag of the bridge between rings A and B (𝜈𝐶𝐻
𝜔𝐴𝐵) . There are 

several unresolved features centered around 1518 cm-1 (𝜈𝐶𝐻
𝜔𝐵𝐶)  which are due to the CH wag of 

the bridge between rings B and C coupling with CC stretches of the pyrrole rings. The next feature 

of the low energy region we assign corresponds to a diffuse mode involving coupled CH wagging 

motions of all three bridges, and ring deformations of all 4 rings, which is at 1350 cm-1 (𝜈𝐶𝐻
𝜔 ). The 

symmetric combination of the CO stretching vibrations of the carboxylate groups are responsible 

for the feature at 1300 cm-1 (𝜈𝑂𝐶𝑂
𝑠 ). The final feature we assign in this spectral region is the peak 

at 1250 cm-1 which is due to the NH and CH wagging motions from the NH groups on rings A and 

B and the CH of the BC methine bridge (𝜈𝑁𝐻
𝜔 ). 
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Figure 6.5. Comparison of IR spectra of [(BV-2H)·N2]
-2 with simulated spectra for three select 

conformers from 1000-1800 cm-1. The vertical dashed lines indicate the location of prominent 

features in the experimental spectrum. Simulated spectra have been scaled by 0.9325. 

 

 Figure 6.6 contains a comparison of the IR spectra of [(BV-2H)·N2]
-2 with the same 

three conformers used in Figure 6.5 in the CH and NH stretching region. In this range, we observe 

a similar pattern of CH stretches as in the monoanion, with the important note that the CH 

stretching peak of the methine bridge between the BC rings, at ca. 2920 cm-1 is now of lower 

relative intensity. The three highest energy features are likely due to NH stretching vibrations. The 

peak at 3507 cm-1 corresponding to a free NH stretching motion (𝜈𝑁𝐻
𝑓𝑟𝑒𝑒

) which is present in all 

three conformers in the figure. The remaining two features, at 3345 cm-1 and 3155 cm-1 correspond 
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to hydrogen bonded NH stretching vibrations. As can be seen in the figure, none of these 

simulations reproduce the pattern of the NH stretching modes. This is not entirely surprising as 

these are harmonic frequency calculations, and hydrogen bonded modes can be significantly 

anharmonic.17  
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Figure 6.6. Comparison of IR spectra of [(BV-2H)·N2]
-2 with simulated spectra for three select 

isomers from 2800-3600 cm-1. The vertical dashed lines indicate the location of prominent features 

in the experimental spectrum. Simulated spectra have been scaled by 0.96. 

 

The electronic spectrum of [(BV-2H)·N2]
-2 is presented in Figure 6.7. The main absorption 

feature is red shifted by about 5000 cm-1 relative to that of the singly deprotonated species, and the 

absorption profile has changed qualitatively. The absorption maximum is at 10800 ± 100 cm-1 (926 

nm), well into the NIR window of biological tissue, indicating that this chromophore can access a 
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larger portion of the range than is currently achieved in proteins. We observe a broad peak at +1650 

cm-1 above the absorption maximum and a second feature of similar width at +3400 cm-1. For 

[(BV-2H)·N2]
-2, the calculated (TDDFT) S1 vertical excitations place the first absorption 

maximum on average at ca. 16300 cm-1, and they are spread further apart (ca. 3400 cm-1) than for 

singly deprotonated BV. Conformers K and J are on the low energy end of this spread with 

calculated S1 transition energies of 15084 cm-1 and 14561 cm-1 respectively. Recall from the 

discussion of the singly deprotonated species, calculations overestimated the experimental 

spectrum by ca. 3400 cm-1. If we assume a similar offset is present here, the calculated S1 

transitions for both conformer J and K come close to the experimental value. While we can offer 

no unique structural assignment based on our IR and electronic spectra, we do note that the large 

observed red-shift between the mono- and dianion is qualitatively recovered by the calculations 

for the conformational families discussed here. This suggests that subjecting the conjugated system 

of the chromophore to an electric field is playing a substantial role in the position of the S1 band 

in BV. However, because we are unable to provide a unique structural assignment to confirm only 

small structural changes are occurring between the mono- and dianion, we cannot completely rule 

out other effects (such as a large conformational change) . 
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Figure 6.7. Electronic spectrum of [(BV-2H)·N2]
-2. As was the case for [(BV-H)·N2]

-, the vibronic 

progression is unresolved despite being taken at a trap temperature of 20 K. The main absorption 

feature occurs at 10800 cm-1 with a shoulder at +1650 cm-1 and a third feature at 14200 cm-1.  

 

Despite being taken at pH 13, the UV-vis spectrum of BV in aqueous solution in Figure 

6.4 contains no features red of the peak absorption at 14780 cm-1. This indicates that either the 

dianion species is not present in solution, which is unlikely at this pH,18 or that it undergoes a 

substantial solvatochromic shift.  Figure 6.8 compares the electronic spectra of [(BV-2H)·N2]
-2 

and [(BV-2H)·(H2O)n]
-2 for n=1-4. Addition of each water molecule shifts the absorption feature 

blue by ca. 290 cm-1. If this trend were to continue in a linear fashion, one expects ca. 10-12 

molecules are required to shift the absorption to where the solution phase absorption occurs. Of 

course, this trend is not likely to be linear, and this estimate represents a lower bound for the actual 

number of water molecules required to fully reach the value for aqueous solution. While we did 

not perform calculations on any hydrated clusters, one would expect the water molecules to solvate 

the negatively charged carboxylate groups. As the number of water molecules increases, they 
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change the charge distribution of the molecule and therefore the electric field experienced by the 

conjugated system. As we have already seen, the S1 excitation energy is sensitive to the electric 

field and so the shift is not surprising. 

At the time of the writing of this thesis, investigations of this molecule are ongoing, aimed 

at addressing the question of which conformer, or conformers, is (or are) responsible for the 

observed electronic absorptions. The conformer (and charge distribution) responsible for the 

absorption spectrum of the dianion is of particular interest as an absorption wavelength of 926 nm 

would represent a significant increase in the spectral range accessible by this chromophore 

compared to what has been achieved previously. The hydration experiments suggest that one 

would be able to tune the absorption band throughout the first NIR window of biological materials. 

Future experiments will involve using ion mobility19 to determine how many conformers are 

present (in both charge states), and hole burning20 techniques to then determine which spectral 

features are due to which conformer. 
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Figure 6.8. Electronic spectrum of the band origin region of [(BV-2H)·N2]
-2 (top trace) and [(BV-

2H)·(H2O)n]
-2 for n=1-4 (lower traces). The black circles are data points, the red lines are 10 point 

adjacent averages to guide the eye.  
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