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Cooling of a single atom in an optical trap inside a resonator
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We present detailed discussions of cooling and trapping mechanisms for an atom in an optical trap inside an
optical cavity, as relevant to recent experiments. The interference pattern of cavity QED and trapping fields in
space makes the trapping wells, in principle, distinguishable from one another. This adds considerable flex-
ibility to creating effective trapping and cooling conditions and to detection possibilities. Friction and diffusion
coefficients are calculated in and beyond the low excitation limit and full three-dimensional simulations of the
quasiclassical motion of a Cs atom are performed.
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I. INTRODUCTION

A recent experiment@1# succeeded in trapping a sing
atom with single photons inside an optical cavity and
monitoring the atomic motion with the resolution approac
ing the standard quantum limit for position measureme
Yet a second experiment@2# has likewise reported single
atom trapping at the few-photon level, although in this ca
the trapping potential and diffusion are in fact well appro
mated by a free-space semiclassical theory@3#.

One future objective for such experiments is to use ato
trapped in cavities for quantum communication purpos
with atoms serving as quantum memories and photons a
transporters of quantum information@4,5#. While the single-
photon trapping experiments provide a new paradigm
quantum measurement and control, they are, neverthe
not entirely suitable for the purpose of distributed quant
networks where qubits will be communicated among qu
tum nodes. The reason is the short trapping lifetime of
atoms as well as limited operation flexibility. A better stra
egy might be to use the cavity QED field for quantum st
entanglement and distribution while an additional~external!
trapping mechanism provides the necessary confinemen
the atomic center-of-mass motion. For instance, in ano
recent experiment from the Caltech group@6#, mean trapping
times of ;28 ms ~as compared to mean trapping times
,1 msec in the experiments@1,2#! were achieved by em
ploying a far-off resonant trapping~FORT! beam along the
cavity axis. In that experiment the trapping lifetime was lim
ited due to intensity fluctuations of the intracavity FOR
beam@7#. Here we consider the situation of current improv
experiments@8# in which a single atom is held inside a
optical cavity in a stable FORT beam of minimum intens
fluctuations.

Several mechanisms for cooling inside optical resona
have been discussed before@9–11#. Here we discuss in deta
how the combination of an external trapping potential a
the cavity QED field adds flexibility in predetermining whe
and to what degree atoms will be trapped and cooled. Mo
over, our calculations go beyond the weak driving limit d

*Present address: Bell Laboratories, Lucent Technologies, 6
700 Mountain Ave., Murrary Hill, NJ 07980.
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cussed in@10#. That is, we allow the ‘‘probe’’ field driving
the cavity to be so strong as to appreciably modify the
namical behavior of, rather than merely probe, the ato
cavity system.

This paper is organized as follows. In Sec. II we descr
the physical situation of an atom trapped in an optical pot
tial and strongly interacting with a cavity QED field. W
give the evolution equations for both internal and exter
atomic degrees of freedom and for the quantized ca
mode. Section III contains an exposition on how we calc
lated friction and diffusion coefficients from the forces ac
ing on the atom. Section IV contains the main results of t
paper: we discuss simple pictures for cooling mechanis
based on the dressed state structure of the atom-cavity
tem, and give numerical results for the typical cooling a
diffusion rates, and hence ‘‘temperatures’’ for single ato
under various trapping conditions. We also study the satu
tion behavior under strong driving conditions and perfo
simulations of the full three-dimensional~3D! motion of at-
oms trapped in particular wells that show how the probe fi
transmission is correlated with the atomic motion and h
trapping times can be prolonged by strong cooling. Sect
IV F concludes with a brief discussion of a slightly differe
trapping scheme. The summary highlights the main resu

II. DESCRIPTION OF PROBLEM

We consider a single two-level atom coupled to a sing
quantized-cavity mode and coupled to a~classical! far-off
resonant trapping beam. In most of the paper we assume
the FORT shifts the atomic excited stateue& up and the
ground stateug& downby an amountSF(rW) ~i.e., the energy
of the ground state isEg2SF , that of the excited stateEe
1SF!, as this is the situation pursued in previous and curr
experiments@6,8#. In Sec. IV F, however, we will also stud
the different situation where both ground and excited sta
are shifteddown by SF ~see, e.g.,@12#!. The FORT beam
coincides with one of the longitudinal modes of the cav
and its wavelengthlF is longer than that of the main cavit
mode of interest for cavity QED,l0. In fact, in the experi-
ments@6,8# the cavity lengthL is 104l0/25102lF/2.

The position-dependent ac-Stark shift due to the FO
field is of the form

SF~rW !5S0sin2~kFz!exp~22r2/w0
2!, ~1!

–

©2001 The American Physical Society07-1
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with S0.0 the maximum shift,kF52p/lF the wave vector
of the FORT field,w0 the size of the Gaussian mode of th
cavity, while z and r give the coordinate along, and th
distance perpendicular to, the cavity axis, respectively. T
quantized cavity mode is assumed to have the same tr
verse dimensions1 w0 so that the atom-cavity coupling i
determined by

g~rW !5g0sin~kz!exp~2r2/w0
2!, ~2!

with g0 the maximum coupling rate andk52p/l0 the wave
vector of the cavity mode. Under conditions where the cav
is not driven too strongly, the atom will be trapped arou
the antinodes of the red-detuned FORT field. Thanks to
fact thatl0ÞlF , the atom will experience a different cou
pling strength to the cavity mode in each different well. F
ure 1 shows the axial pattern arising from the FORT a
cavity fields. For illustrative purposes we choose here~and in
the rest of this paper! a cavity of lengthL516l0515lF .
This does not influence the basic physics involved: in p
ticular we note that the precise value oflF is largely irrel-
evant on the time scales considered here, as the FORT
is detuned far from atomic resonance. The choice oL
516l0515lF just means that only eight wells out of 30 a
qualitatively and quantitatively different.

This is illustrated in Fig. 2 where we plot the value of th
cavity QED couplingg at the antinodes of the FORT~i.e.,
the bottom of the trapping potential!. In particular, there are
two antinodes in whichg50, and 4 in whichugu attains its
maximum.

1It is in fact the Rayleigh ranges of the beams that are identica
that w0

FORT/w0
cav5Al0 /lF'0.99.

FIG. 1. The FORT-induced shift of the ground state on a
(r50) in the case whereS0 /(2p)510 MHz and the cavity-QED
coupling rateg ~dashed curve!, with g053S0, as functions of posi-
tion along the cavity axis measured in units of the FORT wa
lengthlF , with z50 at the left cavity boundary. The cavity lengt
is L515lF .
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The cavity is driven by an external classical fieldE(t)
5E0exp(ivpt), at a frequencyvp , which is used to probe the
atom-cavity system and which may cool the atom at
same time. In the following, the strength of the driving fie
is indicated by the number of cavity photonsNe that would
be present if there were no atom in the cavity, rather than
E0. This closely follows the experimental procedure for d
termining the driving strength. The relation between the t
is

Ne5
E 0

2

k21Dc
2

, ~3!

with Dc5vc2vp the detuning of the probe from the cavit
frequencyvc5kc. The Hamiltonian for the internal atomi
degrees of freedom and the quantized cavity mode is,
frame rotating at the probe frequencyvp , given by

H5\Dca
†a1\Das1s212\SF~rW !~s1s221/2!1\E0~a†

1a!1\g~rW !~a†s21s1a!. ~4!

Here Da5va2vp is the detuning of the atomic resonan
from the probe frequency. In all numerical examples giv
below the cavity frequency is chosen to coincide with t
atomic frequency, so thatDc5Da . The quantityDp[2Da
is then referred to as the probe detuning. Note here that w
out a FORT the optimum cavity and atom detunings are
equal @9–11#. In our case, however, the FORT effective
changes the atomic frequency in a position-dependent
and thus the precise value of the atomic detuning relative
the cavity detuning is largely irrelevant. Indeed, optimu
cooling conditions will exist in certain wells but not in oth
ers, which is one feature that allows one to distinguish va
ous wells.

Coupling the atom and the cavity to the remaining mod
of the electromagnetic field leads by a standard procedur
the master equation for the density operator of the coup
atom-cavity system,
o

s

-

FIG. 2. The values ofugu/g0 at the locations of the antinodes o
the FORT, i.e., at the pointszn5(n/221/4)lF for n51, . . . ,30.
There are eight quantitatively different wells.
7-2
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dr

dt
52 i @H,r#/\2k$a†a,r%12kara†12

G

2
$s1s2,r%

1
3G

8pE d2k̂(
ê

~ d̂• ê !2exp~2 ikW•rW !

3s2rs1exp~ ikW•rW !, ~5!

with G the spontaneous decay rate andk the cavity decay
rate. We are mainly interested in the strong-coupling regi
whereg0@G,k.

We treat the external~center-of-mass! degrees of freedom
of the atom classically, an approximation justified at the e
of Sec. IV C. For a discussion of various interesting effe
arising from the quantized external motion of an atom in
cavity QED field, we refer the reader to@13#.

In the quasiclassical approximation~i.e., where we retain
the full quantum character of the internal degrees of freed
and of the cavity mode; see@3# for a full discussion of this
approximation!, the integral in Eq.~5! can be evaluated to
give the simpler result

dr

dt
52 i @H,r#/\2k$a†a,r%12kara†2

G

2
$s1s2,r%

1Gs2rs1. ~6!

The force acting on the atom consists of two parts, one
to spontaneous emission, whose mean vanishes on ave
and the other part is represented by the operator

FW [2¹W H522\¹W SF~s1s221/2!2\¹W g~a†s21s1a!,
~7!

which has contributions arising from the FORT potential a
from the interaction with the cavity mode. It was only th
latter part that was considered in@10# and that leads to 1D
cooling to temperatures of the orderkBT;min(\k,\G/2).
See also Refs.@14# for similar calculations on single atom
moving in cavity QED field, and Refs.@15,16# for calcula-
tions of diffusion of atoms in optical traps in free space.

It can be shown@17# starting from a fully quantized de
scription, that the semiclassical motion of the atom is
scribed by a Fokker-Planck equation for the Wigner dis
bution function containing~position-dependent! friction and
diffusion coefficients. Equivalently, we may use stochas
equations for the classical atomic position and velocity va
ablesrW andvW of the form

drW5vW dt,

dvW 5
^FW &
m

dt2bvW dt1BdWW , ~8!

where ^.& denotes an expectation value,b is the friction
tensor~with dimensions of a rate!, m the mass of the atom,B
is a tensor such thatD5BBT/2 is the velocity diffusion ten-
sor ~with dimension m2/s3), anddWW is a three-dimensiona
Wiener process that satisfiesdWidWj5d i j dt @18#. Starting
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with the expression~7! for the force operator, we can calcu
late b andD by the procedure outlined in the next section

III. FRICTION AND DIFFUSION

Reference@10# employs Heisenberg equations of motio
for various field and atomic operators to find friction an
diffusion coefficients. These equations are not closed a
consequently, an approximation has to be made in orde
find solutions. The natural assumption is to consider
weak driving limit ~i.e., E0!k) and truncate the availabl
Hilbert space to that part containing no more than a sin
cavity photon. This allows one to close the Heisenberg eq
tions @10#. Here we employ a different method~using the
density matrix equations! to calculate friction and diffusion
coefficients that does not require us to stay within the we
driving limit, but in addition we used Ref.@10#’s procedure
here to obtain results in the weak driving limit for verifica
tion purposes. In any case, it is still true that the most int
esting regime is where only one or few photons are involv
Note that given the strong coupling between atom and ca
field, even a single photon is sufficient to lead to regimes
beyond the weak driving limit. In our examples we truncat
the Hilbert space to photon numbers of around 4 or sma
We refer to@19# for an exposition on how to represent o
erators in truncated Hilbert spaces of precisely this form i
numerically convenient manner.

The master equation~6! is written as

dr

dt
5Lr. ~9!

Numerically, the Liouvillian superoperatorL is converted
into a premultiplication operator by methods explained
@19#. In order to find friction and diffusion coefficients w
apply a simple procedure, which yields these coefficients
zero velocity: this is sufficient for our purposes as the at
we are interested in, Cs, is relatively heavy. More precise
the relevant dimensionless parameters determining the ve
ity dependence of friction and diffusion coefficients arekv/G
andkv/k ~see for instance@20#!, and both are very small in
all our simulations. In particular,G/k;4.3 m/s andk/k
;3.4 m/s, while velocities in the trapping regime we a
interested in~where atoms are localized in wells at low tem
peratures for times@k21,G21) are around the Doppler limi
velocity

vD5A\G/2

m
'8.8 cm/s. ~10!

Also note that the standard procedure of continued fracti
to calculate the full velocity dependence is not directly a
plicable to the present case, as the potential through wh
the atom is moving is not periodic (lFÞl0).

For an atom moving at velocityvW we write

d

dt
5

]

]t
1vW •¹W , ~11!
7-3
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and expand Eq.~9! in powers invW and solve for the stead
state. The zeroth-order solution is then the steady stater0 at
zero velocity:

Lr050, ~12!

while the first-order termr1 is determined by

Lr15vW •¹W r0 . ~13!

The zeroth-order force is the steady-state force for an ato
rest, and is given by

FW 052Tr~r0¹W H !. ~14!

Similarly, the friction coefficients follow from the first-orde
term in the force

FW 152Tr~r1¹W H !, ~15!

by identifying

FW 1[2bmvW , ~16!

whereb is a 333 tensor. In our case@6#, the gradients along
the cavity axis are larger in magnitude than those in
transverse directions by roughly a factorkw0'150 ~and
around the cavity axis where the atoms spend most of t
time the radial gradients are even smaller, of course!. Since
the friction coefficient scales with the product of two grad
ents@cf. Eqs.~13! and~15!#, the largest element of the tens
b is the zz component. Next largest in magnitude are t
off-diagonal components such asbxz andbzx . Their effects,
however, can be safely neglected in our case: first, the fo
in the z direction proportional to2bzxvx is smaller than the
friction force 2bzzvz by roughly a factorkw0. Second, the
force in thex direction2bxzvz is not a friction force~as it is
not proportional tovx), and its contribution is averaged ou
because the oscillations invz are faster than those in thex
direction by another factorkw0. Finally, the purely radial
friction rates such asbxx are too small (!1 s21 on average!
to have any influence on the time scales considered h
Thus we take onlybzz into account.

The diffusion coefficient, again at zero velocity, is calc
lated as follows. The standard method is to use the quan
regression theorem, and a particularly useful~for numerical
purposes! interpretation of that theorem is given in@19#. The
momentum diffusion tensorDp is given by

Dp5 lim
t→`

ReE
0

`

dt^FW ~ t !FW ~ t2t!&2^FW ~ t !&^FW ~ t2t!&,

~17!

and its relation to the velocity diffusion tensor isD
5Dp /m2. Before eliminating any degrees of freedom, t
total system in fully quantized form is described by a tim
independent Hamiltonian, which we denote byH tot . In that
case the time evolution of all operators is determined
exp(2iHtott), and two-time averages of the form̂A(t)B(t
2t)& as appearing in Eq.~17! can be written as
01340
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^A~ t !B~ t2t!&5Tr@A exp~2 iH tott!Br tot~ t !exp~ iH tott!#,
~18!

with r tot the density matrix of the total system. This expre
sion formally contains the evolution of a density matrix ov
a time intervalt starting from an initial density matrixr init
[Br tot(t). The quantum regression theorem now states
Eq. ~18! is still valid for the reduced density matrix tha
evolves under the LiouvillianL. That is, instead of Eq.~18!
we may use

^A~ t !B~ t2t!&5Tr @A exp~Lt!Br~ t !#. ~19!

In our case,L is a time-independent operator and hence
right-hand side of Eq.~19! can be evaluated by expandin
exp(Lt) in an exponential time series, as in the metho
developed in@19#. This then is the method we use here
evaluate the friction and diffusion tensors, and the res
have been checked in the low-intensity limit by applying t
different methods from@10# to the same problem.

Diffusion due to spontaneous emission is not obtained
way ~as the bath of vacuum modes has been eliminated
ready!, but can be obtained by standard methods and g
an independent additional three components (Dp) i i

SE

5Ni\
2k2G/2^s1s2&0 for i 5x,y,z, with ^.&0 denoting a

steady-state value and with the dimensionless factorNi de-
pending on polarization. When the two-level system
formed by two Zeeman levels that are connected by cir
larly polarized light propagating in thez direction, we have
Nz52/5, andNx5Ny53/10.

Since the diffusion coefficients, just as the friction coef
cients, scale as the square of a gradient, the largest com
nent isDzz. Off-diagonal elements such asDxz andDzx are,
again, smaller by roughly a factorkw0'150, while the di-
agonal radial components such asDxx are in fact largely
determined by spontaneous emission, and are of simila
larger magnitude than the off-diagonal elements. The pro
way to take into account the off-diagonal elements of
diffusion tensorD is to diagonalizeD, and consider three
independent diffusion processes along the axes of the b
that diagonalizesD with the eigenvalues ofD as diffusion
coefficients. Using the fact thatDzz is large we can calculate
both eigenvalues and eigenbasis perturbatively. The eig
values to first order are given by

Dx8x85Dxx2
DxzDzx

Dzz
1•••

Dz8z85Dzz1
DxzDzx

Dzz
1•••, ~20!

where the••• stands for terms of higher order in 1/(kw0),
while the axes change as

ẑ85 ẑ1 x̂
Dxz

Dzz
1•••

x̂85 x̂1 ẑ
Dzx

Dzz
1•••. ~21!
7-4
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The fact thatẑ8 is slightly tilted toward thex direction im-
plies that a small part of the large diffusion coefficientDz8z8
will contribute to diffusion in thex direction. This increase
however, is almost exactly compensated for by the decre
in Dx8x8 . In particular, the velocity in thex direction under-
goes the following Wiener process:

dvx5A2Dx8x812Dz8z8

Dzx
2

Dzz
2

1•••dW. ~22!

In our case it turns out thatDxxDzz@Dzx
2 ~see Fig. 3!, so that

effects due to the off-diagonal elements of the diffusion t
sor can in fact be neglected. The figure also shows that
previous considerations about the relative sizes of the v
ous components ofD do not just hold on average, but als
locally.

Thus, friction is appreciable only along the cavity ax
while diffusion has two main contributions: from spontan
ous emission in all three directions, and a large diffus
along the cavity axis from fluctuations in the FORT a
cavity QED forces.

IV. NUMERICAL RESULTS

The following results pertain to a Cs atom, with th
ground state given byu6S1/2;F54;mF54& and the excited
state by u6P3/2;F55;mF55&, so that l05852.4 nm and
G/(2p)55.2 MHz. The cavity parameters arek/(2p)
54 MHz andg0 /(2p)530 MHz, andw0520 mm, which
are typical of the experiments discussed in@6#. Furthermore,
the values forS0 examined here areS0 /(2p)510,50 MHz.
Both of these values are close to those explored in the ac
experiment@6#, and they contrast the behavior of atoms
shallow (S0,g0) and deep (S0.g0) wells. Typical values
for Ne range from 1023 to 0.1.

A. Dressed-state structure

We first focus on the atomic motion along the cavity ax
The simplest way to get a feeling for the results forbzz and

FIG. 3. For parameters to be used later,S0 /(2p)550 MHz, and
Dp /(2p)5210 MHz, Ne50.01 we plot here the ratiod
5Dzx

2 /(DzzDxx) as a function of position.
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Dzz as a function of the probe detuningDp is to first consider
the eigenenergies of the dressed atom-cavity states. Whe
neglect dissipation for the moment, and take the limit of
driving (Ne50), we can easily find the energies of the low
dressed statesuc6& containing at most one excitation: th
state containing no excitation is the ground state with
energy of E052\SF(rW), while the energies of the two
dressed states in the manifold of states containing a si
excitation are

E65\va6\Ag~rW !21SF~rW !2, ~23!

if the atom and cavity are on resonance. The excited dres
states are given by

uc2&5~sinu!ug,1&1~cosu!ue,0&, ~24!

with

sinu5
g

Ag21~Ag21SF
22SF!2

,

cosu5
SF2Ag21SF

2

Ag21~Ag21SF
22SF!2

. ~25!

In Fig. 4 ~10 MHz FORT! and 5~50 MHz FORT! we plot
the transition frequencies~relative tova) from the ground
state to these two excited states as functions of position,

D65SF~rW !6Ag~rW !21SF~rW !2. ~26!

This expression along with the figures explicitly shows th
the main features of the atom-cavity system are determi
by the ratioS0 /g0. It furthermore shows an important differ
ence with the situation of trapping with a FORT in fre

FIG. 4. Transition frequenciesD6 relative to the bare atomic
frequency from the ground state to the lower two excited dres
states as functions of the position of the atom along the cavity
~i.e.,r50) . HereS0 /(2p)510 MHz. Also indicated by the dotted
line is the probe detuning used in Fig. 9,Dp /(2p)5228 MHz.
7-5
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space. The fact that the excited state shiftsup while the
ground state shiftsdown implies that ground and excite
states are trapped in different positions in free space. In
presence of the quantized cavity field, however, both
lower excited dressed state and the ground state are
shifteddown. This may improve trapping and cooling cond
tions, as detailed below.

B. Cooling mechanisms

We now take a closer look at cooling mechanisms. In
regime of weak driving, we will find that the friction coeffi
cient bzz is positive ~corresponding to cooling! when the
probe field is tuned slightly~by an amount;k,G/2) below
the transition to the relevant dressed state while for b
detuning the friction coefficient is negative, leading to exp
nential heating of the atom’s velocity. This can be und
stood by analogy with Doppler cooling: by tuning belo
resonance, the process of stimulated absorption followed
spontaneous emission leads to a loss of energy, while
maximum cooling rate is achieved by maximizing the pro
uct of excitation rate and detuning. Now looking back
Figs. 4 and 5 one sees that the variation ofD1 with position
is larger than that ofD2 , because both the ground state a
the lower excited dressed state shift down, while the up
excited dressed state shifts upward. Generally speaking
cooling purposes it is better to tune to thelower excited state
so as to have smaller spatial variations in cooling rates. M
importantly, the upper-excited-state energies decrease
increasing radial distance, whereas the lower-excited-s
energy increases. Thus, for the upper state the probe de
ing changes from red to blue, so that an atom cooled on
will in fact be heated if it moves away radially. For the low
dressed state the probe detuning becomes more red, so
an atom that is optimally cooled on axis will still be coole
away from the axis, but at a lower rate.

The most popular explanation for intracavity cooling@10#
exploits analogies with Sisyphus cooling@21#, although an-
other explanation for cavity-based cooling based on as

FIG. 5. Same as previous figure but forS0 /(2p)550 MHz.
Also indicated by the dotted line is the probe detuning used in F
10, Dp /(2p)5210 MHz.
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metries in coherent scattering was recently put forward
@11#. Here we illustrate the Sisyphus picture for cooling i
side optical wells within an optical resonator, using a ve
simple dressed-state picture, that makes use of only
lower dressed state and the ground state, relevant in the
excitation limit. We choose one particular well, fromz
52.0lF to z52.5lF , and one particular set of paramete
given in the caption of Fig. 6. In that figure we plot the dec
rate g2 of the lower dressed state and the excitation r
from ground to the dressed state,V2 , as functions of posi-
tion. In the weak driving limit the decay rate is given by

g25^c2uka†a1Gs1s2/2uc2&5~sin2u!k1~cos2u!G/2,
~27!

and the excitation rate by

V25u^g,0uE0~a†1a!uc2&u5E0usinuu. ~28!

These two quantities, together with the detuning of the pro
field from ~dressed-state! resonance determine the stead
state population in the lower dressed state, according to

n25
V2

2

~D22Dp!21g2
2

. ~29!

The populationn2 is plotted in Fig. 7, along with the
transition frequencyD2 . These two quantities are sufficien
to understand the Sisyphus cooling mechanism.

Since an atom in the ground state is moving in a cons
vative potential around the equilibrium positionz52.25lF ,
the following Sisyphus picture should be taken as to apply
the motion of the atom in addition to that conservative m
tion @see Eq.~30!#. Suppose, for example, that the atom is
positionz52.2lF and moving toward the right~cf. Fig. 7!.
The probability to be in the excited state now decreases~ac-
cording to the lower part of Fig. 7!, while the energy of the
excited state relative to the ground state is increasing

.

FIG. 6. Decay rate and excitation rate of the lower dressed s
as functions of position along the cavity axis (r50). Here and in
Figs. 7 and 8, we chose the following parameters:Ne50.001,
S0 /(2p)550 MHz, Dp /(2p)5210 MHz.
7-6
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other words, an atom in the excited state is climbing up
~again, in relation to the ground state!, but will likely make
the down transition to the ground state, thus leading to co
ing at that particular position. Similarly, atz52.4lF an atom
moving to the left is going uphill while having an increas
chance of decaying to the ground state, again leading to c
ing. This picture in fact shows that the cooling rate is e
pected to be proportional to the gradient ofn2 and the gra-
dient of D2 . More precisely, the force on the atom
positionz is approximately given by

Fz'\
dSF

dz
2\n2~z2v/g2!

dD2

dz
'\

dSF

dz
2\n2~z!

dD2

dz

1
\v
g2

dn2

dz

dD2

dz
, ~30!

where the argument ofn2 indicates the lag between the ato
reaching a positionz and reaching its steady state, with th
lag time scale determined by the inverse decay rate from
dressed state. From the second line we see that the fric
coefficientbzz is approximated by

R[2
\

mg2

dn2

dz

dD2

dz
. ~31!

Indeed, Fig. 8 shows the similar behavior ofbzz and R as
functions of position.

C. Friction, diffusion and equilibrium rms velocities

In Figs. 9–10 we give examples of friction and diffusio
coefficients for both the 10 and 50 MHz FORTs, as functio
of the atomic position. They illustrate the point that in t
low-excitation limit red ~blue! detuning leads to cooling
~heating! ~cf. Figs. 4 and 5!. They, moreover, clearly show
how all wells are quantitatively different, with cooling rate
and diffusion strengths differing by orders of magnitude o
the various wells, and withbzz being negative in some wells

FIG. 7. Transition frequency to and populations in the low
dressed state as functions of position along the cavity axis. N
that the equilibrium position of the atom is aroundz52.25lF .
01340
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and always positive in others. This of course also impl
that the temperatures reached by atoms in thermal equ
rium vary with position.

For the case of the shallow FORT we consider weak d
ing (Ne50.001), whereas for the deeper FORT the drivi
field is taken to be stronger by an order of magnitude. T
stronger driving field increases cooling rates while the f
that deeper wells trap the atoms better means that co
spondingly larger diffusion rates still can be tolerated.

The stable equilibrium pointszn
e are located around the

maxima ofSF , i.e., aroundzn5(n21/2)lF/2 for integern,
because it is the FORT that gives the main contribution
the total force ~even for the smallest value ofS052p
310 MHz considered here!. The cavity QED field gives

r
te

FIG. 8. Cooling ratebzz ~solid curve! and the product of gradi-
ents of dressed-state population and transition frequencyR ~dashed
curve! as functions of position along the cavity axis. The similar
between the two curves confirms the validity of the Sisyphus co
ing picture.

FIG. 9. Friction and velocity diffusion coefficientsbzz andDzz

as functions of the atomic position~in units oflF) along the cavity
axis. Here Ne50.001, S0 /(2p)510 MHz, and Dp5228
32p MHz. Compare Fig. 4.
7-7
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only a small correction to the force and hence to the equi
rium position. In each equilibrium point, we can define
measure for the expected rms velocity of the atom along
z axis in thermal equilibrium by considering averages o
local wells

v rms
z 5AD̄zz

b̄zz

if b̄zz.0, ~32!

in terms of the friction and diffusion coefficients. This ave
aging procedure gives a sensible measure for the rms ve
ity only if the atom indeed samples the whole well. Th
condition is fulfilled for the relatively shallow wells originat
ing from S052p310 MHz, and Fig. 11 uses this averagin
procedure. For the 50 MHz FORT, however, we averag
over only part of the well, namely, a region of sizelF/10
symmetrically around the equilibrium point. This choice
rather arbitrary, and thus Fig. 12 just gives an indication
what rms velocities to expect of atoms trapped in the co
sponding wells, although the simulations in fact do confi
these values.

We see here that depending on the probe detuning,
atom will be cooled to low temperatures either in all wel
or only in wells whereg is large in the equilibrium point, or
only in wells whereg is small. This shows the flexibility tha
a FORT beam adds: one can predetermine to a certain de
in which well the atom will be trapped~and cooled! for
longer times and in which it will not be.

Under the current conditionsk.G/2 the lowest tempera
tures achievable are determined by the Doppler velocityvD .
More precisely, the lower limit on rms velocities along th
cavity axis is expected to be

vD
z 5A0.7

\G

2m
, ~33!

where the factor 0.75(112/5)/2 comes from the fact that i
our case the diffusion due to spontaneous emission in tz
direction is two-fifths of the full 3D value. We tested that f

FIG. 10. Same as previous figure but forNe50.01, S0 /(2p)
550 MHz, andDp521032p MHz.
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smallerk the rms velocities indeed do become even smal
now determined byA\k/m, thus confirming predictions o
@10#.

Finally, we note that the quasiclassical approximati
used throughout this paper is justified as neither the re
limit is reached nor the resolved-sideband limit, i.e.,

\G/2@~\k!2/m,

FIG. 11. The values ofv rms
z in the eight equilibrium points as

defined in Eq.~32! by averaging over the entire well. In all case
S052p310 MHz. Triangles correspond to a detuningDp /(2p)
5228 MHz, squares toDp /(2p)5223 MHz, and circles to
Dp /(2p)515 MHz. Note the points on the latter curve on the ax
indicate that the friction coefficient is negative, so that there is
fact no cooling andv rms

z is not defined. They do not indicate coolin
to v rms50.

FIG. 12. As previous figure, but forS052p350 MHz andNe

50.01, and where the average is taken over a region of sizelF/10
around the equilibrium point. The probe detunings wereDp /(2p)
5210,25100 MHz for the squares, triangles, and circles, resp
tively. Note the points on the axis indicate that the friction coe
cient is negative, so that there is in fact no cooling andv rms

z is not
defined. They do not indicate cooling tov rms50.
7-8
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\G/2@hnosc, ~34!

with nosc the oscillation frequency of the atom in a well~see
below!, although in some cases the latter condition is o
marginally fulfilled, namely, whennosc5600 kHz, which is
only a factor 4 smaller thanG/(4p).

D. Saturation behavior

We now briefly turn to the question of the nonlinear b
havior of the atom-cavity system with increasing excitatio
In the absence of saturation effects, both friction and dif
sion coefficients would increase linearly withNe . For the
same parameters as Fig. 9, Fig. 13 shows nonlinearities
ting in aroundNe50.01. The friction coefficient even star
to decreasearoundNe50.1 as a result of the local values o
bzz becoming negative where they were positive in the we
driving limit. The concomitant effect on thev rms

z is shown as
well.

E. Simulations

We also performed Monte Carlo simulations of the 3
motion in given wells by solving the Langevin equations~8!
for position and velocity~see also@14#!. The experimental
procedure switches the FORT field on only when an at
has been detected and when it consequently has partly f
through the cavity already@6#. We accordingly fix initial
conditions as follows: We start the atom on the cavity ax
and we fix the downward velocity to bevx510 cm/s. Fur-
thermore, we chosevz50 cm/s, and the initial position
along thez axis to belF/8 away from the equilibrium point
The initial position and velocity were fixed so that all vari
tions in trapping times and rms velocities are solely due
the random fluctuations of the forces acting on the ato
rather than from random initial conditions. Experimenta
these two are mixed of course.

FIG. 13. The average values ofDzz andbzz as functions of the
driving field strengthNe in the well extending fromz52lF to z
52.5lF , for the 10 MHz FORT, whereDp522832p MHz. In
the lower part the corresponding values for the rms velocityv rms

z are
plotted as a function ofNe .
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Since atoms with these initial conditions do not poss
angular momentum around thez axis, this in some sens
represents a favorable case~although the atoms are not put i
the bottom of the well!. However, in the course of their evo
lution the atoms do acquire angular momentum so that th
in fact not a severe restriction. For more detail see be
~Fig. 22!.

In Fig. 14 we plot the results of simulations of 1000 tr
jectories for an atom in the shallow well of 10 MHz. We pl
the average rms velocity along the cavity axis as a funct
of trapping time for each trajectory. Here we defined t
‘‘trapping time’’ as the time spent by the atom in one pa
ticular given well of sizelF/2. The actual trapping time in
side the cavity may be longer, obviously, as the atom m
subsequently get trapped in different wells. For very sh
trapping times,v rms is determined by the initial condition
but for longer times lower temperatures corresponding
those calculated in Fig. 11 are reached. Note, however,
the simulations were done in 3D, and as such do not ne
sarily give the same temperatures as predicted for on-
~1D! motion in Figs. 11 and 12. Nevertheless, the effect
the atoms’ radial motion is apparently not strong, and in f
atoms leave the well while still being trapped radially. Th
is partly due to the fact that all~especially heating! rates in
the radial direction are smaller by a factorkw0'150 than
those in the axial direction.

About half of the atoms is basically not trapped at all. T
remaining atoms have a probabilityP(T) to be trapped
longer than a timeT, with P(T) decaying exponentially with
T. The average trapping time for these parameters is foun
be t'25 ms, as shown in Fig. 14.

In Figs. 15 and 16 we plot for the same 10 MHz FORT
example of a single trajectory, after the atom has spent 4

FIG. 14. In the upper part of the plot each data point gives
trapping time and the averagev rms resulting from a single trajec-
tory. Identical initial conditions were chosen for each trajecto
each atom started atz52.125lF with vz50 and vx510 cm/s
~downward!. Other parameters were:Ne50.001, Dp5228
32p MHz, S051032p MHz. The lower part gives a histogram
of the probabilityP(T) for an atom to be trapped longer than a tim
T. A fit of the tail of this distribution to an exponentia
}exp(2T/t) givest52562 ms.
7-9
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in the trap. The oscillation frequencies along thez and the
radial directions differ by two orders of magnitude~since
kw0'150): in the z direction the oscillation rate is
;200 kHz, in the radial direction;2.2 kHz. The photon
transmission follows both these oscillations so that in pr
ciple the atomic motion in both axial and radial direction
detectable. Experimentally, though, the oscillations along
cavity axis may be too fast to be accessible. In particular,
average rate at which photons leaking out through one en
the cavity are detected is at most~the efficiency is less than
100%! equal to the cavity decay rate multiplied by the av
age number of photons inside the cavity. For the parame
of Fig. 15 this amounts to a rate;0.013k'2.53105 /sec,

FIG. 15. Snapshot of a single trajectory, with parameters a
Fig. 14. The upper plot gives thez coordinate of the atom as
function of time, the lower plot gives the transmission~in fact the
number of photonŝa†a& inside the cavity! in that same time inter-
val. Note the time scales here differ by two orders of magnitu
from those of Fig. 16.

FIG. 16. For the same trajectory as the previous figure,
upper plot gives the radial distance to the cavity axis,r in units of
w0 as a function of time, the lower plot gives again the number
photons inside the cavity during that same time interval. The a
has a nonzero angular momentum alongz and does not cross thez
axis.
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which corresponds to just about one photon per oscillat
period.

The figures show that when the atom is in a positi
where it is not coupled to the cavity (g50), the number of
photons in the cavity drops toNe50.001. Similarly, when
the atom moves away radially, the transmission drops.

To make a direct comparison with the trapping tim
achieved in the experiment@6#, we now turn to the case of a
50 MHz FORT. We plot rms velocities vs trapping times f
300 trajectories for an atom trapped in the well ranging fro
z52lF to z52.5lF .

For the parameters of Fig. 17 the atom is either trapp
for long times (.10 ms) or only for a short time (,1 ms),
both with about 50% probability. In the latter case the rm
velocity is determined just by the~arbitrarily chosen! initial
condition and is around 30 cm/s, but for longer trappi
times the effects of cooling are visible. Thermal equilibriu
is reached withv rms;8 cm/s, thus confirming the results o
Fig. 12. The distribution of trapping times again follows a
exponential law, and the average trapping time, as de
mined from the tail of the distribution, ist'250 ms, which
is ten times longer than for the~fluctuating! 50 MHz FORT
used in@6#. This shows the great potential of holding sing
atoms in the cavity for extended periods of time if the inte
sity fluctuations of the FORT beam can be minimized. E
perimental efforts along this path are currently underway

Also for this case we plot snapshots for a single traject
~Fig. 18!, taken after the atom has spent 25 ms in the tr
Compared to the 10 MHz FORT, the oscillations of the ato
along the cavity axis and in the radial direction becom
faster by about a factor of 3. The axial oscillation frequen
is about 600 kHz, while along the radial direction the osc
lations occur at a rate 6.2 kHz, i.e., again slower by t
orders of magnitude. In this case, the photon transmiss
still follows directly the axial oscillations but no longer fo
lows the radial excursions of the atom, as now the fluct
tions in the magnitude ofg at the atom’s position along th
cavity axis are in fact larger than those due to the rad
excursions of the atom. This is partly due to the fact that
the simulations here the driving field is stronger than for

in

e

e

f
m

FIG. 17. As Fig. 14 but forNe50.01, Dp521032p MHz,
S055032p MHz. The mean trapping time ist5250620 ms.
7-10
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COOLING OF A SINGLE ATOM IN AN OPTICAL TRAP . . . PHYSICAL REVIEW A 64 013407
10 MHz example above so that fluctuations in the atom
motion occur at a shorter time scale, and partly simply
cause the radial excursions are small. Figure 19~c! shows that
it is primarily the axial fluctuations that determine the var
tions in the numbers of photons inside the cavity.

Generally speaking, the axial excursions determine~local!
minimum and maximum transmission levels~as in Fig. 15!.
When these minima and/or maxima depend on the ra
position, then the radial motion could, in principle, be visib
in the cavity transmission level. This depends in turn
whether the axial fluctuations on the time scale of the tra
verse motion are sufficiently small so as not to hide the ra
dependence. There seems to be no simple general rule

FIG. 18. Snapshot of a single trajectory, with parameters a
Fig. 17. The upper plot gives thez coordinate of the atom as
function of time~with the atom released with standard initial co
ditions att50). The lower plot gives the transmission~in fact the
number of photons inside the cavity! in that same time interval
Note the time scales here differ by two orders of magnitude fr
those of Fig. 19.

FIG. 19. For the same trajectory as the previous figure,~a! the
radial distance to the cavity axis,r in units of w0 as a function of
time, ~b! the number of photons inside the cavity during that sa
time interval, and~c! the position along the cavity axis in units o
lF .
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this interplay between radial and axial motions depends
detunings, driving strength, and the particular well.

In contrast, in a different well, the one ranging fromz
50.0 to z50.5lF , the photon number in the cavity doe
follow the radial motion, as the radial excursions beco
larger~Fig. 20!. Perhaps more importantly, the average tra
mission level is higher by more than a factor 2 compared
the previous case, as a result ofg being larger in this well~cf.
Fig. 2!. This shows how, in principle, different wells may b
experimentally distinguished via the transmission of t
probe field through the cavity.

We also simulated the motion of an atom trapped un
more adverse conditions, namely for an atom in the well@z
5lF→1.5lF# at a probe detuningDp /(2p)525 MHz.
According to Fig. 12, the atom is not cooled on axis und
these conditions~i.e. the average friction coefficient aroun
the equilibrium point on thez axis is negative!. This is con-
firmed by Fig. 21: the mean trapping time for an atom sta
ing atz51.125lF is now very short, about 1.6 ms, while th
average rms velocity isv rms

z '28 cm/s, as determined esse
tially by the initial condition.

Finally, we consider the influence of different initial con
ditions on trapping and cooling. All the results so far we
obtained by considering atoms that initially are moving
axis. Thus, they have no angular momentum along thez axis,
nor any radial potential energy. Figure 22 shows a plot
rms velocities vs trapping times for atoms trapped under
same conditions as for Fig. 17! ~i.e., in the well fromz
52l to z52.5l, for Dp521032p MHz, Ne50.01, and
S055032p MHz), but with different~nonzero! values for
the initial angular momentum.

Obviously, the more initial potential energy the atom h
the less likely it is to be trapped. In fact, the angular mom
tum does not play any role here, as confirmed by sim
calculations with initial conditions chosen such that the
oms have no initial angular momentum but have the sa
potential energy. The results are the same in that case.

in

e

FIG. 20. For an atom in the well ranging fromz50 to z
5lF/2, for Ne50.01, Dp521032p MHz, and S0550
32p MHz, the upper plot gives the radial distance to the cav
axis,r in units ofw0 as a function of time, the lower plot gives th
number of photons inside the cavity during that same time inter
7-11
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atoms starting aty50.2w0 the trapping times and rms ve
locities are basically not affected, and the trapping time
still around 250 ms. But for atoms starting aty50.5w0 the
effect of their increased potential energy leads to clea
shorter trapping times~by roughly a factor of 2!, and for
atoms starting aty5w0 this effect is even more pronounce
with a decrease in trapping time of about a factor of 10.

F. A different trapping structure

We now consider a different case where the atomic
cited state is assumed to be shifteddownby the FORT field,
just as the ground state is~see, for instance@12#!. This can be
achieved by using a FORT that is~red! detuned in such a
way that the excited atomic state is relatively closer to re
nance with a higher-lying excited state than with the grou

FIG. 21. As Fig. 14 but forNe50.01, Dp52532p MHz, S0

55032p MHz. The initial position of the atom isz51.125lF .
The mean trapping time ist51.660.1 ms.

FIG. 22. rms velocities vs trapping times for atoms trapped
der the same conditions as for Fig. 17 but with different init
radial conditions fory. In particular, for plot~a! the initial condi-
tions ony is y50.2w0. for ~b! y50.5w0 and for ~c! y5w0. Since
vx5210 cm/s, the atoms have different angular momenta alonz
in these cases, and different initial potential energies.
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state. This situation at first sight looks even more appea
for trapping purposes, as now both excited and ground s
will be trapped in the same positions. Moreover, fluctuatio
in the force due to the FORT are diminished.

We consider only the 50 MHz FORT here, and compa
this case to the previous 50 MHz FORT case, and in part
lar we refer the reader back to Figs. 5, 10, and 17. For eas
comparison we keeplF the same, and assume for simplici
that the excited state is shifted down by an amountSF , so
that the shifts of the ground and excited state are in f
identical.

The fact that ground and excited states have the s
potential, implies that the transition frequencies to t
dressed states are simply periodic in space with periodl0, as
shown in Fig. 23, rather than aperiodic as in Fig. 5.

Similarly, the fluctuations in the force due to the FOR
now vanish, as both ground and excited state undergo
same shift, so that the diffusion coefficient is periodic w
periodl0. Also the friction force arises only from the cavit
QED part and is periodic. Yet, the different wells are n
equivalent. The forces are, just as before, driven by b
cavity QED field and the FORT, and the value ofg at the
antinode of the FORT still varies over the different wel
This is illustrated in Fig. 24 where the rms velocities in t
eight different wells are shown, along with friction and di
fusion coefficients. Since in this example the probe field
detuned below the lower dressed state, one has cooling
erywhere in space.

The simulations show that the mean trapping time
smaller, although the rms velocities are just as small as
fore. The reason is the less favorable cooling condition aw
from the cavity axis. In particular, for the parameters us
here the expected rms velocityv rms

z steadily increases to 90
cm/s at a radial distancer52w0, while for the simulations
of Figs. 17,v rms

z is increasing only slowly to 12 cm/s. Thi
large difference can be understood by noting the differe
in dressed state structures between the two cases. Fo

-
l

FIG. 23. Transition frequenciesD6 for the case where the
atomic excited state is assumed to be shifted down by the FO
field by the same amountSF as is the ground state, for the 50 MH
FORT. A detuning of235 MHz is indicated by the dotted line.
7-12
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COOLING OF A SINGLE ATOM IN AN OPTICAL TRAP . . . PHYSICAL REVIEW A 64 013407
case of Fig. 5, the transition frequency to the lower dres
state around the equilibrium positionz'2.25lF does not
change much with increasing radial distance, so that
probe field in that trapping region is always detuned bel
resonance by an amount that stays more or less constan
the dressed state structure of Fig. 23, however, the pr
detuning increases from>5 MHz to >35 MHz below reso-
nance, thus leading to much worse cooling conditions.
other words, the presence of opposite level shifts due to
FORT makes the spatial variation of the transition freque
to the lower dressed statesmaller: compare D25SF

2ASF
21g2 to D252g, especially wheng!SF .

The alternative trapping potential is, therefore, not nec
sarily more favorable for trapping purposes. On the ot
hand,all atoms are captured now and are trapped for at le
10 ms. This can be understood from the simple fact that h
the friction coefficient is positive in theentirewell ~Fig. 25!.

V. SUMMARY

We analyzed cooling limits and trapping mechanisms
atoms trapped in optical traps inside optical cavities. T
main distinguishing feature from previous discussions
cooling of atoms inside cavities is the presence of the ex
nal trapping potential with a different spatial periodicity
compared to the cavity QED field. This not only provid
better cooling and trapping conditions but the different s
tial period makes the various potential wells qualitative

FIG. 24. Friction and diffusion coefficients, and the resulti
rms velocity as functions of position along the cavity axis for t
trapping structure of Sec. IV F. HereDp /(2p)5235 MHz, and
Ne50.01.
.J
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s.
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different. Atoms can be trapped in regions of space wh
the coupling to the cavity QED field is maximum, minimu
or somewhere in between. Depending on the laser detun
cooling may take place only in wells where the atom is mi
mally coupled to the cavity QED field, or where it is max
mally coupled. This allows one, in principle, to distinguish
a certain degree the different atomic positions along the c
ity axis, namely, by comparing

~1! the average transmission level,
~2! the fluctuations of the cavity transmission,
~3! the total trapping time

which reflect, respectively, the average atom-cavity c
pling, the temperature of the atom and under certain con
tions the radial motion, and the overall cooling and trapp
conditions. This is an important additional tool useful f
eventual control of coherent evolution of the atomic cent
of-mass degrees of freedom, as relevant to performing qu
tum logic operations.
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FIG. 25. As Fig. 14, but for the different trapping structure
Sec. IV F. The initial position wasz50.125lF , and further param-
eters wereNe50.01, Dp523532p MHz, S055032p MHz.
The mean trapping time ist52862 ms.
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