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Nanofabrication today spans from atomic level precision to hierarchically organized structures 

reaching up to microns. Nanoscale material properties are profoundly different from their bulk counterparts, 

and when combined with metamaterial approaches, systems can be engineered with properties unavailable 

in naturally occurring substances. These effects have applications from nanoelectronics, to thermoelectrics, 

to nanoparticle-based cancer therapies. However, the full capabilities of these materials have not yet been 

realized due to the difficulty of studying functional nanosystems. In this thesis, I study the properties of 

nanoscale materials at their intrinsic length and time scales, via the diffraction of extreme ultraviolet (EUV) 

beams, generated coherently using tabletop high harmonic generation. First, using periodic nanoline 

gratings, I systematically explore size- and spacing-dependence in the ultrafast cooling of nanoscale heat 

sources. We find that, though nanoscale heat sources generally cool much slower than the bulk diffusive 

prediction, they can be brought within a factor of two of the efficient, diffusive prediction simply by 

bringing them closer together. I then use similar nanoline transducers to study nanoscale acoustic waves, 

and thus extract the elastic tensor of isotropic, amorphous films, down to 11nm thickness. We find that 

hydrogenating these films to a critical level of broken bonds causes a divergence towards incompressible 

behavior, which could also mitigate thickness-dependent changes in the films’ mechanical properties. I next 

demonstrate our technique can measure thermal and elastic dynamics in 3D silicon metalattices, a promising 

thermoelectric material. To measure even more general samples, I finally extend this EUV nanometrology 

technique into a non-contact modality. First, I implement an optical transient grating excitation to study 

micron-scale thermal transport in 2D nanoparticle-molecular arrays. We measure an effective thermal 

conductivity for the arrays that is three orders of magnitude lower than bulk gold. Second, I participate in 

EUV transient grating experiments at the FERMI free electron laser to directly excite deep nanoscale 

thermal and elastic dynamics, and design a similar experiment for tabletop EUV light sources.
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Chapter  1 

Introduction 

 

“We’re going to see things no one has ever seen before.” In the classic science fiction film, 

Fantastic Voyage, the character Cora Peterson delivers this line before being shrunken to a sub-micron size 

to explore inside the human body and remove a blood clot. While shrinking humans is completely fictional, 

modern medicine is closer to a Fantastic Voyage than you might think – nanoparticles can be used to treat 

tumors, precisely deliver drugs, and kill bacteria [1, 2]. Unlike in the movie, however, these nanoparticles 

don’t behave like “miniaturized submarines”. When confined to the nanoscale, material properties 

drastically change from those expected at the macroscale. This presents both opportunity and challenge to 

nanotechnology in general, where fabrication is now controlled one atomic layer at a time. 

As an example of the opportunity given by nanoscale changes in materials, consider gold. When it 

is scaled down into particles only a few nanometers across and suspended in water, gold loses its familiar 

metallic sheen and instead looks bright red. As the nanoparticle diameter is increased, the solution’s color 

changes from red to purple, as shown in Fig. 1.1. These optical effects come from surface plasmon 

resonances, where specific optical wavelengths resonantly excite charge oscillations in each nanoparticle 

[3, 4]. By increasing only the nanoparticle diameter, the resonant wavelength correspondingly increases, 

leaving a blue-shifted spectrum of scattered, non-absorbed light. This size-dependence introduces a new 

degree of freedom to materials engineering – using nanoscale effects to produce useful materials properties 

not present in bulk samples. Indeed, the use of gold nanoparticles extends all the way back to ancient Rome, 

where artisans used colloidal nanoparticles to produce impressive glasses that appear green when viewed 

from the outside, but red when illuminated from within [5]. 
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Figure 1.1: Colloidal suspensions of gold nanoparticles. As the nanoparticle diameter is increased from 

5nm to 100nm, the scattered light from the suspension changes from red to purple. This is because the 

surface plasmon resonant wavelength increases with increasing nanoparticle size. Thus, for the smallest 

nanoparticles, blue wavelengths are absorbed from white light, while for the largest nanoparticles, red 

wavelengths are absorbed from white light. Image from nanoComposix. 

As an example of the challenges presented by nanoscale materials, however, you need look no 

further than your computer. All of modern computing relies on complex patterned materials at the deep 

nanoscale, with the critical dimensions of the latest generation of transistors now reaching below 10nm. 

Accounting for changes in material properties at these scales is critically important for the successful 

production and operation of devices. Indeed, materials innovation is what is now needed for the continued 

scaling of computing power. 

The first materials challenge for the semiconductor industry is how to manage heat. When current 

runs through wires, they heat up, and computer chips are essentially a densely packed nest of current-

carrying wires. To keep the heat at tolerable levels, the industry has not been able to increase clock speeds 

since 2004 [6], as shown in Fig. 1.2. To continue scaling computing power, they have instead had to 

parallelize processors, all running at the same, heat-limited clock speed. The heat management problem is 

exacerbated by the fact that thermal transport at the nanoscale is much slower than we would predict from 

macroscopic behavior [7]. 
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Figure 1.2: Transistor number per chip and clock speeds since 1970. The number of transistors per chip 

(blue points) has doubled every two years since the 1970s – an observation and prediction known as 

Moore’s Law. The clock speed of processors (black points), however, has stagnated since 2004. This 

capping of clock speeds is required to limit the thermal load to manageable levels. Figure adapted from [6]. 

At the macroscale, heat flow is governed by Fourier’s law of heat conduction, where the heat flux, 

q, is proportional to the temperature gradient, ∇𝑇, according to the material’s thermal conductivity, κ: 

�⃗� = −𝜅∇𝑇. 

This diffusive behavior assumes heat transfer is occurring over large enough distances for the heat carriers 

to repeatedly scatter and form a smooth thermal gradient. At the nanoscale, however, this assumption breaks 

down. For semiconductors, the main heat carriers are phonons (quanta of lattice vibrations), which can 

travel hundreds of nanometers, up to microns without scattering [8-11]. This means that some of the 

phonons carrying heat away from nanoscale hot spots travel ballistically, and deposit their heat non-locally, 

in stark contrast to diffusion. Simply applying Fourier’s law to nanoscale systems dramatically over-

predicts the rate of heat transfer, when the heat flux is in reality limited by the ballistic velocity of phonons. 

Since transistors and other circuit elements essentially serve as nanoscale hot spots on top of a 

semiconductor, this quasiballistic thermal transport is certainly at play in the large thermal load faced by 

modern electronics. 



4 

One further materials challenge relevant to the semiconductor industry is nanoscale mechanical 

properties. Between the metallic, current-carrying interconnects on a chip, a dielectric material is required 

that is both low dielectric constant, and sufficiently mechanically robust to produce a functional device. 

However, it is difficult to achieve a low dielectric constant material, which increases both the device’s 

efficiency and its switching speed, without sacrificing its mechanical properties, which can lead to device 

failure [12]. Moreover, the elastic properties of materials can change at the nanoscale, due to the large 

fraction of atoms at free surfaces or at interfaces [13, 14]. To get around challenges at the nanoscale, the 

semiconductor industry has often had to resort to trial-and-error, modifying the fabrication recipe until a 

successful combination is found. How much better would it be, however, if we could design materials up 

front with the desired properties? 

One powerful materials-by-design approach is to fabricate metamaterials, where some form of 

periodic structuring gives rise to novel properties not attainable by homogenous, bulk materials [15, 16]. 

Combined with nanoscale effects, metamaterials are an exciting avenue to solving difficult technological 

problems, particularly by engineering new thermal and elastic properties. As one example, the Greer group 

at Cal Tech produces structural metamaterials by engineering nano-truss structures out of metallic glass 

tubes [17]. As shown in Fig. 1.3, by reducing the wall thicknesses of the tubes to the deep nanoscale, the 

metamaterial undergoes a brittle-to-deformable transition. Thus, this stiff yet ultralight truss structure has 

tunable mechanical properties by taking advantage of nanoscale size effects. As a second example, the 

Hussein group at CU Boulder has developed the concept of nanophononic metamaterials, where forests of 

nanopillars are placed on the surface of a thin film [18]. The local resonances of these pillars hybridize with 

the phonons in the film to slow their group velocity and reduce the rate at which they can carry heat. Thus, 

through only surface engineering, this metamaterial can reduce the thermal conductivity of the underlying 

film, without impacting its electrical conductivity. This is a promising route towards producing an efficient 

thermoelectric material. 

Thermoelectric materials produce a voltage when a thermal gradient is placed across them, 

according to the Seebeck effect. Using this effect, the field of thermoelectrics seeks to recover the energy 
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lost as waste heat in industrial, transportation, and power generation contexts (over 60% of the energy 

produced [19]). However, the barrier to recovering the vast amounts of waste heat into useable energy is 

that most materials are very inefficient at this process. The efficiency of a thermoelectric material is largely 

determined by its nondimensional figure of merit, ZT. ZT must be greater than three for a material to be 

commercially viable on a large scale. ZT is defined by 

𝑍𝑇 =  (
𝑆2𝜎

𝜅
) 𝑇, 

where S is the Seebeck coefficient, σ is the electrical conductivity, and κ is the thermal conductivity. This 

means that the ideal thermoelectric material would have very low thermal conductivity, but very high 

electrical conductivity, which a nanophononic metamaterial may be able to achieve. 

Figure 1.3: Structural metamaterials with nanoscale effects. These truss structures are fabricated out of 

hollow nanotubes of metallic glass (Zr-Ni-Al). When the tubes have 10nm wall thickness, they exhibit more 

ductile compression (a), and partially elastically recover to their initial shape when the stress is removed 

(b). When the wall thickness is increased to 88nm, however, the structures exhibit brittle fracture upon 

compression (c), and cannot recover their shape (d). Figure from [17]. 
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Given the fundamental and technological importance of nanoscale materials, with applications 

ranging from integrated circuits and thermoelectrics, to metamaterials and nano-medicine, there is a great 

need for more research. In many cases, we are still developing theories to connect first principles rigor to 

real experimental geometries, and computational approaches are forced to balance sufficient complexity 

with feasibility as every atom in an extended nanosystem cannot yet be simultaneously modeled. To 

increase understanding of nanomaterials and benchmark these theories and computations, the Kapteyn-

Murnane group uses coherent, nanometer-wavelength beams to directly probe functional nanosystems. 

For my thesis, I have used tabletop extreme ultraviolet (EUV) sources to study the ultrafast thermal 

and elastic dynamics of nanostructured materials. By using ultrafast pulses, this technique accesses phonon 

transport on its natural timescales (sub-picosecond to several nanoseconds), enabling repeatable, non-

destructive measurements, unlike that shown in Fig. 1.3. Moreover, the use of coherent EUV beams enables 

the direct, non-contact probing of nanostructures well below the diffraction limit of visible light (hundreds 

of nanometers). To further advance EUV metrology to general samples and in-situ environments, I have 

devoted a substantial portion of my thesis to the development of fully non-contact methods based on the 

transient grating technique, where two coherent beams are interfered to produce periodic excitations in a 

sample. The culmination of this effort is the interference of two EUV beams to directly excite dynamics in 

the deep nanoscale. This has been demonstrated at the FERMI free electron laser and is currently under 

construction at JILA. 

In Chapter 2, I present details on the experimental approach I took to perform nanoscale thermal 

and elastic measurements. After an overview of the entire experiment, I explain in more detail high 

harmonic generation and diffraction-based measurements, which are unique distinguishing factors of the 

technique. I then comprehensively present the major upgrades to the experimental apparatus that were made 

during my thesis. 

In Chapter 3, I present measurements of nanoscale thermal transport in silicon and fused silica. For 

silicon, we observe quasiballistic reduction in heat flow away from laser-heated nanostructures into the 

silicon substrate. Once these structures are brought closer together, within the scattering distance of 
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phonons, thermal transport recovers back towards the faster, diffusive prediction. These results confirm our 

surprising prediction made in [20] that closely spaced nanostructures can cool faster than widely spaced 

ones, when period dependence in thermal transport counteracts quasiballistic effects. By independently 

tuning nanostructure size and spacing, this work maps the transition between isolated quasiballistic and 

collectively diffusive thermal transport. For fused silica, no deviation from diffusive transport is observed 

as a function of nanostructure size or spacing. This is expected as phonons in this amorphous material are 

scattered at lengths smaller than those accessed experimentally. This sample serves as an important control 

study, showing that our results are not dominated by effects coming from the nanostructures alone, 

independent of thermal transport in the substrate material. This chapter is based on our publication by 

Frazer, et al. [21]. At the end of the chapter, I also briefly discuss theoretical efforts currently underway to 

explain the fundamental mechanisms behind our observations. These efforts are in preparation for 

publication by Beardo, et al., and Honarvar, et al. 

In Chapter 4, I present acoustic measurements of ultrathin film elastic properties. Using the same 

nanostructure transducers as in Chapter 3, we are able to launch nanoscale acoustic waves whose velocities 

depend on the elastic properties of the sample materials. By measuring these wave velocities, we first 

characterize the full elastic tensor of a series of low-dielectric-constant films relevant to the semiconductor 

industry. These films are hydrogenated to lower their dielectric constant, but beyond a critical level, this 

hydrogenation causes a transition towards incompressible behavior. This section of the chapter is based on 

our publication by Hernandez-Charpak, et al. [22]. Second, we use this method to explore thickness-

dependence in the elastic properties of two separate series of dielectric films, down to 5nm thickness. We 

observe no thickness dependence in the series of SiOC:H films, but we do see evidence of thickness-

dependent softening in the series of SiC:H films. This section of the chapter is currently in preparation for 

publication by Frazer, et al. 

In Chapter 5, I present efforts to extend the technique used in Chapters 3 and 4 to more general 

samples. First, we use the same nanostructure transducers to study the thermal and elastic properties of 

silicon metalattices − 3D periodic inverse opal materials with hierarchical structuring from single 
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nanometers up to microns. This work is being prepared for publication by Abad, et al., and Knobloch, et al. 

Next, I present measurements of micron-scale thermal transport using EUV-probed, optically-generated 

transient gratings. Using this approach, we successfully characterize the thermal conductivity of hybrid 

nanoparticle-molecular arrays. This work is in preparation by Frazer, et al., for publication. Finally, I 

present the work to date using EUV transient gratings to excite thermal and acoustic dynamics. In 

collaboration with the FERMI free electron laser, we demonstrated optically-probed, EUV-generated 

transient gratings for the thermal and elastic characterization of materials, as reported in [23]. Our work 

with FERMI later contributed to the first demonstration of all-EUV transient grating measurements in the 

deep nanoscale, as reported in [24]. I close the chapter with a discussion of the current state of the effort to 

demonstrate all-EUV transient gratings on a tabletop at JILA. 

Chapter 6 closes this dissertation with a summary of its major results, and a brief description of the 

next steps expected in the near future. The Appendix gives further details on the COMSOL modeling 

performed to analyze our thermal and acoustic measurements, as well as more details on the thermal data 

fitting procedure. 



 

 

 

Chapter  2 

Experimental Methodology 

 

In this chapter, I will describe the details of the experimental apparatus used for the tabletop 

measurements presented in this dissertation. Our lab first demonstrated these types of measurements in 

2004 with an apparatus very similar to the one I use [25]. While the basic principles of the approach have 

not changed during the last 15 years, some significant additions and improvements have been made to the 

apparatus over the course of my PhD. After a brief description of the experimental methodology, I will 

focus the bulk of this chapter on the three primary new additions. These additions are 1) rebuilding our 

optical transient grating capability, 2) implementing a synchronized optical chopper in the excitation beam, 

and 3) taking steps to mitigate nonlinear effects during the propagation of our high-intensity laser beam. 

2.1 Introduction 

To measure ultrafast dynamics, we use a pump-probe approach. In pump-probe experiments, some 

form of “pump” is used to initiate dynamics in a sample. After a controlled delay, some “probe” is used to 

measure the state of the system at precisely that time. Provided the excited dynamics are repeatable, this 

process may be repeated for a whole series of delay times, at a temporal resolution down to the pump 

duration. The repeated measurements at various delays may then be ordered into a single temporal signal 

or effective slow-motion movie of the sample dynamics. As an approachable example, consider the study 

of dripping water shown in Fig. 2.1. For this experiment, the repeatable dynamics are water drops forming 

at the base of a glass capillary tube, stretching out a liquid bridge, and finally releasing to fall. The probe is 

a precisely timed 15μs flash of light, which exposes photographic film. By adjusting the timing of the flash 
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from drop to drop, the authors photograph each step in the water dripping process, and use the full time 

series of images to study the fluid mechanics involved in water dripping [26]. 

Figure 2.1: Example of pump probe measurements. In general, high temporal resolution pump-probe 

measurements carefully delay repeated “snapshots” of the system, measured by a probe, with respect to the 

repeated initiation of dynamics, launched by the pump. In this case, the repeatedly “pumped” dynamics are 

regularly spaced water drips from a capillary tube. The probe is a 15μs camera flash, which exposes 

photographic film. By slightly delaying the flash from one drop to the next, the researchers resolve each 

step of the dripping process, such as the initial release of the water bridge connecting the drop to the water 

still in the tube (left), and the subsequent retraction of the water bridge back into the tube (right). Figure 

taken from [26]. 

For the work presented in this dissertation, I study the repeatable thermal and elastic dynamics of 

nanoscale materials. The natural timescales for such dynamics at nanometer dimensions range from sub-

picosecond to several nanoseconds. Thus, to use a pump-probe technique to study these dynamics, I require 

a pump duration well below the fastest dynamics analyzed (~0.5ps in the present work). This is available 

in the form of ultrafast mode-locked lasers, which are an expertise of the Kapteyn-Murnane group. In 
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particular, I use a near-infrared (IR) laser with pulse durations of 30fs to launch dynamics in the sample. 

To probe these dynamics directly at the nanoscale, a nanoscale wavelength ultrafast laser would be ideal. 

Thankfully, this is also an expertise of the Kapteyn-Murnane group in the form of coherent EUV beams 

generated by high harmonic generation (HHG). Using these coherent EUV beams, we extend established 

optical metrology techniques into the nanoscale. 

Our experiment grows out of the tradition of optical techniques that measure thermal and elastic 

material properties [27]. It takes elements from transient thermal gratings [28, 29], picosecond ultrasonics 

[30], and surface acoustic wave (SAW) spectrometry [31]. Similar to transient gratings (TG), we excite 

specific acoustic wavelengths and thermal transport distances. Similar to picosecond ultrasonics, we 

measure longitudinal acoustic pulses that reflect from buried interfaces. Similar to SAW spectrometry, we 

measure a spectrum of SAWs, and characterize their dispersion in the sample material. We differ from each 

of these optical measurements, however, in our use of a coherent EUV probe. 

By using our EUV probe, we have made several advancements and discoveries beyond traditional 

optical probes. Beyond micron-scale TG, we have observed a previously-unpredicted period-dependence 

in nanoscale thermal transport, where closely-spaced non-diffusive heat sources can cool down faster than 

widely spaced ones [20]. Building from laser picosecond ultrasonics, we have measured thin film 

mechanical properties down to monolayer sensitivity, and we have also observed thickness dependence in 

bilayer elastic properties [32]. Extending SAW spectrometry to nanoscale SAW wavelengths, we have 

measured the full elastic properties of films down to 11nm thickness and observed a deviation towards 

incompressible behavior in highly-hydrogenated films [22]. All of this has been achieved in a single 

measurement platform, using an EUV probe to measure optically-excited dynamics from nanoscale metallic 

gratings. 

In this chapter, I present the experimental details of our measurements. I first give a broad overview 

of the experimental apparatus, followed by more detailed descriptions of HHG and diffraction-based 

measurements. I then present in-depth discussion of the three primary additions to the experimental 

apparatus made during my PhD. First, I describe the optical TG setup I implemented to generate micron-
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scale dynamics without a grating transducer. Next, I describe the optical chopper added to the pump beam 

of our experiment, which allows for short exposure times and rapid alternation between pumped and 

unpumped measurements. Finally, I describe steps taken to reduce the B-integral along our optical path, a 

measure of nonlinear effects that can cause laser mode degradation and instabilities. 

2.2 Optical Pump – EUV Probe Measurements 

All of the tabletop experiments described in Chapters 3-5 are performed using the same basic 

optical pump – EUV probe technique. In this technique, a sample absorbs energy from an incident optical 

laser pulse, launching thermal and acoustic dynamics at its surface. After a controlled temporal delay, an 

EUV probe pulse encodes the dynamic changes to the sample surface as a change in diffraction efficiency. 

The dynamically changing diffraction is then analyzed to extract both the thermal and acoustic contributions 

to the surface deformation. Using appropriate modeling, we then determine the thermal and elastic 

properties of the sample. With this general approach in mind, I now describe the experimental apparatus 

shown in Fig. 2.2. 

Figure 2.2: Block diagram of the experimental apparatus. The laser properties at each stage are labeled 

in italics. The lines between each block represent the laser wavelength there, while the block colors mark 

subsystems: pump lasers in green, IR sources in red, vacuum system in grey, and cryo system in blue. 
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Each experiment begins with a Ti:sapphire oscillator. In the oscillator, Kerr lens mode-locking 

produces an ultrafast pulse train at 80MHz repetition rate, with 780nm central wavelength and 50nm 

bandwidth. This process is pumped by a 532nm continuous wave laser. After being coupled out of the 

oscillator, the pulse train enters a chirped pulse amplification system.  

The first step in chirped pulse amplification is to stretch the ultrafast pulses out to ~200ps width 

using a grating-based stretcher. These pulses then pass through a Pockels cell, which down-samples the 

pulse train to a 4kHz repetition rate. The pulses are next amplified by multiple passes through a second, 

helium-cooled Ti:sapphire crystal that is pumped by a 532nm wavelength, 90ns pulse width Q-switched 

laser. This amplifies each pulse to 2mJ of pulse energy. The amplified pulses then pass through a grating-

based compressor, which compresses the pulse length close to its 30fs limit. The pulses are not fully 

compressed until later in the setup to avoid nonlinear effects during propagation, as detailed in Sec. 2.3.3. 

Having completed chirped pulse amplification, the pulse train is then steered to a beam splitter that 

divides the beam with most of the energy going towards the probe line, and part of the energy going towards 

the pump line. In the pump line, the optical path length is controlled by both a short, high-resolution 

mechanical delay stage, and a long, low-resolution mechanical delay stage. The optical path length 

difference between the pump and the probe lines sets the delay between pump and probe pulses at the 

sample. The pump pulses next reflect six times off of chirped mirrors that finish compressing the pulse 

width down to 30fs. The pump pulses are then periodically blocked and unblocked by a chopper that is 

synchronized to the laser system. This provides a constant alternation between pumped and unpumped 

measurements of the sample. After the chopper, the pump may either be routed directly to excite a 

nanostructured sample, or it may be passed through a transient grating setup, to produce periodic 

interference fringes that excite the sample. These two pumping schemes are shown in Fig. 2.3. The pump 

is assumed to excite the sample identically at each path length (delay time) chosen. This means it is critical 

that the pump beam be collimated through the delay stages so the spot size does not change at the sample 

as a function of optical path length. The changing pump intensity would create a systematic error as a 

function of delay time. 
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Figure 2.3: Nanograting and optical transient grating excitations. a) For most of our samples, gratings 

of periodic nanolines are used to transduce thermal and acoustic dynamics, upon optical excitation. b) More 

recently, we have added an optical transient grating capability. Here, we interfere two pump beams to 

directly sinusoidally excite an absorbing sample at the micron scale. In both (a) and (b), we probe the 

surface deformation by diffracting a coherent EUV probe from the sample, into a camera. 

For the probe line, the first step is to fully compress the pulses to 30fs, again using chirped mirrors. 

Part of the weak leak-through from these mirrors is collected and used as feedback for an active beam 

pointing stabilization system. After compression, the probe pulses enter a vacuum system before performing 

HHG. This is necessary because EUV photons are strongly absorbed in air. The intense near-IR probe 
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pulses drive high harmonics in an argon-filled, 150μm inner diameter waveguide. The generated harmonics 

extend up to about a 27nm cutoff wavelength and lie under a 10fs envelope. Next, the harmonic pulses and 

driving laser reflect together from a toroidal mirror that focuses the diverging beam toward the sample. 

Two 200nm thick aluminum filters then remove the residual driving laser and the harmonics longer than 

about 37nm wavelength. This leaves a comb of about 5 harmonics, from the 21st to the 29th, with the 25th 

being dominant, impinging on the sample. The EUV probe beam diffracts in a reflection geometry from the 

optically pumped sample, either from periodic nanostructure transducers, or from periodic interference 

fringes of the pump light. A charge coupled device (CCD) camera collects the diffracted beams with an 

additional two 200nm thick aluminum filters that prevent pump light from reaching the camera.  

These two processes of high harmonic generation and dynamic diffraction are what differentiate 

our technique from optical techniques, such as Brillouin light scattering or time domain thermoreflectance. 

I will describe each of our unique processes in more detail in the following two sections. 

2.2.1 High Harmonic Generation 

The field of high harmonic generation (HHG) is at this point both well established and constantly 

growing [33, 34]. I will limit the discussion here to summarizing what is important to our thermal and 

acoustic experiments [35, 36]. The basics of HHG include two processes – the single-atom yield of EUV 

photons, and the macroscopic phase matching of multiple atoms’ emissions to obtain a coherent beam. 

The single-atom picture of HHG may be most simply understood in the three-step model, shown 

in Fig. 2.4(a) [37, 38]. In this semiclassical model, we first consider an electron bound in the Coulomb 

potential of its parent atom. We then place this atom in a high intensity laser beam. Provided the intensity 

is high enough, the oscillating electric field of the laser is comparable to the Coulomb potential of the atom, 

and it depresses one side upon linear superposition. This allows the electron to tunnel ionize from its parent 

atom (step 1). The electron is then accelerated in the laser field, gaining extra momentum (step 2). As the 

laser field oscillates, it next reverses and begins to accelerate the electron back towards its parent ion. There 

is some probability then that the electron will recombine with the ion, emitting its excess energy in the form 



16 

of an EUV photon (step 3). Thus, every half-cycle of the driving laser, there is a burst of EUV photons 

emitted from the irradiated atoms, as shown in Fig. 2.4(c). 

Figure 2.4: High harmonic generation. a) The three-step model for HHG. For an electron in its ground 

state in the Coulomb potential (left), the electric field of a sufficiently intense laser will distort the potential 

enough for the electron to tunnel ionize (1). The electron then accelerates in the field (2) and returns to its 

parent ion when the oscillating electric field reverses. The electron then recombines (3) and emits its excess 

energy as an EUV photon. b) Phase matching yields a macroscopic, coherent beam. This is achieved by 

tuning the gas pressure to match the velocities of the driving IR laser and the EUV beam being generated. 

c) EUV photons are emitted in attosecond bursts every half cycle of the driving laser. These bursts lie under 

a ~10fs envelope, defined by the phase matching window. Panel (b) is from [34], and panel (c) is from [39]. 

The next step is to phase match the photons emitted from each atom to obtain a macroscopic, 

coherent EUV beam, as shown in Fig. 2.4(b) [36]. If the phase is uncontrolled, each EUV photon will in 

general be out of phase, resulting in destructive interference and negligible output beam intensity. To avoid 

this, the phase velocities of both the HHG and driving laser must be matched in the HHG medium. The 

phase velocity of the EUV will remain largely unaffected, as the EUV index of refraction remains very 

close to 1 for all materials. For the driving laser, however, the phase velocity is reduced by neutral atoms, 

but it is increased by the plasma of ionized atoms and the waveguide. Thus, by tuning the pressure of gas 

in the waveguide, the atom, plasma, and waveguide contributions to the driving laser phase velocity can be 

balanced at a critical ionization percentage to match the EUV phase velocity. For our case of generating 

high harmonics in argon with a 780nm driver, we obtain an EUV beam up to the 29th harmonic with about 

1nJ of pulse energy. 
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Though the energy of our EUV pulses is relatively low, when the coherent beam is focused, there 

is enough intensity to cause some experimental challenges. The short-wavelength EUV photons have 

sufficient energy to break apart long hydrocarbon chains. No matter how good a vacuum system is, it is 

impossible to completely avoid hydrocarbon contamination. Thus, at the sample and at any other location 

the EUV beam is focused to a sufficient intensity, a large number of carbon radicals will be generated, 

which then deposit on the sample as an amorphous, hydrogenated carbon film [40]. As this process is 

relatively slow, measurements may be made before a significant carbon layer is developed, but in general 

carbon deposition must be considered for any experiment involving EUV.  

Using an HHG probe has many distinct benefits for our measurements. First, with 30nm 

wavelength and 10fs pulse duration, HHG is ideally suited to measure the ultrafast repeatable dynamics of 

nanoscale systems. Second, because the EUV probe is generated from the same near-IR laser as the pump, 

there is intrinsic timing stability in our pump-probe measurements. Also, by using EUV photon energies 

that are away from core electron resonances in our sample materials, our probe is largely insensitive to the 

electron temperature. Rather, we measure the surface deformation of the lattice, down to picometer-scale 

sensitivity, without hot electron effects dominating the signal at early times [41].  

2.2.2 Diffraction Measurements 

Diffraction can be thought of as the interference of light coming from two different points on an 

object, with locally varying amplitude or phase. For example, in the familiar double slit experiment, rays 

from each of the two slits have different relative phases at the image plane, yielding the classic interference 

fringes. In the far field, under the Born approximation, the diffracted light at the image plane is simply a 

Fourier transform of the light at the exit surface of the object. This means that Fourier intuition may be 

applied to diffraction, e.g. more closely spaced slits produce more widely spaced interference fringes. For 

our modeling, we improve the accuracy of the approximation by adding Fresnel phases (𝑒𝑖𝑥𝑖,𝑜
2 π/λ𝑧 in 1D, 

for wavelength, λ, propagating a distance, z) at both the object (xo) and image (xi) planes, but it is still based 

on a Fourier transform. 
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For the majority of our measurements, we diffract our probe from nickel nanoline gratings 

fabricated on the surface of our flat sample by collaborators. Because these nanolines form a 1D diffraction 

grating, I will only discuss 1D diffraction here. This process is, however, generalizable to 2D and 3D 

diffraction in principle, and we have previously measured 2D diffractive objects [42]. We use nickel for the 

nanoline material because of its good absorption of IR light and large coefficient of thermal expansion; 

however, other metals may also be used. The height of the nanolines is ~10nm, which is thin enough for 

the nanolines to be uniformly heated by the pump laser, but thick enough to maximize our diffraction signal. 

To maximize signal, both the static diffraction, and the change in diffraction (slope as a function of grating 

height) must be large. This is because our approach measures small, dynamic changes to the grating height, 

as described below. 

The gratings diffract the EUV beam by periodically modulating both its amplitude (differing 

reflectivity from the substrate) and phase (differing path lengths for EUV rays reflected from the top of the 

nanolines and EUV rays reflected from the sample surface). As each grating consists of a square wave with 

a particular period and duty cycle, its diffraction pattern (Fourier transform) consists of a discrete series of 

diffracted orders, as well as the directly reflected beam, or DC peak. Because there are up to 5 harmonic 

wavelengths present in our EUV beam, each diffracted order consists of multiple peaks, as longer 

wavelengths diffract to wider angles, for a given diffracted order. Next, we launch thermal and acoustic 

dynamics in the sample by preferential absorption of IR pump light in the metallic nanolines. 

Upon ultrafast laser pumping, the metallic nanolines impulsively thermally expand within 3-10ps, 

launching acoustic waves in the substrate down to a temporal period roughly equal to twice the thermal 

expansion time. Both the thermal expansion and the acoustic waves change the amplitude of the phase 

grating by changing the nanoline height and/or the substrate surface profile, as illustrated in Fig. 2.5(a). 

This changes the diffraction efficiency of the grating, which I’m defining here to be the ratio of power in 

the diffracted orders versus that in the DC beam. For example, if the phase difference between uniformly 

expanded gratings and the substrate is exactly 2π (path length difference of λ), then there will be no 

diffraction from the phase grating. There is in general a small change in the amplitude grating, as thermal 
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expansion slightly changes the material density and thus its reflectivity, but our signal is dominated by the 

change in the phase grating coming from changes in the surface profile [41]. 

Figure 2.5: Dynamic diffraction measurements. This is a COMSOL simulation of a 100nm linewidth, 

400nm period grating on fused silica. a) Viewed in cross section, we see both the thermal expansion of the 

nanoline and acoustic waves in the line and substrate change the surface profile (solid versus dotted lines). 

Relative changes in nanoline-substrate heights (purple arrows) change the amplitude of the phase grating. 

b) Changing the phase grating amplitude changes the diffraction efficiency compared to the unpumped 

pattern (dotted line). c) By subtracting the change in the DC peak from the changes in diffracted orders, we 

get a temporal signal showing thermal and acoustic dynamics. The purple circle marks the point of maximal 

expansion, corresponding to panels (a) and (b). Changes are amplified for clarity, 50x in (a) and 25x in (b). 

More details on COMSOL simulations are given in Chapters 3, 4, and the Appendix. 

The experimental signal is the relative change in diffraction efficiency upon laser pumping. As 

thermal expansion and acoustic waves change the amplitude of the phase grating, the relative intensities of 

the DC beam and the diffracted orders change with the diffraction efficiency, as shown in Fig. 2.5(b). To 

conserve energy, all of the intensity that is gained in the diffracted orders must be taken from the DC beam, 

assuming no change in absorption or transmission of the EUV probe. This means that dynamic changes in 

the DC intensity encode all the information from each diffracted order, with an opposite sign. Analyzing 

the DC beam thus allows us to measure dynamics down to the diffraction limit of our probe, even though 

we have poor numerical aperture (NA) with our camera. Changes in the diffracted orders’ intensities, on 

the other hand, each contain partial information about the dynamics of the system. In the case of surface 

acoustic waves, where the spectrum of SAWs launched is the same as the spectrum of spatial frequencies 

that define the grating’s diffraction, each diffracted order contains the frequency of each respective SAW.  
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To build a change in diffraction efficiency signal, we first take the difference between pumped and 

unpumped diffraction patterns and normalize by the integrated unpumped diffraction pattern. This 

normalization is performed at every delay time to reduce the influence of probe intensity fluctuations on 

our measurement. Next, we subtract the normalized difference in the DC peak from that of the diffracted 

peaks. In this way, we obtain twice the signal of the DC peak alone. This final value for the change in 

diffraction efficiency as a function of delay time is the signal shown in Fig. 2.5(c). Note that we currently 

subtract an offset from this temporal signal so that the pre-time zero (the time when dynamics begin) points 

average to zero. We should also subtract the dark-current baseline counts on the camera from our raw 

diffraction patterns, as this pedestal only reduces the amplitude of our signal. This has not yet been 

implemented, however. To reduce the noise in our final signal, we follow a specific experimental routine 

that I describe now in more detail. 

Our signal begins with CCD-recorded diffraction patterns, fully vertically binned on-chip to 

produce a single count value for each of our 1024 pixels (chip width). These diffraction patterns alternate 

between pumped and unpumped diffraction (via manual blocking of the pump beam) with each camera 

exposure. The camera integrates over some number of pulses, depending on the selected exposure time. At 

a given pump-probe delay time (stage position), we further average over several repeated exposures of both 

pumped and unpumped diffraction. After recording average diffraction patterns at each delay time, we 

repeat the entire process to obtain at least three “loops” across the full experimental time window. These 

loops are averaged together to obtain a final “scan” of both pumped and unpumped diffraction patterns as 

a function of delay time. By averaging over both exposures and loops, we reduce the influence of 

fluctuations and drift in our probe intensity on both short and long timescales. Note that each loop is 

currently saved as a combination of each preceding loop. To “unwrap” a loop to contain only the diffraction 

measured during that loop, use the following formula: 

𝐷𝑢𝑛𝑤𝑟𝑎𝑝𝑝𝑒𝑑 = 𝑛𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝐷𝑐𝑢𝑟𝑟𝑒𝑛𝑡 − 𝑛𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠𝐷𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠, 

where D is the pixel by time matrix of a scan’s diffraction patterns, and n is the loop number. This process 

is done separately for the pumped and unpumped measurements. In the future, it might be possible to 
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normalize each pair of pumped and unpumped diffraction patterns to the unpumped total intensity, for each 

pair of exposures in the set of averages. This would allow us to remove the influence of fluctuations on the 

scale of twice the exposure time (generally tens of milliseconds), which is faster than we currently do. 

Finally, I will now discuss the dynamics present in our experimentally measured traces, as shown 

in Fig. 2.6. First, there are the desired, repeatable dynamics illustrated in Fig. 2.6(a)-(c). At timescales from 

10ps to 8ns, depending on grating linewidth and period, we observe the oscillations of the multiple excited 

SAWs, which change the relative heights of both the nanolines and the substrate in between lines. These 

oscillations are superimposed on a multiexponential thermal decay, where the expanded height of the 

nanolines relaxes back towards the unpumped profile as heat is transferred into the substrate. At sub-100ps 

timescales, depending on sample thickness and mechanical properties, we can observe discrete bumps in 

the signal. These bumps are echoes of longitudinal acoustic waves that are launched downward by the 

impulsive nanoline expansion and reflected back to the surface by any buried interfaces, e.g. the interface 

between an ultrathin film sample and its substrate. At sub-10ps timescales, we can observe the longitudinal 

acoustic resonance of the nanoline itself, as it rings briefly upon impulsive expansion. The shortest 

timescale material response we have observed is a low-amplitude ultrafast peak at ~130fs (observed in the 

30nm metalattice discussed in Chapter 5 and thin film #148 discussed in Chapter 4). Though our signal is 

largely insensitive to electron dynamics, I believe with sufficient signal to noise ratio (as obtained for these 

measurements) we can distinguish a small hot electron signal. The other potential explanation for a material 

response this fast would be magnetic dynamics, as the nanolines are made of nickel. Because the ultrafast 

peak is very small, we have not tried to analyze it further, thus far. I discuss the analysis of the other decays 

and oscillations in the signal for thermal and elastic properties in Chapters 3 and 4, respectively. 



22 

Figure 2.6: Experimentally measured diffraction signals. a) At long timescales, we observe the 

multifrequency SAWs launched by the gratings, and their slow thermal decay as heat is transferred into the 

substrate. We also observe the decay of the acoustic wave amplitude as SAWs are scattered in the sample. 

b) At shorter timescales, we observe the longitudinal acoustic resonance of the nanolines themselves, and 

the echo of longitudinal acoustic pulses reflected from buried interfaces. c) At ~130fs after the start of 

thermal expansion, we observe a low-amplitude peak, which I attribute to hot electrons. d) When there is 

sample damage occurring during a measurement, one good indication is the normalized loops of a scan not 

exhibiting identical dynamics, as shown here. Panels (a) and (b) are from [22]. Panel (c) is from a 100nm 

linewidth, 400nm period grating on a 30nm silicon metalattice. Panel (d) is from a 200nm linewidth, 800nm 

period grating on sapphire. 

In addition to the repeatable dynamics that reveal intrinsic sample properties, we also analyze our 

measured signals for non-repeatable dynamics that indicate sample damage. For the most obvious check, 

we monitor the static diffraction pattern while we are taking data. If we observe the DC peak steadily grow 

while the diffracted orders shrink over the course of a scan (as a function of real time, not delay stage 

position), this indicates we are ablating our metallic nanolines with our pump beam, constantly reducing 

their height and burning the sample. If we observe both the DC and diffracted peaks either grow or shrink 

together, this does not necessarily indicate sample damage, and it is more likely a result of drifting probe 

intensity or carbon deposition. The next check is to compare the signal in each loop of a scan, normalized 
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to its maximum. If the dynamics are not the same from loop to loop, as shown in Fig. 2.6(d), this can 

indicate sample damage. For the measurements shown in Fig. 2.6(d), the gratings were later confirmed via 

atomic force microscopy to have been ablated to a lower height. Note that normalization is required as a 

mere loss of signal amplitude does not necessarily indicate sample damage. Degrading probe stability or 

carbon deposition can each reduce signal amplitude over the course of a scan. Additionally, if the signal is 

low enough that many loops must be averaged to see signal in the scan, then the loop-to-loop comparison 

would not be a good test for sample damage. A more rigorous test is to compare the unpumped diffraction 

patterns from the beginning and end (in real time) of a scan. This is done extensively for the optical TG 

data described in Chapter 5, where the appearance of TG diffracted orders in the unpumped diffraction 

indicates the TG pattern has been burned into the sample. Finally, we also check for signatures of pulse 

accumulation during our measurements.  

Our analysis assumes all dynamics have fully relaxed before the next pump pulse arrives, which is 

generally a good assumption for few-kHz repetition rates. However for some systems, such as suspended 

membranes, the sample might not be fully cooled before the next pump pulse arrives. In this case, the 

system reaches an elevated temperature steady-state background once the pump pulses have been 

accumulating for long enough in real time. To check for this behavior, we manually block the pump beam 

with a card, and observe the diffraction pattern and signal upon unblocking the pump beam before time 

zero. If the pre-time zero diffraction or signal change, this indicates there is pulse accumulation as there are 

still dynamics occurring before the next pump pulse arrives. 

2.3 Upgrades to the Experiment 

Now that I have described the experimental methodology in some detail, I will describe the main 

additions to the apparatus made in the last five years. I will first describe the optical TG setup, followed by 

the implementation of an optical chopper in the pump beam, and lastly the mitigation of nonlinear effects 

during IR beam transport. 
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2.3.1 Optical Transient Grating Setup 

Transient gratings are an elegant approach to the study of material dynamics. By interfering two 

single-wavelength beams at a defined crossing angle, this method produces pure sinusoidal excitations in a 

completely non-contact modality [29]. The single-frequency excitation greatly simplifies the interpretation 

and analysis of both thermal and acoustic signals, and the avoidance of transducer fabrication allows a 

greater variety of samples to be studied, including liquids. 

By simple geometric consideration of the wavevectors of the two pump beams and the resulting 

transient grating, one may derive the transient grating period, Λ, as a function of the pump wavelength, λ, 

and the half crossing angle, θ, as 

Λ =  
𝜆

2 sin 𝜃
. 

It is clear that the smallest TG period possible is half the pump wavelength. However, this requires counter-

propagating pump beams, which is generally impractical for exciting real materials. Thus, most optical TG 

periods are confined to the micron scale in practice, with the limit being around 500nm [43]. While these 

optical TG periods do not reach the deep nanoscale accessible by EUV probes, we have implemented an 

optical TG setup to (a) enable the measurement of systems where transducer fabrication is prohibitive, and 

to (b) serve as a stepping stone to all-EUV TG using HHG beams. 

Our optical TG setup is similar to that of Ref. [44], and it was first demonstrated in 2006 in our lab 

using an HHG probe [45]. The 2006 setup was dismantled, however, so I have reimplemented it as a 

modular pumping setup on our existing EUV nanometrology apparatus. In the optical TG setup, our 780nm 

pump beam is first up-converted to 390nm by second harmonic generation (SHG) in a beta barium borate 

(BBO) crystal. The second harmonic beam is preferentially reflected by two dielectric mirrors and then 

passes through a transmission phase mask, optimized to send most of the beam intensity into the +1 and -1 

diffracted orders. Several phase masks are etched into the same transmissive optic, with a series of 

corresponding TG periods: 2, 2.5, 3.2, 4, 5, 7, 9, 13, 20, 30, 40, 60, 90, and 130μm. This allows for rapid 

changing of TG periods by translation of the phase mask optic from one mask to the next. However, due to 
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spherical aberration in subsequent lenses, changing phase masks will slightly change the position of the 

overlap plane (the required sample position).  

We next collect the beams with a 4f imaging system of two 12.5cm focal length (f), 2” diameter 

lenses, where the phase mask−first lens separation is 1f, the inter-lens separation is 2f, and the second 

lens−sample separation is 1f. This geometry images the phase mask period onto the sample, with a pulse 

front tilt to optimize maximal interference fringes [44]. Note that ideal TG excitation requires only two 

beams to be crossed at the sample, but the phase mask does not ideally produce only the ±1 diffracted 

orders. Thus, we use spatial filters to block all beams reflected and transmitted from the phase mask, except 

for the two desired diffracted orders. This also blocks any residual 780nm light not filtered by the two 

dielectric mirrors. See Fig. 2.7 for a schematic of the optical TG setup. 

Figure 2.7: The modular optical TG setup. a) Top view of the setup. By adjusting the linear stage beneath 

the TG breadboard, the horizontal position of the TG pump spot on the sample is adjusted. b) Side view of 

the setup. By adjusting the lab jack beneath the TG breadboard, the vertical position of the TG pump spot 

on the sample is adjusted. Note that the linear stage adjusts the path length between the two periscopes, and 

the lab jack adjusts the path length in an expandable periscope. 

As shown in Fig. 2.7, the setup is slightly more complicated than just the 4f imaging system used 

historically. This is because we must spatially overlap the pump and probe beams at the sample, but the 

EUV optics are not adjustable to tune the probe position. Instead, we must adjust the TG pump position to 

overlap it with the probe. To do this, we move the entire setup described above on a breadboard with 

horizontal and vertical adjustment via manual stages. Adjusting these manual stages slightly changes the 
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total path length of the pump, relative to the probe, but this may be corrected using the delay stages earlier 

in the pump line. To ensure the alignment of the setup is not disrupted upon adjustment of the stages beneath 

the TG breadboard, the horizontal and vertical beam path segments that change length (marked in Fig. 

2.7(b) by arrows) must be aligned to the stage axes. Use the following procedure to ensure this alignment.  

First, place a target in the position of the bottom mirror of the expandable periscope. Move the 

horizontal linear stage to either end of its travel. If the pump beam changes position on the target, adjust 

the two fixed periscope mirrors until the beam no longer moves on the target, and it is aligned to the linear 

stage axis. Next, replace the mirror in the bottom of the expandable periscope and place a target after the 

expandable periscope, on the TG breadboard. Move the vertical lab jack through its travel range and check 

if the beam moves on the target. If it does, adjust the bottom periscope mirror to align the beam to the lab 

jack axis. Note that single mirror alignment will set the beam pointing, but not its position. Provided the 

initial placement of the mirrors is close enough to the ideal, differences in beam position may be corrected 

by the subsequent mirrors. It is also important to check the beam polarization when adjusting periscope 

alignment. If a periscope is not aligned linearly, it will rotate the pump beam polarization. Because both 

periscopes are present in the pump line whether using nanograting or TG excitation approaches, polarization 

variation from the periscopes can reduce the nanograting pumping efficiency. Ideal absorption occurs when 

pump polarization is aligned to the grating line direction. Polarization rotation may be simply checked using 

a reference polarizer on the TG breadboard and corrected using the half waveplate earlier in the pump line. 

After aligning the periscopes and expandable beam path segments, the rest of the TG setup must 

be aligned. The focus of the pump beam, set by a ±1m lens pair earlier in the pump line, should be set at 

the BBO crystal for maximum conversion efficiency. The BBO tip, tilt, and rotation must also be adjusted 

to optimize phase matching. Note that pushing the focus of the beam too far from the optical chopper 

described in the next section will reduce the number of pulses that can be cleanly passed per exposure as 

the beam will be too large at the chopper position. The two dielectric mirrors after the BBO are next used 

to align the beam to the 4f lens system. 
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The 4f lens system is mounted in an optical cage. To align the beam to it, we first remove the phase 

mask and first 4f lens, and block the beam from entering the measurement chamber. We place an empty 

lens mount in the lens’s place to maintain stability of the optical cage. Using the two dielectric mirrors and 

a 2” cage target, we align the beam to the cage axis. We then reinsert the lens at the previously-marked 

position for 4f geometry on the cage and replace the phase mask in its mount. To check that the phase mask 

is placed at the proper 4f condition, we use the cage target to verify the ±1 diffracted orders are parallel to 

one another between the two lenses. To correct the diffracted orders getting closer together (farther apart) 

as they propagate between the lenses, we move the phase mask slightly closer to (further from) the first 

lens. Finally, the sample must be placed in the TG overlap plane. Provided the initial placement of the TG 

breadboard and optical cage is as close as possible to the measurement chamber, the distances should 

already be close to correct, and the final adjustment of the sample may be done by the long in-vacuum 

sample stage, which should be set roughly in line with the optical cage axis. 

As a part of the optical TG build, I also designed a new measurement chamber in collaboration 

with JILA machinists, who fabricated the final chamber. Computer-aided design (CAD) drawings of the 

chamber are shown in Fig. 2.8(a-b). The chamber is shaped like a rectangle with one clipped corner, which 

houses a square sapphire window that admits the TG beams, visible in Fig. 2.8(d). This design allows the 

optical cage outside the chamber to approach as close to the sample as possible, without intersecting with 

the CCD camera placed in the TG measurement position, shown in Fig. 2.8(d). The three vacuum flanges 

on the chamber shown in Fig. 2.8(a) are currently used for the two electrical feedthroughs needed by the 

in-vacuum sample stages, and a dual-range vacuum gauge. The larger flange is placed in line with the beam-

entrance flange to enable transmission experiments by mounting the CCD camera on this flange. This has 

not been attempted yet. Also note that the cathode of the vacuum gauge is known to sputter in argon-

containing environments. Over the years of use, we have observed discoloration of the chamber near the 

gauge, and loss of gauge accuracy, which likely indicate the residual argon from HHG is sputtering the 

cathode.  
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Figure 2.8: New vacuum chamber for TG and nanograting measurements. a) CAD drawing of the 

chamber showing the vacuum flanges on the back, and the inset pocket in the wall that decreases camera-

sample distances when measuring nanogratings. The groove along the bottom of the chamber is used to 

clamp it in position. b) Top view of the chamber, showing the in-vacuum stages. The circle marks how 

close the camera filters (grey rectangle) come to the TG window (green rectangle). c) Camera and chamber 

positions for nanograting measurements. d) Camera and chamber positions for TG measurements. Note the 

chamber is clamped to a platform that rests on two manual stages used to adjust the chamber position. 

Also visible in Fig. 2.8(b) is a CAD drawing of the in-vacuum sample stages purchased as a part 

of the optical TG build. This stage assembly has encoded xy-translation to move the measurement position 

to different sample locations, with nanoscale precision. It also has un-encoded stages for sample rotation 

(rotation axis points out of the page in Fig. 2.8(b)) and long-distance translation. When performing TG 

measurements, this long stage should be rotated from the position shown in Fig. 2.8(b) to be perpendicular 

to the TG entrance window. This allows for easy placement of the sample surface at the TG interference 

plane. The rotation and long-translation stages are further used when switching between TG measurements 

and nanograting measurements, which only require uniform, round beam pumping. 
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To switch between round beam (RB) and TG pumping, the system was made to be relatively 

modular. Starting from the TG pumping configuration, shown in Fig. 2.8(d), vent the vacuum system and 

flip the CCD and its filters from the far side of the chamber to the near side of the chamber, as shown in 

Fig. 2.8(c). Remove the middle segment of the string of thin bellows connected to the CCD filters. The 

extra length is not needed with the camera in the RB position. Remove the block holding the chamber 

platform in place and adjust the linear stage beneath it, parallel to the camera axis, to the furthest pencil 

mark. This will place the incident probe beam as close to the near side of the chamber as possible. This, 

combined with the camera inset in the chamber wall, increases the numerical aperture (NA) of the RB 

pumping configuration, which is important for measuring nanoscale gratings, rather than micron-scale TG. 

Reposition the in-vacuum sample stage assembly from its position along the optical cage axis to instead be 

parallel to the camera axis. Place the long stage on the row of bolt holes that places the sample holder in 

line with the center of the CCD window. Rotate the rotation stage 90° so that the probe reflection from the 

sample will go towards the new camera position. The long stage may now be used to adjust the sample-

camera distance, and it should be set such that the probe beam strikes the center of the sample. Note that 

the full range of the sample’s x-stage may not be accessible without striking the chamber wall, when the 

sample is very close to the camera. Striking the wall should be avoided, so care must be used when adjusting 

the x-stage. 

Next align the pump and probe lines for RB pumping. Start with aligning a weak IR beam through 

the probe line, into the chamber. The linear stage beneath the chamber platform that is aligned along the 

probe line may be adjusted to ensure the focus of the toroidal mirror lands at the sample plane. This probe 

line reference beam will be important for aligning the RB pump line. To align the RB pump, begin by 

removing the first mirror on the TG breadboard (just before the BBO) and the optical cage so that the beam 

can freely exit the expandable periscope and travel across the breadboard. Make sure to mark the cage and 

mirror positions for easy replacement when switching back to TG pumping. Next place a 2” silver mirror 

on the optical table just past the TG setup. Using the silver mirror’s position and pointing, adjust the pump 

beam to enter the in-vacuum mirror chamber (connected by large bellows to the measurement chamber, 
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shown in Fig. 2.8(c)) and propagate nearly co-linearly with the probe, crossing at the sample plane. Do not 

adjust the top mirror of the expandable periscope as this will make it more difficult to switch back to TG 

pumping. To switch from RB pumping back to TG pumping, exactly reverse the process described above, 

and follow the TG alignment procedure instead of the RB alignment procedure just described. Note that the 

periscopes should not have to be realigned every time. 

2.3.2 Synchronized Chopper as a Pump Shutter 

To perform our pump-probe technique, we require a series of pump-on and pump-off measurements 

at each delay time. This means that the pump beam must be periodically blocked to measure the un-pumped 

sample profile via EUV diffraction. In the past, we have done this using a mechanical shutter, set to certain 

exposure and cycle times. When the shutter wore out, however, we took the opportunity to upgrade it to an 

optical chopper. A chopper consists of a wheel, as shown in Fig. 2.9, rotating at a set frequency and with a 

set number of slots. As the slots rotate past the laser beam, they imprint their specific frequency on the 

beam by repeatedly blocking and unblocking it. This is the same result as a simple mechanical shutter, but 

the optical chopper has distinct advantages. First, its frequency may be locked to the repetition rate of the 

laser, enabling the selection of a specific numbers of pulses, repeatably, in each diffraction measurement. 

Second, the rotating wheel of the chopper is able to close across the beam faster than a mechanical shutter. 

This enables "clean chopping" where the beam is blocked between laser pulses such that the first pulse is 

fully passed, and the next pulse fully blocked. In principle, our chopper can go down to single pulse 

exposures. The upper and lower bounds on selecting exposure lengths for a given wheel are the maximum 

physical rotation frequency of the wheel (106.5Hz), and when jitter and the loss of clean chopping become 

too significant at slow wheel speeds, respectively. 
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Figure 2.9: Optical chopper as a beam shutter. As the chopper wheel rotates at a given physical 

frequency, it locks to a frequency set by the outer number of slots, but it chops the beam at a frequency 

determined by the inner number of slots. We have a variety of chopper wheels, but the most commonly 

used one is shown here: 60 outer slots and 2 inner slots. When synchronizing the chopper to the 4kHz laser 

repetition rate, the outer frequency may be locked to multiples of the 250μs pulse period. This then produces 

multiples of 15 pulse exposures in the inner slots, for this wheel. The number of pulses per exposure may 

be further adjusted using the harmonic/subharmonic function of the chopper controller. 

We synchronize the chopper to the laser repetition rate using the reference trigger output signal 

from the amplifier controller (one pulse every 250μs). We pass the reference trigger signal through a DG 

535 digital delay/pulse generator, or delay box, which allows multiples of 250μs pulse periods to then be 

sent as a trigger signal to the chopper. To select the pulse period, we set the falling edge of the delay box’s 

output pulse to the desired multiple of 250μs and the rising edge to be 1.5μs earlier. Note that the chopper 

must be set to trigger on the falling edge for this to work properly. This input signal to the chopper sets its 
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fundamental frequency, though more chopping frequencies are obtained using the harmonic and 

subharmonic functions of the chopper controller. 

Once the chopper frequency is set, the camera must be synchronized to it such that the camera 

exposures line up precisely with when the pump beam is unblocked or blocked, as the case may be. The 

relative timings of pump, probe, chopper, and camera exposure are shown schematically in Fig. 2.10. To 

start the camera exposure exactly when pump pulses are unblocked, we trigger the camera from the pump 

beam after the chopper. We collect the low-power leak-though from the bottom mirror of the fixed 

periscope in the TG setup (see Fig. 2.7) on a photodiode for this purpose. The analog pulses from the 

photodiode cannot directly trigger the camera, however. The 4ns response of the photodiode is too fast for 

the camera, which requires a transistor–transistor logic (TTL) trigger. Thus, I have built an analog to TTL 

converter circuit to go between the photodiode and the camera. 

Figure 2.10: Timing schematic of the experiment.  The chopper periodically blocks the pump beam, 

which is temporally delayed from the probe beam, according to the mechanical stage position. The camera 

records the probe pulses when the pump beam is both blocked and unblocked to obtain unpumped and 

pumped diffraction patterns, respectively, at each delay time. The length of each segment in the schematic 

is not quantitative, as several pulses are skipped during the 2.02ms camera readout, and an unknown number 

of pulses are skipped between the triggering of the camera and the beginning of the camera exposure. 

First, we must prepare the photodiode's pulses for the circuit using analog means. A 35MHz low 

pass filter stretches the pulse to 20ns, and a combination of up to two Mini-Circuits ZFL-1000LN+ 
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amplifiers and up to two 10dB attenuators produce a signal amplitude >400mV going into the converter 

circuit. It is important to choose a combination of circuit elements that avoids clipping the pulse amplitude 

in the amplifiers. This relatively amplifies the noise around the main pulse. If these specifications cannot 

be obtained, or the signal is jumpy, it is likely that the photodiode position needs to be adjusted to properly 

catch the leak-through beam. Once we have a good analog signal, we send it to the converter circuit. 

The first part of the converter circuit is a comparator that cleans up the signal and converts each 

analog pulse into a digital pulse of similar width. The comparator design is shown in Fig. 2.11(a). I AC-

couple the input signal to the comparator, biased up to 1V, to avoid negative voltages that are incompatible 

with the comparator chip. To AC-couple a signal, send it through a capacitor to a voltage divider that sets 

the DC offset. The time constant of this RC circuit must be much longer than the pulse width, but much 

shorter than the pulse period, which is achieved by setting the time constant equal to 1μs. Because we have 

a very low duty cycle signal (10ns pulses every 250μs), the baseline voltage of the AC coupled signal will 

be only slightly below the DC offset voltage, as shown in Fig. 2.11(b). The comparator outputs a digital 

high voltage only when the input signal is larger than a reference voltage. Using a second voltage divider, 

I set the reference voltage to 1.4V. This way, an 800mV amplitude pulse from the amplified photodiode 

signal will be captured at FWHM. Note that the comparator chip used cannot exceed 3V input voltage. This 

sets the upper limit for the input signal amplitude at 2V, though clipping occurs in the amplifiers at ~1.5V, 

before this limit is reached. 
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Figure 2.11: Comparator circuit with voltage dividers. a) Circuit diagram. The signal is input through a 

grounded BNC, and a small load resistor impedance matches the circuit to 50Ω. The signal is AC-coupled 

through CS with a DC offset voltage, Vdivide,S, determined by the RS voltage divider. The reference voltage, 

Vdivide,R, for the comparator is set by the RR voltage divider. b) When the input of the amplified, stretched 

photodiode signal is greater than the reference voltage, the comparator outputs a steady digital high voltage. 

By AC-coupling the input signal, its average is exactly at the DC offset voltage, VDC. This means the 

baseline voltage between pulses, Vlow, is slightly lower than VDC. 

The comparator chip has a bias current, which must be taken into account to precisely set the 

resistor values for the input and reference voltage dividers. To do this, I use the principle of superposition, 

where the voltage at the node of interest is the sum of the voltage from the voltage divider in isolation and 

the voltage from the comparator's bias current in isolation. Together, I derive the following equations for 

the voltage divider resistor values, where i denotes either the signal (S) or the reference (R) comparator 

inputs, Vsupply=5V, Vdivide,S and Vdivide,R are at the labeled nodes in Fig. 2.11(a), Vbias=1mV, and Ibias=3.5μA: 

𝑅𝑖,1 =
𝑉𝑠𝑢𝑝𝑝𝑙𝑦

𝑉𝑑𝑖𝑣𝑖𝑑𝑒,𝑖
 
𝑉𝑏𝑖𝑎𝑠

𝐼𝑏𝑖𝑎𝑠
, 

𝑅𝑖,2 =
𝑉𝑠𝑢𝑝𝑝𝑙𝑦

𝑉𝑠𝑢𝑝𝑝𝑙𝑦 − 𝑉𝑑𝑖𝑣𝑖𝑑𝑒,𝑖
 
𝑉𝑏𝑖𝑎𝑠

𝐼𝑏𝑖𝑎𝑠
. 
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The capacitors are then determined by the following equation, with the condition that the RC time 

constants are 𝜏𝑆 = 1μs, and 𝜏𝑅 = 1ms: 

𝐶𝑖 = τ𝑖  
𝑅𝑖,1 + 𝑅𝑖,2

𝑅𝑖,1𝑅𝑖,2
. 

Lastly, a load resistor must be added to the input, so the signal is impedance matched at 50Ω. This reduces 

reflections that can cause significant problems in ultrafast electronics. The load resistor is determined by 

the condition 𝑅𝐿//𝑅𝑝,𝑠, where 𝑅𝑝,𝑠 = 𝑅𝑠1//𝑅𝑠2. Thus, 

𝑅𝐿 =
(50Ω)𝑅𝑆1𝑅𝑆2

𝑅𝑆1𝑅𝑆2 − (50Ω)(𝑅𝑆1 + 𝑆𝑆2)
. 

The available resistors and capacitors that most closely match the ideal calculated values are shown in Fig. 

2.12, the schematic of the full analog to TTL converter circuit. 

Figure 2.12: Diagram of the analog to TTL converter circuit. The voltage input first goes through a 

voltage regulator to smooth out any power fluctuations and reduce the supply voltage to 5V. The capacitors 

on each chip’s supply voltage line further smooths the power supply to each integrated circuit (IC). The 

BNC input and output are directly grounded to the metal box holding circuit, which is also the circuit’s 

ground. The comparator portion of the circuit is identical to the diagram in Fig. 2.11(a), though the explicit 

resistor and capacitor values used are shown here. 

The digital pulse from the comparator is then sent to a 74LS122N retriggerable one-shot, as shown 

in Fig. 2.12. The one-shot produces a TTL pulse of a specified length, when triggered by an input signal 

pulse. The length of this pulse, 𝑡𝑊 is set by 
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𝑡𝑤 = 𝐾𝑅𝑒𝑥𝑡𝐶𝑒𝑥𝑡, 

where Rext and Cext are set by external resistors and capacitors, and K varies with Cext as shown in Fig. 2.13. 

This one-shot is also retriggerable, which means if it receives another input pulse before the full width of 

the output pulse has passed, it will retrigger to maintain a high voltage output. Thus, by tuning 𝑡𝑊 > 250μs, 

the one-shot will output high (1V) as long as laser pulses are passing through the chopper and hitting the 

photodiode, as shown in Fig. 2.14. This defines the exposure window of the camera while the pump is 

unblocked. The one-shot’s output TTL pulse, with 50Ω termination added, may then be used directly to 

trigger the camera. Note the output pulse was originally tunable from 175-250μs, but I had to add resistance 

to Rext after a few months of operation to obtain pulse widths >250μs. This could have been caused by 

deviations in VCC, VRC, temperature, or Cext, all of which change K. Alternatively, I recently discovered the 

potentiometer that sets Rext had been degrading, which could have been changing the attainable range of 

𝑡𝑊. I have now repaired the potentiometer, so the attainable pulse widths may now be 211-308μs, as 

nominally calculated from the resistor and capacitor values in Fig.2.12 and K=0.39. In this case, the 

converter circuit can no longer resolve individual pulses at 5kHz. 

Figure 2.13: The one-shot K parameter. For the range of Rext we use, K depends on the (constant) value 

of Cext as shown. Note K also varies with temperature, VCC and VRC. See the IC’s datasheet for more details. 
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Figure 2.14: Function of the analog to TTL converter circuit. Panels (a)-(c) show an oscilloscope 

reading of the circuit’s output while tuning Rext. When 𝑡𝑊 is below 250μs (a), each pulse of the pump laser 

produces a TTL signal pulse. As 𝑡𝑊 is increased, the gap between pulses shrinks (b), until 𝑡𝑊>250μs and a 

continuous high voltage is output until the pump laser is blocked (c). (d) Picture of the completed circuit. 

Note the cables are twisted, the wire lengths are kept short, and the input and output BNC’s are separated. 

These steps are important when working with ultrafast electronics. The BNC/filter/amplifier chain 

connecting the photodiode to the circuit (not shown) should also be kept as short as possible to avoid picking 

up spurious frequencies from other lab equipment. Also note Cext is a surface mount capacitor on the 

underside of the breadboard, and so it is not visible here. 

Finally, now that the camera has a trigger synchronized to the pump laser, we must set the camera 

exposure. To set the camera exposure, we use a kinetic series of at least two exposures, since the camera is 

triggered when the pump beam passes through the chopper apertures (pump on), but both pump on and 

pump off exposures are needed. Use the following equation to set the kinetic series cycle time and set the 

camera exposure time to be 2.02ms shorter to allow for the minimum camera readout time: 

𝑡𝑐𝑦𝑐𝑙𝑒 =
1

2𝑓𝑜𝑢𝑡𝑒𝑟
𝑆𝑖𝑛𝑛𝑒𝑟
𝑆𝑜𝑢𝑡𝑒𝑟

 . 
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Here, fouter is the exact frequency of the outer row of slots, as read out from the chopper controller, Sinner is 

the number of slots on the inner portion of the wheel (where the pump beam is), and Souter is the number of 

slots on the outer portion of the wheel (where the chopper’s optical encoder is). In practice, doing a kinetic 

series of up to 50 leaves fewer skipped chopper cycles while waiting for the next trigger pulse to arrive.  

Use Table 2.1 to get a specific number of pulses through the chopper. To check for clean chopping, 

use an oscilloscope to read the output from the analog to TTL converter circuit. If the pulse is not of a 

constant, expected width, then clipping of the pulses is occurring. To get a specific number of pulses on the 

camera, however, more work is needed. There is a finite time for the camera to begin exposing, once it 

receives a trigger, and this skips some pulses. This delay time needs to be better characterized and controlled 

before the system can be operated at a precise number of pulse exposures. 
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Pulses: 1 2 3 4 5 6 7 8 9 

Delay box μs 250 500 750 1000 1250 1500 250 2000 2250 

Delay box kHz 4 2 4/3 1 0.8 2/3 4 0.5 4/9 

7/5 harmonic - - - 7/10 7/10 7/10 1/10 7/10 7/10 

42/30 harmonic 7/10 7/10 7/10 - - - - - - 

Pulses: 10 11 12 13 14 15 16 18 20 

Delay box μs 250 250 250 250 250 250 500 500 500 

Delay box kHz 4 4 4 4 4 4 2 2 2 

60/2 harmonic 3/2 15/11 5/4 15/13 15/14 1 15/8 15/9 3/2 

Pulses: 21 22 24 25 26 27 28 30 33 

Delay box μs 500 500 500 500 500 500 500 500 500 

Delay box kHz 2 2 2 2 2 2 2 2 2 

60/2 harmonic 10/7 15/11 15/12 6/5 15/13 10/9 15/14 1 10/11 

Pulses: 35 36 39 40 42 45 48 50 52 

Delay box μs 750 750 750 750 750 750 1000 1000 1000 

Delay box kHz 4/3 4/3 4/3 4/3 4/3 4/3 1 1 1 

60/2 harmonic 9/7 15/12 15/13 9/8 15/14 1 15/12 6/5 15/13 

Pulses: 54 55 56 60 65 66 70 72 75 

Delay box μs 1000 1000 1000 1000 1000 1000 1000 1500 1250 

Delay box kHz 1 1 1 1 1 1 1 2/3 0.8 

60/2 harmonic 10/9 12/11 15/14 1 12/13 10/11 6/7 15/12 1 

Pulses: 78 80 84 90 100 105 120* 135* 150* 

Delay box μs 1500 1500 1500 1500 1500 1750 2000 2250 2500 

Delay box kHz 2/3 2/3 2/3 2/3 2/3 4/7 1/2 4/9 2/5 

60/2 harmonic 15/13 9/8 15/14 1 9/10 1 1 1 1 

Table 2.1: Delay box and chopper settings for specific pulse exposures. The delay box is set to a multiple 

of the 250μs period trigger from the laser amplifier. Using the specified wheel (Souter/Sinner) and 

harmonic/subharmonic setting of the chopper controller, a specific number of pulses is passed by the 

chopper. The asterisk means the wheel spins too slowly at these exposure times to cleanly chop the beam. 

2.3.3 B-Integral and Chirped Mirrors 

I will now present the steps taken to mitigate nonlinear effects during transport of our intense IR 

beam. Specifically, we reduce the value B, which is a measurement of the nonlinear phase accumulated 

over distance. B is in general an integral, but as an estimate of the maximum nonlinear phase accumulated, 

we calculate the B integral at the peak of our laser pulse, with a constant intensity along the full optical 

path. This reduces to 

𝐵 = 𝑘0𝑛2𝐼𝐿,                                                                               (1) 
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where k0 is the wavevector of the laser, L is the propagation distance, and 𝑛2 is the nonlinear component of 

the refractive index from the Kerr effect (𝑛 = 𝑛0 + 𝑛2𝐼). The peak intensity of the Gaussian laser pulse is 

given by 

𝐼 = 4√
𝑙𝑛(2)

𝜋

𝐸

𝜏(𝜋𝑟2)
,                                                                      (2) 

where τ is the full width at half maximum (FWHM) pulse duration, E is the pulse energy, and r is the beam 

radius. Because B varies with intensity, the nonlinear phase accumulated varies across the width of the 

beam. This can apply a quadratic phase to the beam and cause self-focusing, or it can cause more general 

mode distortion. 

To check if there is significant B integral for a given optical setup, there are a few tests that may be 

performed. First, by un-seeding the amplifier by removing the oscillator input, the IR beam is changed from 

high intensity, ultrafast pulses to low intensity, longer pulses of amplified spontaneous emission (ASE). If 

the focal plane of a short focal length lens changes when unseeding the beam, this indicates the high 

intensity beam accumulates nonlinear phase as it propagates. The next check is to direct a low intensity 

portion of the fully seeded beam into a spectrometer. If there is a fluctuating peak on the short-wavelength 

end of the spectrum, this indicates there is self phase modulation during propagation. Lastly, the predicted 

B value may be calculated using Eqn. 1 for every segment of the beam path, and every transmissive optic 

the beam passes through. Performing this calculation for our experiment, I estimate a maximum B of 6 for 

the combined optical path up to the beam splitter plus the probe line. The pump line has much lower 

intensity, and will only have a lower B integral. As B measures phase, this value is large on the scale of pi, 

indicating nonlinear phase is a problem. Ideally, B should be well below 1. 

Considering Eqns. 1-2, the B integral can be reduced by reducing any of the values k0, 𝑛2, I, or L. 

Assuming the beam path is already as short as possible, L is fixed. For most of the beam path, k0 is also 

fixed, though waiting until the final moment possible to do second harmonic generation helps to reduce B 

as nonlinear phase generally accumulates faster for the shorter wavelength beam. This primarily leaves 𝑛2 
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and I as the experimentally adjustable parameters for B integral reduction. To reduce 𝑛2, some materials 

are better than others. For example, CaF2 glass has a lower 𝑛2 than other optical glasses, so the easy first 

step to reducing B in our setup is to replace the silica lens focusing the probe into the HHG fiber with a 

CaF2 lens. In the extreme case, 𝑛2 may be further reduced by doing all high intensity beam transport in 

vacuum (𝑛2=0). This is cumbersome, however, and not a practical solution for our setup, where multiple 

alignments and adjustments must be performed on the optics regularly. This leaves reducing I as the primary 

method for reducing the B integral. 

To reduce I, we cannot reduce the pulse energy, E, as large pulse energies are needed to perform 

HHG. Instead, we ensure that τ is as large as possible where nonlinear phase accumulation is occurring. We 

do this by leaving the pulse not quite fully compressed out of the amplifier, for the majority of beam 

propagation. We then fully compress the probe just before entering vacuum using chirped mirrors. The 

pump is compressed before entering the chopper due to space constraints and the necessity of having a 

compressed pulse to perform SHG in the TG setup. As the pump is lower intensity than the probe, this 

should be tolerable. There is a separate pair of identical chirped mirrors in both the pump and probe lines. 

Chirped mirrors are multilayer mirrors designed to have a negative group delay dispersion (GDD). 

They compress the pulse by reflecting each wavelength in the optical pulse at a different depth in the 

multilayer stack. In this way, each wavelength has a different optical path length, and these differences can 

be carefully designed to align the phases of each component wavelength, fully compressing the pulse. 

Mathematically, a pulse is stretched by a positive GDD according to the equation 

𝜏 = 𝜏0√1 + (4𝑙𝑛(2)
𝐷2

𝜏0
2 )

2

,                                                                (3) 

where 𝜏0 is the fully compressed pulse duration (again in FWHM), and D2 is the GDD. Using Eqn. 3, we 

then calculate how many bounces from our D2 = −450fs2 chirped mirrors would be needed to compress a 

pulse of a desired stretched length. Using six bounces, we fully compress a stretched pulse of 300fs duration. 
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Propagating this longer pulse until the chirped mirrors reduces the B integral coming from our 8m of 

propagation in air from 1.9 to 0.2. 

To fit six bounces on a pair of 2" chirped mirrors in both the pump and probe lines, we use compact 

mirror geometries, as shown in Fig. 2.15(a-b). In the pump line, the beam is picked off before entering the 

chopper and directed to the pair of chirped mirrors. After 3 bounces between the two mirrors, the beam is 

caught on a dielectric mirror that is tilted slightly horizontally off from retro-reflecting. This directs the 

beam back through the three bounces between the chirped mirrors, for a total of six, and leaves the beam 

horizontally displaced enough from the input beam to be picked off with an additional mirror. This final 

mirror then directs the beam through the chopper, and onward toward the rest of the experiment. For the 

probe, the design is somewhat simpler. The beam bounces back and forth between the two chirped mirrors, 

three times on each. One slight complication is that these multi-bounce mirrors must be used to align the 

HHG fiber line, as they are the final mirrors before entering vacuum. I have found it is easiest to use the 

chirped mirror closest to the fiber to align to the first iris (before the fiber position), and the chirped mirror 

furthest from the fiber to align to the second iris (after the fiber position). 

Lastly, we utilize a larger beam radius, r, to get the final reductions in B. It is impractical for us to 

expand the beam size everywhere after the amplifier using a telescope, though this could be done in more 

extreme cases. Instead, we increase the beam size at its most critical position by moving the vacuum 

entrance window closer to the HHG focusing lens, as shown in Fig. 2.15(c). This position is critical because 

the beam is fully compressed, and 𝑛2 for any solid material is much higher than it is for air. By moving the 

entrance window as close as possible to the lens, the beam radius is close to its largest value, and this change 

alone reduces our B integral by 2. Using a thinner entrance window would further reduce the B integral by 

an additional 0.4, but we have not implemented this at the present time.  
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Figure 2.15: Chirped mirrors and vacuum redesign to reduce B integral. a) In the pump line, the beam 

is diverted to the chirped mirrors before entering the optical chopper. A nearly retro-reflecting dielectric 

mirror sends the beam back along an output path (yellow dotted lines) nearly retracing its input path (red 

lines). b) In the probe line, the beam is bounced back and forth 6 times between the chirped mirrors. Path 

segments alternate between red and dotted yellow lines, for clarity. c) The entrance window to the vacuum 

system was originally at the position marked by a dotted red oval. It was extended to be closer to the HHG 

focusing lens so that the beam passing through the glass would have a larger radius, and lower intensity. 

With all of the above changes in place, I calculate a B integral reduced to 1.15 from the initial 6. 

To try to reduce it further would take more significant changes to our experimental apparatus. We have, 

however, addressed the most significant issues, such as reducing the nonlinear phase accumulation during 

propagation in air. Phase differences across the beam, even if small, can build to significant issues over 

long propagation distances, such as ours. Thus, it is important to have low B in air, which starts directly 

after the compressor and continues until entering vacuum. Conversely, the unavoidably high B in the final 

lens and entrance window can be more tolerable because the propagation after them is shorter. That said, 

the lens and vacuum entrance window are now the limiting factor in further reducing B, together 

contributing ~0.8 to the total B integral. 
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2.4 Conclusions and Future Work 

In this chapter I have explained the most important aspects of our experimental methodology. I 

have primarily focused on the details necessary for understanding Chapters 3-5, where the setup is used to 

characterize the thermal and elastic properties of nanoscale materials. I have also taken a large portion of 

this chapter to describe the significant upgrades made to the experimental apparatus during my PhD.  

In particular, I have described the modular optical TG setup implemented in the pump line, along 

with how to switch between TG and uniform round beam pumping configurations. I have also described 

the optical chopper, along with a camera triggering circuit used to rapidly obtain pump-probe 

measurements. Finally, I described the steps taken to reduce nonlinear phase accumulation by our high 

intensity IR beam, most significantly by using chirped mirrors to compress the probe and pump pulses as 

close to when they enter vacuum as possible. 

In the near future, more upgrades to the experiment are planned. We are expecting a new amplifier 

pump laser, and we have the components for an optical isolator to avoid back-lasing into our oscillator. We 

are also expecting a direct blue-diode-pumped oscillator, and a higher repetition rate amplifier system. A 

higher repetition rate will give better statistics for an enhanced signal-to-noise ratio, though the experiment 

will then be more likely to suffer from pulse accumulation in low thermal conductivity samples. We are 

also in the process of upgrading our beam pointing stabilization system to automate some of our alignment 

procedure. We could also consider reducing the change in pump beam spot size with delay stage position 

by collimating the beam to a larger size before it enters the stages. For an ideal Gaussian laser beam, larger 

beam waists produce longer Rayleigh ranges, and the beam radius stays approximately constant for longer. 

This experimental apparatus is a valuable tool for nanoscale metrology, and it should continue to 

provide useful measurements well into the future. One of the most significant capabilities of our technique 

is the direct probing of non-diffusive thermal transport in nanostructured systems. This research is the topic 

of Chapter 3. 



 

 

 

Chapter  3 

Nanoscale Thermal Transport 

 

Nanoscale thermal transport is becoming ever more technologically important with the 

development of next generation nanoelectronics, nano-mediated thermal therapies, and high efficiency 

thermoelectric devices. However, direct experimental measurements of nondiffusive heat flow in nanoscale 

systems are challenging, and first principle models of real geometries are not yet computationally feasible. 

In recent work, we used ultrafast pulses of short wavelength light to uncover a new regime of nanoscale 

thermal transport that occurs when the width and separation of heat sources are comparable to the mean 

free paths of the dominant heat carrying phonons in the substrate. In this chapter, I now systematically 

compare thermal transport from gratings of metallic nanolines with different periodicities, on both silicon 

and fused silica substrates, to map the entire nanoscale thermal transport landscape – from closely spaced 

through increasingly isolated to fully isolated heat transfer regimes. By monitoring the surface profile 

dynamics with sub-angstrom sensitivity, we directly measure thermal transport from the nanolines into the 

substrate. This allows us to quantify for the first time how the nanoline separation significantly impacts 

thermal transport into the substrate, making it possible to reach efficiencies that are within a factor of 2 of 

the diffusive (i.e. thin film) limit. We also show that partially-isolated nanolines perform significantly 

worse, because cooling occurs in a regime that is intermediate between close-packed and fully isolated heat 

sources. This work thus confirms the surprising prediction that closely spaced nanoscale heat sources can 

cool more quickly than when far apart. These results are important for benchmarking new theories that go 

beyond the Fourier model of heat diffusion, and for informed design of nanoengineered systems.  
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3.1 Introduction and Motivation 

Advancing technology through nanoengineering often requires an understanding of how nanoscale 

thermal transport differs from its bulk counterpart. In modern electronics, characteristic dimensions are 

already below 10nm – thus, thermal load management is already facing challenges imposed by nanoscale 

thermal transport. In medicine, nanoparticle-mediated thermal therapies are being developed to treat cancer 

and tumors with localized heating of those cells [1, 46]. Additionally, nanostructuring is a promising avenue 

to engineer novel materials for efficient thermoelectric devices, either through enhanced scattering [47, 48] 

or through phononic metamaterial effects [18, 49, 50]. For these and many other applications, informed 

design must take into account that nanoscale thermal transport can be significantly slower than bulk model 

predictions. 

Fourier’s law of heat conduction, which accurately describes thermal transport in bulk materials, 

relies on the fundamental assumption that the distances being considered are much larger than the average 

mean free path (MFP) of heat carriers in the system, therefore establishing a smooth thermal gradient that 

drives transport in a material. As a result, when the relevant length scale of thermal transport is on the order 

of the MFP of the heat carriers, Fourier’s law is no longer accurate because it dramatically overpredicts the 

heat transfer rate [7]. In this regime, some of the heat carriers travel ballistically from the heat source and 

deposit their energy non-locally, producing non-diffusive (quasiballistic) thermal transport. Since the 

dominant heat carriers for dielectric and semiconducting materials are phonons, which can have MFPs from 

nanometers up to several microns in materials such as silicon at room temperature [11, 20, 51, 52], 

quasiballistic effects are observable in nanostructured systems, even at dimensions up to microns [10].  

Observations of quasiballistic thermal transport have been made in several experimental 

geometries, including 1D transport using transient grating experiments, ballistic transport through a thin 

slab of material whose thickness is shorter than the heat carrier’s MFP, and also by measuring the transport 

away from nanoscale heat sources [8-10, 51, 53]. In this last category, effectively isolated heat sources were 

initially used to study thermal transport as a function of heat source size. As the size of the heat source was 
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decreased, a monotonic deviation from the Fourier prediction was observed, due to the onset of 

quasiballistic transport. More recently, the study of nanoscale heat sources that are not isolated has revealed 

that not only the size of, but the spacing between, heat sources impacts the nature of thermal transport [20, 

54-56]. In past work, we made the first observation of a new collectively diffusive regime, where the 

thermal transport away from nanoscale hot spots can return towards the diffusive prediction when their 

spacing is reduced below the dominant heat carrying phonon MFPs of the substrate [20]. This previously 

unobserved phenomenon has promising technological applications. We also developed a predictive, period- 

and linewidth-dependent theory for the effective resistivity, which predicted that the period, or line spacing, 

mattered. However, in our initial work, we did not independently vary both the heat source size and spacing, 

or explore the transition between isolated and close-packed regimes, motivating the need for more 

systematic studies to benchmark advanced models and theories. 

Here, I present a systematic study that independently controls the nanoscale heat source size and 

spacing with laser heated nanolines fabricated on silicon and fused silica substrates. This allows us to 

definitively validate our surprising prediction that nanoscale heat sources whose separation is comparable 

to the phonon mean free paths of the substrate should cool faster than identical heat sources that are spaced 

much farther apart [20]. Using an effective Fourier model, we quantify the enhancement of nanoscale 

thermal transport by engineering the heat source spacing: for example, for a constant 20nm-width nanoline, 

the isolated heat source model [9] predicts an effective thermal boundary resistivity, reff, of 52nKm2/W, 

nanolines spaced by 400nm have a measured reff of 9.2nKm2/W, nanolines spaced by 80nm have a measured 

reff of 3.7nKm2/W,  while the diffusive prediction for a uniform film is 2.45nKm2/W. Thus, the closely-

packed nanolines exhibit thermal transport very close to diffusive, and varying their spacing makes it 

possible to significantly tune their transport properties. We also explore the transition from collective, close-

packed transport to isolated, quasiballistic transport, which represents a broad parameter space that is 

important for optimized thermal design and for the development of full, first principles models. Finally, we 

perform the same series of measurements on nanolines fabricated on a fused silica glass substrate, which 

exhibit no changes in transport as a function of either heat source size or period. This behavior is expected: 
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the phonon mean free paths in fused silica are small compared to our experimental geometries, and thus 

heat transfer from these nanolines should be well described using a diffusive model. This measurement 

serves as a control to confirm that plasmonic or other effects in the nanolines do not influence our 

measurement. I also briefly discuss how these new results compare to past results using different 

measurement techniques, and describe potential theories for the underlying transport mechanisms. 

3.2 Experimental Methods 

We measure nanoscale thermal transport in silicon and fused silica using extreme ultraviolet (EUV) 

nanometrology, as described in Chapter 2. For this study, the silicon and fused silica substrates are patterned 

with periodic gratings of nickel nanolines via e-beam lithography. Using an ultrafast femtosecond laser 

pulse, we impulsively excite these nanostructures, which serve as transducers for the thermal dynamics we 

measure. The excited thermal and acoustic dynamics deform the nanostructures and substrates, whose 

composite surface is then measured very sensitively using coherent EUV beams generated by the high 

harmonic generation (HHG) process. All measurements presented here are obtained at room temperature 

and high vacuum. See Fig. 3.1 for a diagram of the laser setup used in these measurements and Fig. 3.2 for 

a diagram of our pump-probe technique.  
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Figure 3.1: The EUV nanometrology laser setup. From the same amplified, ultrafast laser source, we 

pump and probe the nanostructured samples. The pump remains in the near-IR wavelength region, while 

the probe is converted to the extreme ultraviolet region via high harmonic generation in an argon-filled 

hollow waveguide. Pump-probe delay is controlled by a translation stage in the pump beam path, and a 

shutter blocks and unblocks the pump beam to provide an unexcited reference measurement at each pump-

probe delay. The probe beam is focused onto the sample with a glancing incidence toroidal mirror, and the 

beam diffracted from the sample is collected on a CCD camera. 
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Figure 3.2: Diagram of the pump-probe technique. Gratings of nickel nanolines of linewidth L and 

period P are fabricated on silicon and fused silica substrates. An ultrafast IR laser pulse heats the nanolines 

and they impulsively thermally expand (shown in lower right). An ultrafast EUV pulse then probes the 

sample as a function of time delay by measuring diffracted light using a CCD camera. The diffraction 

efficiency for a thermally excited sample (red in inset) changes compared to an unperturbed sample (black 

dotted line in inset). This change in diffraction efficiency captures the thermal and elastic dynamics that are 

deforming the sample surface. Note the change in the diffraction pattern shown is magnified 150x for 

illustration purposes. 

3.2.1 Nanoline Grating Design and Excitation 

To explore the various nanoscale thermal transport regimes, we choose grating linewidths and 

spacings that span from much smaller, to comparable, to greater than the average MFP, which is ≈ 300nm 

in silicon [20, 57]. Therefore, we compare constant 25% duty cycle gratings to constant period (varying 

duty cycle) gratings with linewidths ranging from 20nm to 1000nm. For the smallest linewidths (20nm to 

100nm), the constant period was chosen to be 400nm so that collective effects would still be present, but 

the reducing linewidth would probe the transition from the collectively diffusive regime to the isolated 

quasiballistic heat source regime. Similarly, for linewidths from 100nm to 300nm, the constant period is 

1500nm, where collective effects should be much weaker. A complete list of grating L and P characterized 

by AFM is given in Tables 3.1 and 3.2. Example SEM images are given in Fig. 3.3.  
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Nominal L/P (nm) L from AFM (nm) P from AFM (nm) Duty Cycle 

1000/4000 970 ± 30 4110 ± 40 23.5% 
300/1500 300 ± 20 1580 ± 20 19% 
300/1200 260 ± 10 1240± 10 21% 
200/1500 190 ± 20 1570 ± 20 12% 
200/800 188 ± 9 842 ± 9 22% 

100/1500 99 ± 8 1520 ± 10 6.5% 
100/400 86 ± 5 412 ± 5 21% 
50/400 41 ± 7 411 ± 5 10% 
50/200 41 ± 2 205 ± 2 20% 
30/400 25 ± 1 411 ± 5 6% 
30/120 23 ± 2 121 ± 1 19% 
20/400 20 ± 4 411 ± 5 5% 
20/80 19 ± 1 82 ± 1 23% 

Table 3.1: Linewidth and period of each nickel grating on silicon, measured by AFM. Note that the 

duty cycles for the gratings marked in grey are systematically lower than the nominal value of 25%, but 

still consistent, averaging 21.4±1.5%. The two sets of constant period gratings, marked in white, vary by 

no more than 2% from a constant period, though the linewidths can differ from the corresponding constant 

duty cycle gratings by up to 13% for the large sizes, and 8% for the small sizes. The nanoline heights are 

11±1nm. AFM data was analyzed using WSxM [58]. Uncertainty is calculated by standard deviation of 

measurements and AFM image pixel size. 

Nominal L/P (nm) L from AFM (nm) P from AFM (nm) Duty Cycle 

1000/4000 940 ± 40 3930 ± 40 24% 
300/1500 280 ± 10 1500 ± 10 19% 
300/1200 280 ± 20 1200 ± 10 23% 
200/1500 188 ± 9 1500 ± 10 12.5% 
200/800 190 ± 10 804 ± 8 23.5% 

100/1500 90 ± 10 1510 ± 10 6% 
100/400 96 ± 6 405 ± 4 24% 
50/400 45 ± 4 407 ± 4 11% 
50/200 43 ± 3 204 ± 2 21% 
30/400 25 ± 2 406 ± 4 6% 
30/120 24 ± 2 123 ± 1 19.5% 
20/400 19 ± 4 406 ± 4 4.7% 
20/80 15 ± 4 83 ± 1 18% 

Table 3.2: Linewidth and period of each nickel grating on fused silica, measured by AFM. The 

nominally constant duty cycle gratings are highlighted in grey. For this series of gratings, the duty cycle 

systematically decreases for the sub-100nm linewidth gratings, but as we observe no trend in the effective 

resistivity for these gratings, this is not significant to our results. The series of constant period gratings, 

marked in white, show excellent consistency in period, and the linewidths compare well to the constant 

duty cycle gratings for all but the 20nm linewidth. The nanoline heights are 11.2±0.5nm. AFM data was 

analyzed using WSxM [58]. Uncertainty is calculated by standard deviation of measurements and AFM 

image pixel size. 
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Figure 3.3: SEM images of the fused silica sample. a) A grating with 30nm linewidth (L) nanolines and 

120nm period (P). b) A grating with 30nm linewidth and 400nm period. Note the measurements made by 

SEM are slightly larger than the values measured by AFM. Only AFM values for linewidth and period are 

tabulated above because a comprehensive set of measurements by SEM was unavailable. The slight 

systematic offset between the two characterizations does not change our trends or conclusions. 

By comparing the measured thermal transport from each of these gratings, we directly probe the 

effect of heat source spacing on nanoscale thermal transport. The constant period set of gratings produces 

increasingly isolated heat sources as the linewidth is decreased, whereas the constant duty cycle set of 

gratings brings the heat sources closer together as the linewidth is decreased. Each grating covers an area 

of 150μm2 and each nanoline is 11nm tall on average.  

We excite the nanolines using an ultrafast infrared laser pulse with a central wavelength of 780nm, 

with a 25fs pulse duration, and at a 4kHz repetition rate. The nickel gratings preferentially absorb the laser 

light, with no significant heat deposition in the substrate underneath: fused silica is transparent to this 

wavelength, while silicon has a >8μm penetration depth. The nanolines are thinner than the optical 

penetration depth of Ni, ensuring uniform heating. After impulsive heating, the nanolines thermally expand 

within ~20ps, launching acoustic waves that are visible in our raw data, as shown in Fig. 3.4. (In Chapter 

4, these acoustic waves were used to characterize the elastic properties of ultrathin films.) After expanding, 

the Ni nanolines relax back to their unperturbed surface profile, as heat is transferred into the substrate on 

few nanosecond time scales. The maximum experimental time window is 8ns, as determined by a 

mechanical delay stage in the pump line. 
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Figure 3.4: Dynamically changing diffraction signals for 20nm linewidth gratings on silicon. The raw 

data directly show that closely spaced nanolines cool faster. Multifrequency acoustic oscillations in the 

substrate visibly modulate the slow thermal decay of the signal. Left: 20nm nanolines at a 400nm period 

do not fully cool, even after 1ns. Right: 20nm nanolines at an 80nm period have almost completely cooled 

within 1ns. 

Note that we assume the measured system response is linear with pump power. We check this by 

normalizing experimental signals from the same grating at several different laser pump fluences and 

confirming that the dynamics are the same. We confirmed this for all the gratings at all the pump fluences 

listed in Table 3.3. We also assume there is uniform pumping of the grating over the probed region. For 

this study, the pump beam diameter is 320μm on average, and the probe spot size is ~50μm radius, so we 

should meet this condition and be mostly insensitive to transport along the length of the nanolines. 
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Power (mW) Pump diameter (μm) Fluence (mJ/cm2) 

45 - - 

35 - - 

35   

31 300 11.0 
30 340 8.3 

38 - - 

40 - - 

50 - - 

50 - - 
50 350 13.0 

47 - - 

47 - - 

47 - - 

47 - - 
60 400 12.0 

60 400 12.0 

60 - - 

60 - - 

65 - - 
60 300 21.2 

110 360x390 24.9 

135 - - 

150 - - 

175 - - 

125 400x436 22.8 
190 440x500 27.4 

Table 3.3: Pump beam average power, spot size at the sample plane, and average fluence. Note that 

the spot size was not recorded every day during the experiment. When the beam was oblong, an average 

radius was used to estimate the fluence. The averages of pump power, spot size, and fluence over the course 

of the experiment are 70.8mW, 323μm, and 17.0mJ/cm2, respectively. Note that for all the data presented, 

at all the fluences listed, there was no discrepancy between change in diffraction efficiency signals after 

normalization. This indicates our observations are linear with pump fluence. 

3.2.2 Probing and Measurement Sensitivity 

We use coherent EUV beams to directly measure changes in the nanosystem surface profile. We 

generate the EUV beams at a central wavelength of 29nm through high harmonic generation [36]. This is 

an extreme nonlinear quantum process that up-converts IR light into the EUV region by focusing the laser 

pulse into an argon-filled waveguide. Since we use the same Ti:sapphire laser for both the excitation pulse 

and also to generate the probe EUV pulse, the timing stability between our excitation and probe pulses is 

in the sub-femtosecond range. In addition, EUV wavelengths are far from any electronic resonances in the 

nanosystem, so that the EUV reflectivity is largely insensitive to the electron temperature [41]. Thus, our 
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technique predominantly probes lattice expansion and surface deformation, even for very short times after 

excitation (few picoseconds).  

The diffracted EUV beam probes the dynamically changing sample surface, and is collected on a 

CCD camera, as shown in Fig. 3.2. The diffraction efficiency, i.e. the relative power in the direct beam and 

diffracted orders, is a function of the height difference between the tops of the nanolines and the substrate. 

Thus, by monitoring the change in diffraction efficiency as a function of excitation-probe delay time, we 

measure the thermal and elastic dynamics in both the nanolines and substrate, with picometer scale 

sensitivity (see Fig. 3.4 for an example) [41]. 

Our measured signal closely follows the lattice temperature of an average nanoline; this differs 

from the temperature difference measured by the transient thermal grating (TTG) technique [29]. This 

distinction is important to keep in mind, as TTG signal is lost once the peak-valley temperature difference 

is lost, even if the average temperature of the sample is above the pre-excitation value. Thus, for shorter 

period gratings, there is a shorter distance to transfer heat, and the signal should decay faster as the peak-

valley temperature difference washes out. This effect mimics our observed period dependence, but it is 

different in origin.  

By using a separate metallic grating as our heat source, we measure the thermal expansion of the 

nanolines for any temperature above the pre-excitation value, even in the case that the top layer of the 

substrate has thermalized. Additionally, our heating geometry generates inherently two-dimensional 

thermal transport in the substrate – one dimension cross plane and one dimension in plane. Because the 

metal nanolines are uniformly pumped and thermalize internally in the first few picoseconds after laser 

excitation, our signal tracks this 2D thermal transport away from the resulting heat sources at the substrate 

surface. Traditional TTG measurements only measure the 1D thermal transport in-plane. 

To confirm that a 1D TTG interpretation of our signal (peak-valley temperature difference washing 

out, as shown in Fig. 3.5(c)) with diffusive thermal transport does not explain our diffraction measurements, 

we perform finite element analysis (FEA) calculations of the thermal transport from the L=20nm, P=80nm 

and L=20nm, P=400nm gratings on silicon with identical thermal boundary resistivities. We compare the 
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diffraction signal for each simulation to both the peak-valley temperature difference in the substrate and 

the temperature in the center of the nanostructure. As shown in Fig. 3.5(a,b), the diffraction signal nearly 

identically follows the temperature of the nanostructure, not the temperature difference in the substrate.  

Figure 3.5: Measurement sensitivity to nanostructure and substrate temperatures. Simulations of the 

two L=20nm gratings on silicon are shown, both with r=5nKm2/W. I compare the change in diffraction 

efficiency signal to the temperature at different points in the sample. Black lines are change in diffraction 

efficiency signals; cyan lines are the temperatures at the nanostructure centers; red lines are the peak-valley 

temperature differences in the substrate between the two red points shown schematically. a) For the 80nm 

period grating, the change in diffraction efficiency signal nearly identically tracks the temperature of the 

center of the nickel nanostructure but does not follow as closely the peak-valley temperature difference in 

the substrate. b) For the 400nm period grating, the change in diffraction efficiency signal again follows the 

temperature of the center of the nanostructure. c) The peak-valley temperature difference in the substrate 

goes to zero faster for the 80nm period grating as there is a shorter distance to transfer the heat, compared 

to the 400nm period grating. This temperature difference is similar to what is of interest to 1D TTG, but 

does not match our diffraction signal, as shown in (a) and (b). d) When both gratings have the same effective 

resistivity, the change in diffraction efficiency signal for the 80nm period grating (solid line) is slightly 

slower to decay than the 400nm period grating (dash-dot line). Thus, a period dependence of the thermal 

transport is required to model our experimental results. 
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We further checked the sensitivity of our measurement to the temperature difference in the substrate 

washing out by enhancing the substrate coefficient of thermal expansion (CTE) in the FEA calculations. 

As shown in Fig. 3.6, for the L=20nm gratings, substrate CTE values up to ten times nominal do not change 

our diffraction signal, confirming diffraction is indeed predominantly sensitive to the nanostructure 

expansion at small sizes. 

Figure 3.6: Measurement sensitivity to the substrate coefficient of thermal expansion. FEA 

calculations shown are performed in the quasistatic approximation, at a constant thermal boundary 

resistivity, with a uniform excitation. A two-temperature model is used to couple the electrons and phonons 

in the nanostructure, which provides the rapid thermal expansion at the earliest delay times [59]. a) For the 

20nm linewidth gratings, whether 80nm or 400nm period, changes to the substrate coefficient of thermal 

expansion up to ten times the nominal value do not significantly affect the diffraction signal. b) For large 

grating sizes, where there is a large volume of substrate between nanostructures, we observe more 

dependence of the signal on substrate CTE. This cannot, however, explain the period dependence of thermal 

transport we observe, as the period dependence only manifests for small gratings, where the sensitivity to 

substrate CTE is minimal, as shown. 
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3.2.3 Finite Element Analysis to Fit the Data 

We analyze the change in EUV diffraction efficiency signal by fitting with an effective Fourier 

model, implemented in the FEA software, COMSOL [60]. See the appendix for more details. FEA 

calculations use literature values for the nickel, silicon and fused silica properties, as listed in Table 3.4. 

The thermal boundary resistivity at the nickel-substrate interface is taken as the effective fitting parameter. 

We simulate the thermal expansion and cooling of the nanolines for a variety of effective resistivities, and 

then calculate the diffraction of a Gaussian EUV beam from the dynamically changing surface using Fresnel 

propagation. The resulting calculated change in diffraction efficiency signal is then fit to the experimental 

signal to determine which effective resistivity best fits our experimental data. This effective resistivity 

contains both the intrinsic thermal boundary resistivity between the nanolines and the substrate, as well as 

an effective correction that is larger for greater deviations from diffusive thermal transport near the 

nanolines. The intrinsic thermal boundary resistivity should be constant across all gratings, independent of 

size and spacing, as all gratings on a given substrate were fabricated simultaneously. Therefore, trends in 

the best fit effective resistivity as a function of experimental geometry are due to the measured thermal 

transport’s deviation from the diffusive prediction. 

Material Properties Nickel Silicon Fused silica 

cp at 300K (J/kgK) 456.8 [20] 710.0 [61] 830.2 [9] 

kbulk (W/mK) 90.9 [62] 149.0 [62] 1.19 [63] 
Poisson’s Ratio 0.31 [64] 0.27 [64] 0.17 [65] 

Young’s Modulus (GPa) 200 [66] 131 [67] 72 [65] 
α, linear coefficient of 

thermal expansion (10-6/K) 
12.77 [68] 3 [69] 0.54 [65] 

ρ, density (kg/m3) 8910 [62] 2330 [62] 2650 [70] 
Table 3.4: Parameters used in FEA multiphysics simulations. 
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3.3 Results and Discussion 

Using the approaches described above to obtain and analyze our data, we characterize nanoscale 

thermal transport in silicon and fused silica. To fit and interpret the effective resistivity parameter obtained 

from COMSOL, we use the suppression function approach from [20]. 

3.3.1 Collectively Diffusive Model 

Here, I summarize the suppression function approach used to fit our measured trends, as described 

in detail in [20]. The collectively diffusive model relates each grating geometry to all the phonon modes’ 

contributions to the thermal transport, according to the suppression function formalism [57, 71]. The 

different MFP phonon modes’ contributions to the total thermal conductivity are suppressed depending on 

the linewidth and reintroduced depending on the period of the grating. The suppression function is defined 

as 

𝑆(𝐿, 𝑃, 𝛬) = 𝑡𝑎𝑛ℎ (
𝐿

2𝛬
) + [1 − 𝑡𝑎𝑛ℎ (

𝑃

2Λ
)],                                                 (1) 

where Λ is the MFP of a given phonon mode. Applying this suppression function to the bulk differential 

thermal conductivity spectrum of the substrate, k(Λi), we obtain an effective nanoscale conductivity for 

each grating geometry, 

𝐾𝑛𝑎𝑛𝑜 = ∑ 𝑘(Λ𝑖) ∙ 𝑆(𝐿, 𝑃, Λ𝑖)

𝑖

,                                                            (2) 

where the sum is over each MFP mode, Λi. The model for the collectively diffusive effective resistivity is 

then defined by 

𝑟𝑒𝑓𝑓 = 𝑑 ∗ 𝑙𝑛 (
𝑃

𝐿
) (

1

𝐾𝑛𝑎𝑛𝑜
−  

1

𝐾𝑏𝑢𝑙𝑘
) + 𝑟𝑡𝑏𝑟,                                                    (3) 

where rtbr is the intrinsic thermal boundary resistivity, Kbulk is the bulk thermal conductivity of silicon, and 

d can be interpreted as the depth into the substrate where transport is affected by the nanoscale geometry. 

We additionally compare our results to the isolated quasiballistic heat source model for 1D gratings, 

as presented in [9, 20], where no collective effects take place. The predictions of this model represent an 
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upper limit to the transition region between collectively diffusive and isolated quasiballistic transport, 

which our measurements explore. The isolated quasiballistic model gives an effective resistivity of 

𝑟𝑖𝑠𝑜𝑙𝑎𝑡𝑒𝑑 =  
4Λ𝑔𝑟𝑎𝑦𝑑

3𝐾𝑏𝑢𝑙𝑘(𝐿 2⁄ )𝑙𝑛(𝑃 𝐿⁄ )
+ 𝑟𝑡𝑏𝑟,                                                    (4) 

where Λgray is the gray MFP approximation for the substrate (single, average MFP). Note that this model 

does not take the fully ballistic limit into consideration, so it may not be valid at extremely small grating 

sizes. It is presented here as a reference limiting case, using a previously-derived model. 

3.3.2 Silicon and Fused Silica Results 

First, we compare a series of gratings with constant period with another series of gratings with 25% 

duty cycle, both on a silicon substrate. For the 25% duty cycle gratings, as the linewidth is decreased from 

1000nm to 20nm, the effective resistivity first increases due to the quasiballistic deviation from diffusive 

transport, then decreases due to collective effects, as shown in Fig. 3.7(a) (blue points). At the smallest 

sizes, the effective resistivity approaches the diffusive, uniform heat source limit, where there is only the 

intrinsic thermal boundary resistivity, which has no effective correction due to nanoscale effects (black 

dashed line, Fig. 3.7(a)). The reduction in effective resistivity occurs when the period becomes comparable 

to the dominant heat carrying phonon MFPs in silicon at room temperature (≈300nm). These findings are 

in good agreement with our previous work, as illustrated in Fig. 3.8.  
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Figure 3.7: Best fit effective thermal boundary resistivity for nanolines on silicon and fused silica.     

a) For silicon (gray MFP≈300nm [20, 57]), as the linewidth is reduced below 50nm, the effective resistivity 

of the constant 25% duty cycle gratings (blue points) decreases, which is a return towards the diffusive 

prediction (thin film case, black dashed line). In contrast, the constant 400nm period gratings’ resistivities 

increase as the linewidth is reduced (red points), mapping the transition from dominant collective effects 

towards isolated quasiballistic thermal transport (isolated prediction, black dotted line). The blue solid line 

is the 25% duty cycle collectively diffusive prediction from [20], whereas the red dashed line is a fit with 

the same model to the new data. b) For fused silica, the resistivities of constant duty cycle (blue points) and 

400nm period (red points) gratings all agree within error bars. This indicates that there is no non-diffusive 

transport that depends on experimental geometry for this short phonon MFP material (~2nm [9]), and that 

there are no dominant systematic errors coming from the grating geometry independent of the sample 

substrate material. The dotted line is the average of all grating resistivities on fused silica (6.7nKm2/W). 

Error bars in (a) and (b) are calculated by the standard deviation of best fit values from multiple 

measurements. 
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Figure 3.8: Comparison to previous measurements on silicon. The data of Hoogeboom-Pot, et al. [20] 

are shown in green and the present data are shown in blue. The two samples were fabricated from two 

different silicon wafers at two different times, so we expect a constant offset between the two data sets 

coming from different intrinsic thermal boundary resistivities, which are determined by fabrication 

conditions. To compare trends in the two data sets in this plot, we subtracted a constant 1.56m2nK/W from 

all points in the current data set. This constant offset was calculated as the average difference between 

previous and current resistivities, weighted by the current study’s uncertainty, of the 30nm and 100nm 

gratings, which are the only identical geometries between the two data sets. We observe good agreement 

between the previous and current studies. This same experimental offset was added to the collectively 

diffusive model fit, intrinsic rtbr fit, and isolated quasiballistic model fit from the previous study to plot them 

with the new data in Fig. 3.7(a). 

As the grating period is increased for a fixed nanoline width, we would expect that thermal transport 

will become less efficient, if the models developed in [20] are valid. Fig. 3.7(a) plots the effective resistivity 

(red data points) as the period is increased from the collectively diffusive regime (blue data points). These 

values are seen to increase significantly when the period is increased, confirming model predictions. 

Considering now the trend in the red data points alone, the grating linewidth is reduced from 100nm to 

20nm at a constant 400nm period. Thus, the heat sources become increasingly isolated and the increasing 

effective resistivity maps the transition from collectively diffusive toward isolated quasiballistic transport. 

To successfully fit the 400nm period data, we use the collectively diffusive model described by Equations 

1-3, applied to all the new data. As shown by the red dashed line in Fig. 3.7(a), this predictive model 
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provides good fits, even in the intermediate regime, where heat sources are neither isolated nor closely 

spaced. 

These measurements on silicon represent the direct observation that the more closely spaced heat 

sources cool more quickly for sufficiently small periods at early times. At larger periods and linewidths, 

we do not observe this effect within our uncertainty, as shown in Fig. 3.9(a). Our observed trends for 

different periods over the full range from 20nm to 300nm linewidth gratings with the full effective Fourier 

analysis have not been previously reported and reveal that bringing heat sources closer together can bring 

the thermal transport within a factor of 2 of the diffusive prediction, even for heat source sizes far below 

the dominant heat carrying phonon MFPs. We further conclude that this effect is only dominant when 

grating periods are below the substrate MFPs, which is further supported by our control study on fused 

silica. We note that our best fit effective resistivities in the present work are close to the resistivity calculated 

from the corresponding thermal boundary conductance measured by time-domain thermoreflectance 

(TDTR): 5.1±0.3nKm2/W, converted from [72]. Some difference is expected due to differences in sample 

fabrication and the effective correction we add to the intrinsic thermal boundary resistivity to capture non-

diffusive effects in the substrate.  

Figure 3.9: Results for the constant 1500nm period series of gratings. I compare constant period 

gratings (red diamonds) to constant 25% duty cycle gratings (blue points) at large linewidths. a) For silicon, 

we observe no period dependence in effective resistivity within error bars. This lack of period dependence 

is likely because these grating periods are still large compared to the mean free paths of the dominant heat 

carrying phonons in silicon at room temperature (≈300nm), and because the percent change in periods for 

large linewidths is not as great as in the small linewidth case, where period dependence was observed.         

b) For fused silica, the 1500nm period gratings agree with both the 25% duty cycle gratings, and the average 

of resistivities fit for all grating geometries on fused silica (dotted line). This indicates there is no deviation 

from the diffusive prediction, as expected for this short MFP (~2nm) material. 
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Next, we perform the same series of measurements on nanolines fabricated on a fused silica glass 

substrate, where the phonon mean free paths (≈ 2nm) are small compared to our experimental geometries, 

and therefore no deviation from diffusive transport would be expected. The phonon mean free paths of 

fused silica can be estimated as only a few nanometers at room temperature [9], and non-propagating modes 

(diffusons) that contribute to the thermal conductivity should not be affected by our geometries [53, 73]. 

Thus, these data serve as a control to confirm that plasmonic or other effects in the nanolines do not 

influence our Si measurements. Indeed, as shown in Fig. 3.7(b), the effective resistivity that best fits our 

data is constant, within error bars, for all linewidths and periodicities. It should be noted that the error bars 

for the fused silica data, calculated from the standard deviation of multiple measurements, are larger than 

in the silicon case due to two factors. First, experimental noise was larger, and second, our fitting has 

decreased sensitivity for low conductivity samples where the thermal transport into the substrate is 

dominated by substrate conductivity rather than thermal boundary resistivity. The thermal boundary 

resistivities we fit for fused silica are consistent within error bars with previous measurements using this 

technique, with only a small offset we attribute to differences in the glass substrates and sample fabrication 

conditions [9]. 

3.3.3 Comparison to Other Experiments and Theory 

Some care must be taken when comparing the results of the current study to TDTR measurements 

reported in the past on nanostructured systems [54-56]. We note that this comparison can be beneficial for 

an improved understanding of the physics that is present in all three cases. Zeng, et al., use periodic nanoline 

transducers, like we do, but with a constant sub-wavelength gap to avoid directly optically exciting their 

substrates of interest. This results in a decreasing duty cycle with decreasing heat source size, so their 

measured monotonic deviation from the diffusive prediction is not necessarily inconsistent with our results. 

Indeed, their analysis shows that higher duty cycle gratings have higher effective conductivities, which 

agrees with our direct observations.  



65 

Oyake, et al., and Hu, et al., both also measure fused silica substrates, but both use different 

approaches compared to us to obtain nanoscale heat sources. Oyake, et al. use aperiodic gold nanoislands 

formed by annealing a gold film on their substrate of interest. While the authors’ results are generally 

consistent with the other TDTR experiments, they observe suppressed thermal transport in fused silica as a 

function of heat source size. This is inconsistent with both our results on fused silica, and those of Hu, et 

al., where no size-dependence is observed down to 30nm. I tentatively attribute this difference to our 

different transducer designs, though the effects of periodicity versus aperiodicity are beyond the scope of 

the present work. Hu, et al., use a hybrid transducer to generate nanoscale 2D heat sources at a constant 

50% duty cycle without directly optically exciting their substrates of interest. Their measurements of fused 

silica agree with ours – no non-diffusive transport is observed. The authors also show results for 2D 

(nanocube) gratings of constant period but decreasing linewidth on silicon, and they observe a similar 

monotonic deviation from the bulk Fourier prediction as we observe for that case.  

All three TDTR measurements differ from our results, however, in that they never observe a return 

towards the diffusive prediction at constant duty cycle, when the heat source period is comparable to the 

dominant substrate phonon mean free paths. The reason for this difference might come from the different 

experimental temporal frequencies, as suggested by recent work by Hua and Minnich [74]. 

In their work, Hua and Minnich cast the Boltzmann transport equation (BTE) for phonons into the 

spatial frequency domain, under the relaxation time approximation, and apply it to nanoscale grating 

transducer geometries. They find that, due to the interplay of cross-plane and in-plane quasiballistic effects, 

thermal transport can indeed deviate from, and then return to, the diffusive prediction at constant duty cycle, 

but this will happen at smaller grating sizes for higher temporal frequencies of heating. For our EUV 

nanometrology measurements, we use a laser amplifier system to generate high harmonics at a few kilohertz 

repetition rate. In contrast, the TDTR measurements use laser oscillators with a repetition rate of ≈80MHz, 

modulated in the megahertz range as well. This difference might explain the difference between the EUV 

nanometrology and the TDTR measurements. Note that the authors also predict a greater deviation from 

diffusive transport for smaller duty cycle gratings, which is consistent with both our work and Zeng’s. 
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Other theoretical approaches are in development that are very promising for explaining the 

fundamental mechanism behind our observed return towards the diffusive prediction. First, hydrodynamic 

and super-diffusive views of the BTE show lower temperatures near nanoscale heat sources than the 

temperature predicted by effective Fourier models [75-77]. This indicates these models capture physics 

excluded by effective Fourier approaches. The hydrodynamic formulation is particularly useful, as it 

provides a physical intuition for how quasiballistic effects appear as a vorticity of the heat flux, and it 

captures sufficient complexity to be fully predictive of our data, down to L=300nm, using only first 

principles inputs [78]. However, the present form of this model has been shown to not hold for constrictions 

smaller than twice the hydrodynamic length (176nm for silicon at room temperature) [79]. This could be 

the cause of the model’s loss of predictive power when the experimental measurements return towards 

diffusive behavior at the smallest sizes. We are collaborating with the Alvarez group from Universitat 

Autònoma de Barcelona to see if modifications to the level of approximation currently in the hydrodynamic 

approach can explain our experimental findings. 

Finally, it has been predicted that coherent effects such as local resonance can modify the thermal 

transport in nanostructured systems, even at room temperature [18, 50]. According to lattice dynamics and 

molecular dynamics (MD) calculations, nanostructures can behave as local resonators that hybridize with 

phonon branches in the substrate to create a lower group velocity, and thus slower thermal transport. This 

is a metamaterial effect which occurs at room temperature and tens of nanometer dimensions. In contrast, 

holey-membrane-based phononic crystals rely on phonon coherence effects that require low temperatures 

or few nanometer dimensions to have hole periods comparable to the phonon wavelength [80, 81]. Thus, 

local resonance effects could be more plausible in our experiment, though the strongest effects are expected 

for nanostructures with much higher aspect ratio than those used in our experiment [50]. Currently, the 

mechanism behind the collectively diffusive regime is unclear, but we are pursuing MD simulations of our 

geometries in order to understand the mechanics governing our observations at an atomistic level. 

In collaboration with the Hussein group at CU Boulder, we have performed non-equilibrium MD 

simulations of heated silicon nanolines on a silicon substrate. This avoids the ambiguities related to heat 
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transfer across dissimilar material interfaces and focuses instead on effects related to periodic heating and 

nanostructuring. As shown in Fig. 3.10(b), the temperature profiles obtained by MD exhibit the same effect 

predicted by hydrodynamic and superdiffusive models, where the temperature near the nanostructure is 

lower than that predicted by diffusion. Significantly, as we reduce the nanostructure size at constant 50% 

duty cycle, we observe the temperature profile first deviate from the diffusive prediction and then return 

towards diffusive behavior, as calculated by FEA (Fig. 3.10(a)). This agrees with our experimental findings 

of the collectively diffusive regime, and we are now further analyzing the MD data to determine what the 

mechanism is for the return towards diffusive behavior for the smallest grating linewidths and periods. 

Figure 3.10: MD temperature profiles compared to the diffusive prediction. a) Using FEA, we calculate 

the temperature field in a silicon substrate beneath three different nanoline widths, assuming diffusive 

transport. b) Using MD, we calculate the local temperature for bins of atoms in the substrate, using the 

same geometries as FEA. Note that the pointed temperature contours in the middle of the simulation cells 

are artifacts from using only three bins in the in-plane direction, but this does not change our conclusions. 

Comparing (a) and (b), we observe the largest linewidth results agree well. However, for the middle 

linewidth, MD shows the substrate surface furthest from the nanoline is cooler than the diffusive result. 

This leads to a “lightbulb” temperature field in the substrate not obtained using FEA. At the smallest 

linewidth, this effect is reduced in MD, and the temperature field bears more similarity to the diffusive 

prediction by FEA. The duty cycle of all gratings shown is 50%. Simulations courtesy of Hossein Honarvar 

in (b), and Joshua Knobloch in (a). 
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3.4 Conclusions and Future Work 

We use ultrafast, coherent EUV beams to measure the thermal transport away from periodic 

gratings of laser heated nickel nanolines with varying linewidth and spacing on both single-crystal silicon 

and amorphous fused silica substrates. We observe quasiballistic transport that deviates from the diffusive 

prediction for nanolines on silicon and model this behavior with a higher effective thermal boundary 

resistivity between the nanolines and the substrate. We observe that quasiballistically suppressed thermal 

transport returns towards the diffusive prediction when the nanoline spacing is comparable to the dominant 

phonon mean free paths in the substrate. This period dependence confirms our previous prediction that 

closely spaced heat sources can initially cool faster than widely spaced ones and is now quantified to be a 

significant effect in silicon, bringing the thermal transport within a factor of 2 of the diffusive, uniform heat 

source limit. Measurements on a fused silica substrate displayed no quasiballistic behavior down to heat 

source sizes of 20nm. Our observations are in general agreement with other experimental and theoretical 

works. More work is needed to describe the fundamental physics behind these collective effects, and we 

are pursuing first principles models to determine the fundamental mechanisms underlying these behaviors. 

In the near future, we expect to have a comprehensive explanation of our experimentally observed 

phenomena, using a combination of hydrodynamic thermal transport models and MD simulations. We will 

also perform new measurements of nanoscale thermal transport at sizes that reach fully into the ballistic 

regime, where no phonon modes behave diffusively. In this regime, we can expect thermal decay times 

comparable to the lifetime of phonon modes. Here, it may be useful to consider the coherent oscillation of 

phonons, which is the subject of the next chapter. Chapter 4 presents our work using coherent acoustic 

waves to characterize the elastic properties of nanoscale materials. 



 

 

 

Chapter 4 

Thin Film Elastic Properties 

 

Thin films from micron to nanometer to single atomic layer thicknesses present a rich field of study, 

both for practical applications and fundamental materials science. Thin films are an enabling technology 

for items we use daily, such as scratch-resistant eyeglasses or protective linings in soda cans. Extending to 

the nanoscale, patterned ultrathin films form the basis of all modern integrated circuits. From a fundamental 

perspective, ultrathin films are a class of nanomaterials, which can exhibit significantly different properties 

from bulk materials due to their nanoscale thicknesses. There is much work still to be done in exploring 

how different materials change once made ultrathin, where surfaces and interfaces become a significant 

fraction of the material volume. One change that takes place at the nanoscale, which is also very difficult 

to measure experimentally, is deviations in the elastic properties that govern the mechanical performance 

of ultrathin films. 

In this chapter, I will describe our work characterizing the elastic properties of ultrathin films down 

to 5nm thickness. I will first survey the main areas of interest for these films (semiconductor applications 

and fundamental thickness-dependent changes) and then describe our experimental approach to characterize 

the full elastic tensor of these films. I will then present results on a series of films with varying 

hydrogenation levels, and a series of films with varying thicknesses. 

4.1 Introduction and Motivation 

The number of transistors on a chip has doubled every two years for decades, an observation known 

as Moore’s Law. To continue increasing computing power at this rate, the semiconductor industry needs 

materials innovation beyond simply making systems smaller. One significant challenge that requires new 
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materials to solve comes from scaling down the metal interconnect structures that electrically connect the 

different layers throughout an integrated circuit. Each pair of closely spaced metal wires in the interconnect 

and routing structure, shown in Fig. 4.1(a), can be thought of as a parallel-plate capacitor, as illustrated in 

Fig. 4.1(b). In essence, the metal interconnects and routing form an unintentional network of resistor-

capacitor (RC) circuits. This decreases the efficiency of the device as power is lost to parasitic capacitance 

[82]. It also limits the switching speed of the device once the characteristic relaxation time for RC circuits 

(τ = RC) approaches the transistor speed [12]. This problem becomes substantial as device dimensions are 

scaled down, because shrinking the wires increases their resistance, and bringing them closer together 

increases their capacitance. To overcome the challenges of parasitic capacitance and RC time delay, there 

is a great need for new low dielectric constant (k) materials to serve as the interlayer dielectric and reduce 

the overall capacitance of the interconnect structure. 

Figure 4.1: Low-k dielectrics for metal interconnects. a) Cross section of metal interconnect structure at 

the 90nm node. b) Schematic of the resulting RC circuits. c) Schematic of SiO2 with few terminal groups 

added, and the rigid network emphasized in bold. d) Schematic of SiO2 with many added terminal groups 

and a less interconnected network. a) and b) from [12], c) and d) modeled after [83]. 
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To lower the dielectric constant of materials, one approach is to fabricate materials with fewer polar 

bonds. In practice, this has meant either introducing terminal CH3 groups into the amorphous SiO2 

historically used as the interlayer dielectric (shown in Fig. 4.1(c)) or using less polar materials like SiC. 

Additional hydrogenation for Si-H bonds further reduces the dielectric constant. Note the other main 

approach to engineering new low-k materials is to introduce porosity or air gaps. While all the results in 

this chapter are for non-porous films, I will show measurements of porous silicon in Chapter 5. 

The main challenge in these routes to lowering k is that hydrogenation and porosity also change the 

elastic properties of these materials, which in the extreme can lead to mechanical failures of the device, 

such as delamination of layers. Hydrogenation terminates bonds and lowers the network connectivity of the 

overall material, as illustrated in Fig. 4.1(d). Once a critical level of network connectivity is reached, the 

material loses its rigidity, and several material properties, including Young’s modulus, Poisson’s ratio, 

thermal conductivity, and electrical resistivity behave fundamentally differently [22, 82, 84]. Thus, it is 

very important to have reliable measurements of low-k films’ elastic properties to feed forward and inform 

the design of integrated circuit architectures. 

The other consideration for the elastic properties of ultrathin films, beyond their chemical 

composition, is the presence of changes that come from nanoscale dimensions alone. The fundamental 

mechanisms of thickness dependence in elastic properties are generally related to the high proportion of 

atoms at the surface of the material, as opposed to in the bulk volume. However, the final effect on elastic 

properties varies from system to system and can make the film either softer or stiffer than the bulk prediction 

[13, 85]. Additionally, high residual strain in thin films [86], fabrication-dependent changes like grains and 

islands in thin film deposition [87, 88], or density gradients and interlayer mixing [89, 90], can all lead to 

different elastic properties from bulk. In the present work, however, I focus on elastic property deviations 

coming fundamentally from surface effects.  

Atoms at the surface of a material generally have a lower coordination number, or number of 

nearest neighbors, than do atoms in the bulk. This can be imagined by cutting through an infinite atomic 

lattice to form an outer surface, leaving dangling bonds on the surface atoms, reducing their number of 
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nearest neighbors. In reality, these dangling bond defects will be passivated, for instance by H, but such 

terminal groups will still reduce the average coordination number of the surface [84, 91]. Note that surfaces 

can be made that are not undercoordinated, even down to a monolayer of material, depending on how the 

film is grown [92]. Indeed, defect-free sheets of graphene have been shown to reach the intrinsic strength 

of the carbon bonds – the highest strength achievable for that material [93]. For most materials, however, 

this will not be the case. 

When surface atoms are under-coordinated, this can make the surface softer or stiffer due to two 

competing effects. Surfaces soften due to bond loss and under-coordination, making them less rigid [85]. 

This mechanism is conceptually similar to how terminal groups in the bulk of low-k films reduce network 

connectivity and soften the entire film. Softening in thin films has been experimentally observed in systems 

such as TiN films (along with increasing strain) [94], in nanoscale Si cantilevers and films [95, 96], and in 

amorphous polymer films [97]. Surfaces can also stiffen, however, as the electrons redistribute for the 

under-coordinated surface atoms. This can lead to charging or contraction of the remaining bonds, which 

stiffens the surface [83, 98]. Stiffening has been observed in Au films [99], Pt films [86], and Fe films 

[100]. In the latter case, Pt films were also measured, and the two films softened with decreasing thickness 

first, then stiffened for the smallest sizes. Also, the measured strain in Pt and Fe films trended in opposite 

directions. In addition to single films, there have been many observations of softening in multilayers [14], 

though in this case interface effects can be dominant over surface effects. Our group has previously 

measured Ni/Ta bilayers and observed evidence of simultaneous softening of Ni and stiffening of Ta [32]. 

The work I present here, however, focuses on single films, aiming to isolate surface effects. 

It should be noted that surface effects can also mediate large plastic (permanent) deformations to 

nanoscale materials. This can be related to the surface atomic coordination and exhibits a strong size-

dependence. Taking advantage of this effect enables the destructive testing of thickness dependent elastic 

properties [97, 101]. For the work I present here, however, we require only elastic deformations that are 

non-destructive to characterize thin film elastic properties. 
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Thickness-dependence in elastic properties can be modeled using continuum approaches 

considering surface and bulk energies [96, 102, 103]. These approaches naturally account for surface stress 

and predict the strongest deviations in elastic properties usually for only 1-2nm films. One notable 

exception is [96], where the authors derive a strain-dependent critical thickness at which surface energy 

equals bulk energy. According to their calculations and nanoindentation measurements, this thickness can 

be tens of nanometers in silicon, though in general sub-micron nanoindentation measurements need careful 

analysis as it is difficult to avoid substrate influence [104, 105]. Molecular dynamics and statics approaches 

are also very valuable in modeling nanoscale elastic properties as they explicitly incorporate atomic 

coordination effects, and long-range non-bonding effects [83, 85, 106]. Particularly in [85], the authors use 

molecular statics to show only the outermost atomic layer is softened due to under-coordination, but this 

can cause softening of nanowires up to 20nm in diameter. 

Considering the industrial and fundamental interest in nanoscale film elastic properties as a function 

of chemical composition and thickness, I now present measurements of the elastic properties of three series 

of amorphous low-k ultrathin films. The first is a series of SiC:H films with varying levels of hydrogenation 

and thicknesses above 50nm, where we observe divergence towards incompressible behavior once a critical 

number of bonds are terminated. The second series is a trio of SiOC:H films with identical chemical 

composition, and a range of thicknesses down to 11nm. We observe no deviations in the elastic properties 

of these films. The final series is a pair of SiC:H films with nominally identical composition and thicknesses 

of 50nm and 5nm, where we observe significant softening for the thinner film. 

4.2 Experimental Methods 

In Chapter 2, I outlined the general procedure for our EUV diffraction experiments. I now present 

the details of how we analyze the measured data to extract thin film elastic properties. The approach we use 

is similar to picosecond ultrasonics with a structured transducer and SAW spectroscopy, which have both 

been used previously to characterize thin film systems [94, 107-109]. However, our technique extends to 

thinner, device-relevant film scales, enabled by the nanoscale sensitivity of our EUV probe, and by accurate 
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finite element analysis of our systems [22, 32, 42]. In the following section, I will describe in detail how I 

extend our established technique to thinner films, with special emphasis on the aspects of the analysis that 

require the most expert input to correctly identify acoustic dynamics. 

4.2.1 Sample Design 

All the samples characterized in this chapter are amorphous, dielectric ultrathin films deposited on 

silicon (100) by Intel. The films consist of either SiC:H or SiOC:H and are assumed to be isotropic. The 

films are fabricated by plasma enhanced chemical vapor deposition from diluted silane precursors, 

according to [82, 110, 111]. Nanoindentation and Rutherford backscattering (RBS) characterizations are 

performed by Intel on thicker films of nominally the same material, while X-ray reflectivity (XRR) 

measurements are performed on the ultrathin films to obtain their thicknesses and densities. Results are 

summarized in Table 4.1 for the hydrogenation-dependent study and in Table 4.2 for the thickness-

dependent study. The only inputs required a-priori for our analysis are thickness and density, but 

nanoindentation and RBS provide a nominal Young’s modulus value to compare to and reveal the films’ 

compositions and network connectivities, respectively. Also note that these films strain the silicon substrate, 

which can be used to tune the Si electron mobility, as in [112]. Studying this is beyond the scope of this 

work, but the acoustic waves are highly sensitive to strain, so it must be included in our fitting. 

Film name Thickness (nm) Young’s (GPa) Density (g/cm3) Network Connectivity 

63 65.8 4.7 1.3 2.02 

7 103.2 13.05 1.9 2.39 

5 131.6 12.87 1.8 2.43 

75 95.3 33.12 1.8 2.56 

65 97.9 62.08 1.9 2.62 

9 103.3 153 2.2 3.06 

49 83.6 175 2.7 3.2 

Table 4.1: Hydrogenation-dependent thin films nominal properties. From [22]. Thicknesses and 

densities are measured by X-ray reflectivity (XRR). Young’s modulus is measured for thicker films of the 

same material with nanoindentation. Network connectivity is calculated from Rutherford backscattering 

(RBS) measurements of elemental composition. 

 

 



75 

Film name 145 148 155 335 503 

Film material SiO1.2C0.3:H SiO1.2C0.3:H SiO1.2C0.3:H SiC:H SiC:H 

Thickness (nm) 43.75 18.73 10.9 50 5 

Density (g/cm3) 1.5±0.1  1.5±0.1 1.5±0.1 2.5±0.1 2.5±0.1 

Young’s (GPa) 19±2 19±2 19±2 210±10 210±10 

Hardness (GPa) 3.0±0.5 3.0±0.5 3.0±0.5 26.1±1.5 26.1±1.5 

Stress (MPa) 50 50 50 6±1 6±1 

k 3.3±0.1 3.3±0.1 3.3±0.1 7.2±0.2 7.2±0.2 

RBS %Si 20.27 20.27 20.27 37.1 37.1 

RBS %O 34.03 34.03 34.03 0.3 0.3 

RBS %C 15.50 15.50 15.50 36.3 36.3 

RBS %H 30.20 30.20 30.20 26.3 26.3 

Network 

Connectivity 

2.4 2.4 2.4 3.2 3.2 

Table 4.2: Thickness-dependent thin film nominal properties. The listed properties are measured via 

XRR, RBS, and nanoindentation on thicker films of nominally the same material. The thicknesses listed 

for films 335 and 503 are the nominal deposited thicknesses. See Section 4.3.2 for complete TEM 

measurements of these samples. SiOC:H data are from [110], with further information provided by Intel, 

and SiC:H data are from [82] and [111]. 

Once the films are deposited by Intel, our collaborators at Lawrence Berkeley National Lab (LBNL) 

fabricate a set of nanoline gratings on top to serve as our transducers. The nanolines are fabricated by e-

beam lithography and lift-off. As described in Chapter 2, we use nickel as the transducer material as it has 

good absorption of our 780nm wavelength pump laser and good thermal expansion to launch acoustic 

dynamics. The core-electron absorption edges of nickel are also well away from the 43eV photon energy 

of our probe beam, giving us minimal sensitivity to hot electrons, allowing us to observe acoustic dynamics 

down to few picosecond timescales. The nanolines are deposited to be ~12nm tall on average, to give strong 

diffraction and change in diffraction signal. The duty cycle (nanoline width divided by nanoline period) is 

maintained at 33% for all gratings. Each grating covers an area of 150μm2, and is spatially separated by 

200μm from the next nearest neighbor. Table 4.3 lists all of the grating linewidths, periods, and heights, as 

characterized by atomic force microscopy (AFM). Fig. 4.2 shows a schematic of a general thin film sample, 

as well as representative AFM and scanning electron microscopy (SEM) characterizations of these samples. 
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Figure 4.2: Thin film sample design and characterization. a) Schematic cross-section of the thin films 

samples. b) SEM image of a 100nm linewidth grating on film 145. Scale bar is 100nm. c) AFM height map 

of a 30nm linewidth grating on film 145. Average height is the average for that grating. 

 

Film name 145 148 155 335 503 

500(nm)/1500 (nm) 490/1540 510/1540 500/1510 540/1530 480/1520 

350(nm)/1050 (nm) 350/1080 360/1080 360/1060 390/1060 330/1070 

200(nm)/600 (nm) 240/610 210/620 220/610 230/610 170/610 

100(nm)/300 (nm) 90/310 100/310 110/310 130/300 80/300 

50(nm)/150 (nm) 40/160 40/150 50/150 80/150 40/150 

30(nm)/90 (nm) 24/91 22/94 36/94 47/97 24/91 

20(nm)/60 (nm) 19/61 20/62 24/62 - 26/62 

15(nm)/45 (nm) 15/40 13/40 - - 18/42 

Average height (nm) 12.8 11.7 11.1 14.8 11.0 

Table 4.3: Nanoline grating dimensions. All measurements made by AFM, with data processing in 

WSXM [58]. Values are stated as “linewidth/period” and organized by nominal sizes in the left-most 

column. The average height for all gratings on each film is listed in the final row. Note not every grating 

size was fabricated on every film, and the gratings on film 335 were fabricated by a different researcher 

than the others, and at an earlier date. 
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4.2.2 Data Processing and Interpretation 

As described in chapter 2, the nanoline transducers simultaneously launch surface acoustic waves 

in the film and substrate (SAWs), longitudinal acoustic waves in the film (fLAWs), and longitudinal 

acoustic waves in the gratings’ nanolines themselves (gLAWs). Each of these waves is sensitive to a 

different elastic property, and all are measured via EUV diffraction. Measuring the velocities of SAWs and 

fLAWs is sufficient to extract the two independent elastic constants of isotropic thin films. The gLAW 

velocity, on the other hand, accesses one elastic constant of the metal nanoline. Though not a complete 

characterization of the nanoline’s elastic properties, measurements of these waves still provide important 

information about the mechanical properties of nanoscale materials, as shown in [32]. The gLAW frequency 

is also highly sensitive to the nanostructure’s environment, providing information about the relative 

acoustic impedances between the nanoline and the film (open vs closed pipe modes) and about the presence 

of any additional mass on top of the nanoline (like a quartz microbalance). Generally, SAWs occur on long 

timescales (ns), while fLAWs and gLAWs occur on shorter timescales (ps), providing a natural separation 

for easy identification of the different waves. This is illustrated in Fig. 4.3. 

Figure 4.3: EUV diffraction measurement of thin film acoustic waves. a) Schematic of the EUV 

diffraction measurement. A near infrared (IR) pump pulse launches acoustic waves by impulsively heating 

nanoline gratings. After a controlled delay time, an EUV probe pulse diffracts from the surface into a CCD 

camera, recording changes to the sample surface profile. b) The change in diffraction efficiency (as a 

fraction of the integrated counts on the camera) shows a gLAW at early times, and a SAW at longer times. 

Insets show the waves that produce the two signals. Note this is a composite trace of two back-to-back 

scans on film 145 (100nm linewidth) with different time steps. No normalization was needed for alignment. 
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The SAW velocity in the film is the first of two pieces of information needed to characterize the 

film’s elastic properties. From the temporal change in diffraction signal, e.g. that in Fig. 4.3(b), we extract 

the SAW frequency via chirp-Z transform. This is a generalization of the discrete Fourier transform that 

provides finer interpolation in the window around the SAW frequency [32, 113]. The wavelength of the 

SAW is defined by the nanoline grating period, which can then simply be multiplied by the SAW frequency 

to obtain the SAW velocity. The penetration depth of SAWs is confined to the surface by a fraction of the 

SAW wavelength. Because the SAW wavelength is defined by the grating period, we can tune SAW 

penetration from large depths (large gratings) primarily sensitive to substrate elastic properties, to very 

short depths (small gratings) that are fully confined within ultrathin films. We use this to independently 

characterize the substrate (e.g. slight shifts due do the film straining the substrate) and film elastic 

properties. An example of SAW velocity changing with confinement to softer films on stiffer substrates is 

shown in Fig. 4.4. Using an EUV probe is critical to this approach to characterizing ultrathin films. We 

have diffracted our 29nm wavelength probe from 45nm period gratings (far below the diffraction limit of 

visible probes), which confines SAWs to ~15nm thick films, and provides high sensitivity to even thinner 

films. Note, to extract the films’ elastic properties, we must also account for the influence of the nanolines, 

which suppress the “unloaded” SAW frequency. This is discussed in the next section.  

It is worth noting that all the analysis in this chapter uses only the fundamental SAW that is 

launched by each grating, though higher orders are simultaneously excited. The gratings that launch the 

waves can be approximated as a 33% duty cycle square wave, which is composed of a characteristic Fourier 

series of sine waves. This is the series of SAWs that are launched when the gratings uniformly impulsively 

expand. Because the Fourier series of each grating is also what defines the diffraction of our EUV probe 

(which spatial frequencies are present), the first, second, third, etc. SAW mode frequencies can be seen 

most clearly in the dynamic changes to the first, second, third, etc. diffracted orders. All of these SAWs lie 

on the same branch in the material’s dispersion; the higher order SAWs simply correspond to higher 

wavevectors, and shorter penetration depths. It is possible that the weak presence of frequencies higher than 

the fundamental SAW frequency in the first diffracted order correspond to points on different branches in 
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the material’s dispersion (different frequencies with the same wavevector), as in [114]. This is worth 

investigating, but it is beyond the current scope of this work. 

Figure 4.4: SAW confinement for the thickness-dependent study. Large penetration depths compared 

to film thicknesses (greater than 10x), converge to the SAW velocity of Si. For penetration depths less than 

or equal to the film thicknesses, the SAW velocity converges to that of the dielectric thin film. 

At shorter times than SAWs, we measure a gLAW, which is each nanoline’s vertical breathing 

mode, excited by its rapid thermal expansion. The gLAW generally decays within the first few tens of ps, 

completing only a few periods of oscillation before it drops below the experimental noise. This rapid decay 

of the oscillation makes a Fourier transform ill-suited to extract the gLAW frequency. Instead, we use the 

matrix pencil method (MPM), which performs a singular value decomposition on the data, then projects 

the singular values onto the family of complex exponentials [32]. The so-called scree plot, pictured in Fig. 

4.5(a), shows how the singular values are naturally separated by this algorithm into single nodes that 

correspond to purely decaying exponentials, pairs of nodes that correspond to decaying oscillations, and a 

noise tail that embodies the rest of the data. The single and paired nodes can then be separately plotted and 

analyzed to isolate the frequencies present in the data. Fig. 4.5(b) gives an example of how the extracted 

exponents lie in the complex plane to give exponential decays (only real component) and decaying 

oscillations (pair of points with identical real components and opposite complex components). 
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Figure 4.5: The matrix pencil method for frequency extraction. a) The algorithm performs singular 

value decomposition on the data and projects the singular values onto the family of complex exponentials. 

The scree plot, shown here, displays a single node that corresponds to a purely decaying exponential, a pair 

of nodes that correspond to a decaying oscillation, and a tail of closely-spaced nodes that embody the rest 

of the features in the data. b) Taking the first three nodes and plotting the values of their exponents in the 

complex plane, we can see that indeed the single point has only a real component, producing a pure decay, 

while the pair of points have equal real components and opposite complex components, producing a 

decaying oscillation. The waveform generated by these three nodes is compared to the data in Fig. 4.7(a). 

The initial expansion of the gratings, in addition to launching gLAWs, generates a longitudinal 

pulse in the film – the fLAW mentioned above. The fLAW pulse reflects from the film-substrate interface 

with an amplitude and phase determined by the acoustic impedance mismatch between the two materials. 

When the fLAW returns to the surface, it causes a change in EUV diffraction efficiency. In general, the 

gLAW launches a pulse train of fLAWs into the film, though usually only the strongest, first pulse is 

observed above experimental noise. The round-trip time for the echo’s arrival, combined with the known 

film thickness, gives the longitudinal velocity of the film. This is the second piece of information, along 

with the SAW velocity, that is needed to fully characterize the elastic properties of the film. Because the 

fLAWs do not have a well-defined frequency, they must be identified by eye rather than extracted by 

methods such as a Fourier transform. Due to the high level of expert input in their identification, the process 

used to analyze fLAWs must be carefully documented. It is especially important in the thickness-dependent 

study, where the films are thin enough that the fLAWs are not well separated in pump-probe delay time 

from the gLAWs. That is, the fLAW arrives before the gLAW has fully decayed. 
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To correctly identify fLAWs for thinner films, both fLAWs and gLAWs must be analyzed together. 

This is most evident for the 11nm thick film 155, where the first fLAW echo returns within the first gLAW 

oscillation. The ideal way to unambiguously distinguish the two waves experimentally would be to have a 

mechanism to tune the frequency of one, but not the other. Thankfully, the carbon deposition caused by the 

EUV probe does this automatically. Amorphous, hydrogenated carbon is deposited on the whole irradiated 

sample surface due to the high energy photons in our EUV probe beam breaking down residual 

hydrocarbons in our vacuum chamber [40]. The longer a given grating has been irradiated during 

measurement, the more carbon will have been deposited on the top surface of that grating. The presence of 

carbon on top of the nanolines lowers their gLAW frequency, whereas the fLAW return time remains 

unaffected, being dictated by subsurface interfaces. Thus, by observing which features shift with each 

repeated measurement, and which stay at the same pump-probe delay time, we unambiguously identify the 

fLAWs for this thin film, as shown in Fig 4.6(a). Furthermore, I use the shifting gLAW frequency to 

estimate how thick the deposited carbon layer is, which is confirmed by AFM, as in Fig. 4.6(b). 

Figure 4.6: 11nm Film (#155) fLAW and carbon deposition. a) As carbon is deposited on top of the 

nanolines, the gLAW frequency lowers, while the fLAW return time from the film-substrate interface 

remains unaffected. Traces shown are averages of the first short time-window scan taken on each large 

linewidth grating on this film, then the second short scan on each grating, then the third. This approach did 

not carefully control exposure time, but simply ensured each average trace had more carbon deposition than 

the last. b) Large area AFM scan of 19m film (148), 500nm linewidth. Carbon on top of the nanolines is 

highlighted in yellow, while that on the substrate is highlighted in green. A horizontal lineout through the 

highest deposited area shows 7.4±0.5nm and 7±1nm of carbon on the substrate and nanolines respectively. 

Note film 155 was not available for AFM due to subsequent sample damage, but film 148 is representative. 
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To estimate the carbon deposition from the shifting gLAW frequency, I use the transfer matrix 

approach, following [32, 115, 116]. This approach is very precise, but the results are only approximate 

because exposures were not carefully controlled during the experiment – various long time-window scans 

were taken between the short time-window scans that were averaged together. To solve for the thickness of 

the carbon layer, I first define the acoustic transfer matrix for the vertical displacement of a wave traveling 

through the carbon and nickel layers from the transfer matrices of each material individually, considering 

that the displacement and stress must be continuous, 
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𝜔𝑑𝑁𝑖
𝑉𝑁𝑖

)
) (

cos (
𝜔𝑑𝐶

𝑉𝐶
)

−𝜔𝜌𝐶𝑉𝐶 sin (
𝜔𝑑𝐶

𝑉𝐶
)

(𝜔𝜌𝐶𝑉𝐶)−1 sin (
𝜔𝑑𝐶

𝑉𝐶
)

cos (
𝜔𝑑𝐶

𝑉𝐶
)

). 

Here, 𝜔 is the angular frequency of the acoustic wave, 𝑑𝑁𝑖(𝐶) is the thickness of the nickel (carbon) 

layer, 𝑉𝑁𝑖(𝐶) is the longitudinal acoustic wave velocity of nickel (carbon), and 𝜌𝑁𝑖(𝐶) is the density of nickel 

(carbon). Carrying out the matrix multiplication gives 

𝑇 = (
cos(𝜉𝑁𝑖) cos(𝜉𝐶) − 𝜂 sin(𝜉𝑁𝑖) sin(𝜉𝐶)

−𝜙𝑁𝑖 sin(𝜉𝑁𝑖) cos(𝜉𝐶) − 𝜙𝐶 cos(𝜉𝑁𝑖) sin(𝜉𝐶)

     𝜙𝐶
−1 cos(𝜉𝑁𝑖) sin(𝜉𝐶) + 𝜙𝑁𝑖

−1 sin(𝜉𝑁𝑖) cos(𝜉𝐶)

−𝜂−1 sin(𝜉𝑁𝑖) sin(𝜉𝐶) + cos(𝜉𝑁𝑖) cos(𝜉𝐶)
), 

where 𝜉𝑁𝑖(𝐶) ≡ 𝜔𝑑𝑁𝑖(𝐶) 𝑉𝑁𝑖(𝐶)⁄ , 𝜙𝑁𝑖(𝐶) ≡ 𝜔𝜌𝑁𝑖(𝐶)𝑉𝑁𝑖(𝐶) and 𝜂 = 𝜌𝐶𝑉𝐶 𝜌𝑁𝑖𝑉𝑁𝑖⁄  have been introduced for 

brevity. Assuming there is zero stress at the free surface (the carbon-vacuum interface), I now solve for the 

eigenvector of T that corresponds to our mode 

𝑇 (
𝑢

0
) = 𝜆 (

𝑢

0
), 

where u is the displacement and 𝜆 is the eigenvalue. Substituting in the expression for T gives the equation 

(−𝜙𝑁𝑖 sin(𝜉𝑁𝑖) cos(𝜉𝐶) − 𝜙𝐶 cos(𝜉𝑁𝑖) sin(𝜉𝐶))𝑢 = 0, 

or simplifying and substituting the material properties back in explicitly, 

𝜌𝐶𝑉𝐶

𝜌𝑁𝑖𝑉𝑁𝑖
tan (

𝜔𝑑𝐶

𝑉𝐶
) = − tan (

𝜔𝑑𝑁𝑖

𝑉𝑁𝑖
). 

This final formula is then solved for the carbon layer thickness at each experimentally measured 𝜔 

by graphical intersection as a function of 𝑑𝐶. The values of 𝜌𝐶 and 𝑉𝐶 are taken from [117], where the 

authors characterize the density and longitudinal acoustic velocity of a variety of amorphous, hydrogenated 
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carbon films. According to [40], the films deposited by EUV exposure should be soft, so I use the values 

of the lower velocity films in [117], 𝜌𝐶 = 0.97 – 1.24g/cm3 and 𝑉𝐶 = 3025 – 4198m/s. I further account for 

the possibility that the nickel velocity is lowered to 5000m/s from its bulk value of 5630m/s, while its 

density remains nominal, according to [32]. With this range of inputs, I calculate that 0.7 – 1.1nm of carbon 

is deposited between the first and second gLAW measurements, and only 0.1nm of additional carbon is 

deposited between the second and third gLAW measurements. Because there was EUV exposure during 

long time-window measurements before the first short time-window measurement, I calculate 5.1 – 7.2nm 

of carbon was already present on the nanolines at the start of the first short time-window scan. These results 

are consistent with AFM measurements of 7±1nm of carbon deposition on the nanolines, as shown in Fig. 

4.6(b). Note that further EUV exposure occurred between the third gLAW measurement and the AFM 

measurement, indicating that the AFM measurement is likely an overprediction of the carbon present during 

the measurements shown, and the lower limit of the carbon velocity is likely more accurate. In future work, 

it would be interesting to use this approach to precisely determine the carbon deposition rate as a function 

of exposure time. In the present study, however, exposure time was not precisely controlled as the main 

goal was distinguishing the gLAW and fLAW for film 155. 

To identify the fLAWs for films 148 and 145, their gLAWs must once again be taken into account. 

For film 148, the fLAW was particularly weak and difficult to identify. The best method I found was to use 

MPM to fit the gLAW and look for bumps where the full data trace deviates from the pure gLAW 

oscillation. This also shows up as a wider bump in the residual error between the MPM fit and the full data 

trace, as shown in Fig. 4.7(a). For film 145, the fLAW was much stronger, and even showed evidence of a 

pulse train of echoes, launched by the strong gLAW, as shown in Fig. 4.3(b). Because the film has a lower 

acoustic impedance than both the nickel nanolines and the silicon substrate, we expect the pulse train that 

returns to the surface to be 180° out of phase with the gLAW that launched it. This is why the dip is 

“downward”. For film 145, I thus identify the location of the fLAW by “missing peaks” in the gLAW 

oscillation, where the fLAW has destructively interfered with it. This effect is shown in Fig 4.7(b) along 

with reference sinusoids as guides to the eye. At the location of the third peak of the gLAW in this 
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measurement, we instead observe a slight dip and then rise in the signal 180° out of phase with the gLAW 

oscillation. This indicates that the fLAW returns to the surface at almost exactly the same time as the third 

gLAW peak, cancelling it out. Similar features are consistently repeated in other measurements of gratings 

on this film, with both first and second fLAW echoes at the appropriate delay times. 

Figure 4.7: fLAWs for films 148 and 145. a) Using MPM, we identify the exponential rise of the initial 

thermal expansion, and the pure decaying oscillation of the gLAW for film 148 (scree plot and complex 

exponents shown in Fig. 4.5). Comparing the full data trace (many grating measurements averaged together) 

to the curve fit by MPM, we observe an fLAW dip at approximately 6ps. Inset: the residual error between 

the two curves shows a slightly broader feature, corresponding to this dip. b) Comparing to reference 

sinusoids for film 145, we can see that the third peak of the gLAW is missing, due to destructive interference 

with the fLAW. A second fLAW pulse train is visible at twice the return time of the first fLAW. 
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Finally, the fLAWs for films 503 and 335 are relatively easy to identify. Film 503 is so thin, that 

the fLAW arrives before the first full oscillation of the gLAW, allowing for clear identification. Fig. 4.8 

shows that the fLAW arrives on a sub-picosecond timescale. Note that this fLAW return time is still well 

after the weak electronic peak sometimes visible in our signal at ~100fs, as discussed in Chapter 2. Thus, 

the off-resonance condition of our EUV probe, with minimal sensitivity to electron temperature, is critical 

to characterizing such ultrathin films. Film 335 is thick enough that the fLAW is well separated from the 

gLAW and may be readily identified. 

Figure 4.8: fLAWs for film 503. For this 5nm thick film, the fLAW return time is shorter than the period 

of the gLAW, meaning that the dip in the signal is clearly identifiable in the initial rise of the signal. Two 

average traces are shown, which include measurements of the largest linewidth gratings on this film, where 

the fLAW signal is strongest. The blue trace exhibits a dip at 0.7ps and 1.4ps for the first and second fLAW, 

respectively, while the orange trace includes only the traces that align the best in time, showing the first 

fLAW most clearly. This sub-picosecond feature is not present on thicker films, indicating it is indeed the 

fLAW for this 5nm film. Note that this feature is well after the time of the weak electronic signal discussed 

in Chapter 2. Indeed, in these traces we see no evidence of electronic sensitivity. Change in diffraction 

efficiency for each trace going into the average is expressed as a fraction of the total integrated intensity on 

the camera. 
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4.2.3 Fitting and Modeling Elastic Properties 

The complete elastic properties of a material are expressed in a rank 4 tensor known as the elasticity 

tensor [118, 119]. This is a generalization of Hook’s law, which states the force on a spring is proportional 

to its extension. Similarly, the stress in a material is proportional to its strain, with the proportionality 

constants organized in the elasticity tensor. Written mathematically, 

𝑇𝑖𝑗 = 𝑐𝑖𝑗𝑘𝑙 𝑆𝑘𝑙 , 

where 𝑇𝑖𝑗 is the stress in the i direction on the j-oriented surface, 𝑐𝑖𝑗𝑘𝑙 is the ijkl component of the elasticity 

tensor, and 𝑆𝑘𝑙 is the strain in the k direction of the l-oriented surface. To give a concrete example, consider 

compressing a spring placed on the x-axis. The force on the spring in the x-direction is proportional to the 

displacement in the x-direction at a ratio of 𝑐𝑥𝑥𝑥𝑥. 

Though there are 81 components to the elasticity tensor, only two of them are important for the 

current study. It can be shown that, for any material, at most 21 of the tensor components are independent 

elastic constants. For the case of an isotropic material, further simplifications show that only two of the 

elastic constants are independent; all the others are either 0 or simple expressions of these two constants. 

The two constants will be denoted here as 𝑐11 (equal to 𝑐𝑥𝑥𝑥𝑥=𝑐𝑦𝑦𝑦𝑦=𝑐𝑧𝑧𝑧𝑧) and 𝑐44 (equal to 𝑐𝑖𝑗𝑖𝑗). 

In experimental and engineering contexts, it is more common to express the elastic properties of 

isotropic materials in terms of Young’s modulus, E, and Poisson’s ratio, 𝜈. These constants are more 

intuitive, as Young’s modulus reflects how much pressure needs to be applied to a material for a given on-

axis displacement, while Poisson’s ratio is the ratio of how much a material displaces to the sides relative 

to its on-axis displacement. Schematics of this are shown in Fig. 4.9(b). Note that Poisson’s ratio must be 

between 0 (fully compressible material) and 0.5 (fully incompressible material), excluding auxetic materials 

that have negative Poisson’s ratio. Young’s modulus and Poisson’s ratio are related to 𝑐11 and 𝑐44 by 

𝐸 = 𝑐44 (
3𝑐11 − 4𝑐44

𝑐11 − 𝑐44
)                                                                         (1) 

𝜈 =
𝑐11 − 2𝑐44

2(𝑐11 − 𝑐44)
                                                                              (2) 
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Figure 4.9: Measuring the two independent elastic constants with acoustic waves. a) The SAW and 

LAW velocities in the film are related to c44 and c11, respectively. b) Young’s modulus and Poisson’s ratio 

are functions of c11 and c44. Young’s modulus relates an applied pressure to the materials on-axis 

deformation. Poisson’s ratio is the ratio of transverse deformation to on-axis deformation, for a given 

applied pressure. 

Two independent measurements are needed to extract the two independent elastic constants. 

Longitudinal and surface acoustic waves confined to the film very naturally provide these measurements. 

The film’s LAW velocity, calculated from the known film thickness and the measured fLAW return time, 

is related to 𝑐11 by 

𝑉𝐿 = √
𝑐11

𝜌
 ,                                                                                   (3) 

where 𝜌 is the film’s known density. The film’s SAW velocity, calculated from the grating period and the 

measured SAW frequency, is related to 𝑐44 by 

𝑉𝑆 = 𝜉√
𝑐44

𝜌
 ,                                                                                   (4) 

where 𝜉 is the ratio between a surface acoustic wave and a pure transverse acoustic wave. While 𝜉 may be 

calculated [120], this expression is only true for an un-loaded surface, and our case with nanolines on top 

of the film is actually more complicated. To extract the film’s 𝑐44 elastic constant, and thereby calculate 

Young’s modulus and Poisson’s ratio, we must account for how the nanolines change the SAWs we 

measure. 
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The presence of nanoline gratings on top of the films makes the surface into a hypersonic surface 

phononic crystal, which can be modeled using finite element analysis (FEA) [64, 121]. For our FEA 

calculations, the geometry of a single nanoline period is implemented in COMSOL Multiphysics with 

periodic boundary conditions and a mesh of discrete calculation points, such as that shown in Fig. 4.10(a) 

[60]. The temperature and displacement are then calculated at each mesh point as a function of time, 

according to the thermoelastic differential equations and method described in [22]. See Appendix for more 

details. This approach captures all the continuum mechanics properties of this system, including the surface 

acoustic wave’s confinement to the surface, how its energy is scattered into the bulk substrate by the 

gratings, and how the mass of the nanolines lowers the frequency of the SAW. By diffracting a Gaussian 

beam from the FEA calculated surface displacement using Fresnel propagation, we can produce a calculated 

change in diffraction efficiency signal, which compares very well with our experimentally measured change 

in diffraction efficiency signal (see Fig. 4.10(b)). While this is a good indication that the approach is valid, 

in practice the full physics calculations are computationally expensive, and we use a faster approach than 

simulating a full transient signal and fitting it to our experimental signal. 

To obtain the best fit elastic properties of the films, we use a combination of full physics 

calculations of the dynamic displacement field and eigenfrequency analysis of the static structure, all 

performed in COMSOL. First, we perform eigenfrequency analysis on the un-deformed nanoline-film-

substrate structure to identify all the modes it supports. Next, we apply a transient heat source to the 

nanoline, and the full physics displacement field is calculated only until the time when the nanoline has 

reached maximum thermal expansion. This captures the amplitude and content of the initial excitation of 

the acoustic waves we measure. Finally, the displacement field at maximum expansion is projected onto 

the set of eigenmodes for the structure to identify which long-lived acoustic waves are excited and measured 

in our experiment. The elastic properties of the system are varied until the calculated frequencies match the 

experimentally observed frequencies. This method is executed for each experimental geometry we measure.  

First, large linewidth gratings are used to fit the silicon substrate’s elastic properties and account 

for strain and wafer-to-wafer variation. Because these waves penetrate deep into the substrate and are only 
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minimally sensitive to the thin film, we perform FEA using the approximate thin film properties estimated 

from the confined SAW velocity that hasn’t yet been corrected for the presence of the smaller linewidth 

gratings (Eqn. 4). Next, we use the corrected substrate properties and fit the thin film Young’s modulus by 

matching the measured frequency on a small linewidth grating that confines the SAW to the film. Together 

with 𝑐11 calculated from the film LAW velocity, this value gives the true elastic properties of the film. We 

additionally calculate the frequencies for each intermediate grating, using these extracted elastic constants, 

which verifies our results as they exhibit good agreement with experiment. The intermediate grating sizes 

could be used in future work to characterize sub-surface layers in a multilayer system. 

Figure 4.10: FEA calculations of thermoelastic dynamics. a) FEA calculations of the temperature (right) 

and displacement at a mesh of discrete points (left). b) The calculated diffraction from the dynamically 

deforming surface in the FEA model agrees well with the experimentally measured diffraction signal. 
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Finally, we calculate the uncertainty on our best fit thin film elastic properties. To do this, we must 

propagate the experimental uncertainties in film density, film thickness, fLAW return time, and SAW 

frequency through our analysis procedure. Due to the numerical approaches used, there is no analytic 

equation for error propagation in our analysis. Instead, we set the inputs to the FEA calculations at the 

extreme ends of their error bars that produce the lowest calculated SAW frequency. We then increase the 

film’s Young’s modulus until the calculated frequency matches the upper end of the experimental SAW 

frequency error bar. We repeat this process with the inputs that give a high calculated SAW frequency and 

tune Young’s modulus to match the lower end of the experimental SAW frequency. In this way, our error 

bars capture the maximal deviations possible, and are rather conservative as it is unlikely that all properties 

would be at the limits of their ranges simultaneously. More details are provided in [22]. 

4.3 Results and Discussion 

I now present the full elastic characterization of SiC:H and SiOC:H ultrathin films using the 

approach described above. The SiC:H films have varying levels of hydrogenation to reduce their dielectric 

constant, and we observe critical behavior in Poisson’s ratio when enough bonds in the network are broken. 

The SiOC:H films are all made from the same material, at the critical level of broken bonds, but they vary 

in thickness from 50nm down to 11nm. We observe no thickness-dependent changes in the elastic properties 

of these films. In comparison with this set of films, we characterize two additional SiC:H films at 50nm 

and 5nm thicknesses, which have much more interconnected networks with fewer broken bonds than the 

SiOC:H film series. We do see evidence of thickness-dependent softening for this pair of films. 

4.3.1 Hydrogenation-dependent Study 

To understand the results of the hydrogenation-dependent study, we must first formalize our 

discussion of bond termination to soften a material. This is best achieved in the Phillips-Thorpe framework 

of topological constraint theory, originally developed to describe bulk glasses [122, 123]. In this framework, 

a material is flexible if there are fewer constraints on each atom than the three degrees of freedom they have 

to move. Similarly, a material is rigid if each atom has more than three constraints on its motion. Since the 
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constraints on each atom come from the network of bonds in a material, we can relate the average number 

of atomic constraints, 𝑛, to the average coordination number of the atoms in the material, 〈𝑟〉. For example, 

consider an atom with two nearest neighbors, 〈𝑟〉 = 2. These neighboring bonds constrain one degree of 

freedom of this atom, giving 𝑛 = 1 for the bond constraint. Additionally, since a material has fixed bond 

angles, one more degree of freedom is constrained for the central atom, 𝑛 = 1 for the angle constraint. As 

we increase the coordination number of the central atom, each new bond defines two new angles, thus 

angular constraints for 〈𝑟〉 = 3 gives 𝑛 = 3, 〈𝑟〉 = 4 gives 𝑛 = 5, and so on. Taking the bond and angle 

constraints together, we define the general formula 

𝑛 =
〈𝑟〉

2
+ (2〈𝑟〉 − 3).                                                                           (5) 

The critical transition from a flexible material to a rigid material occurs when the number of atomic 

constraints exactly balances the number of degrees of freedom, 𝑛 = 3. Substituting this into Eqn. 5, we 

obtain the critical value 〈𝑟〉𝑐 = 2.4, known as the rigidity percolation threshold. Once the average coordination 

number of the atoms is 2.4, rigid structures percolate throughout the material, creating an interconnected 

network. With this in mind, the average atomic coordination number, 〈𝑟〉, is also referred to as the network 

connectivity of a material.  

The network connectivity of a material is calculated from the coordination numbers of each atomic 

species comprising it, 𝑟𝑖. If the mole fractions of each element, 𝑥𝑖, in the material is known, for instance measured 

by RBS, then the network connectivity is calculated by  

〈𝑟〉 = ∑ 𝑥𝑖𝑟𝑖

𝑖

.                                                                                 (6) 

For the SiC:H films in this study, 𝑟𝑆𝑖 = 4, 𝑟𝐶 = 4, and 𝑟𝐻 = 1. Thus, by increasing the hydrogenation of the 

films, we reduce their network connectivity, as calculated by Eqn. 6 and the mole fractions measured by RBS. 

As shown in Table 4.1, the seven films characterized in this study span network connectivity values from 

2.02 – 3.2, crossing the rigidity percolation threshold. 

As shown in Fig. 4.11, we extract the Young’s modulus and Poisson’s ratio of the full series of 

SiC:H films. For those films with network connectivity above the rigidity percolation threshold, the elastic 
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constants behave nominally. The Young’s modulus of the thin films matches nanoindentation 

measurements on thicker films of the same material, and it scales with network connectivity according to 

the trend observed in [82]. Similarly, Poisson’s ratio stays at about 0.2, the nominal value for this material. 

Below the rigidity percolation threshold, however, Poisson’s ratio diverges towards 0.5, that of a fully 

incompressible material, like rubber. Due to the difficulty in measuring Poisson’s ratio for ultrathin films, 

it is usually assumed to be constant. Our results show that this assumption is not valid once a film drops 

below the rigidity percolation threshold. This divergence coincides with a number of other discontinuities 

in material properties across the rigidity percolation threshold, as shown in [82]. Note that MD simulations 

in the similar material, SiOC:H, did predict that adding hydrogen terminal groups for a lower network 

connectivity would make the Poisson’s ratio increase [84]. However, the change they predict is smaller 

than that which we measure in SiC:H, making these measurements an important insight for designing robust 

nanosystems with this material. 

Figure 4.11: Young’s modulus and Poisson’s ratio for the hydrogenation-dependent study. a) The 

Young’s modulus for all seven films follows the trend with 〈𝑟〉 predicted in [82] for network connectivity 

above the rigidity percolation threshold. Below the threshold, our measured values still agree well with 

nanoindentation measurements on thicker films [82]. b) The Poisson’s ratio diverges from its assumed-

constant value for films with 〈𝑟〉 below the rigidity percolation threshold. This rapid change towards 

incompressible behavior coincides with other material property changes at the threshold [82], and it is an 

important property of these materials to consider when engineering nanosystems with thin films like those 

measured. Figure from [22]. 
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4.3.2 Thickness-dependent Study 

To study thickness-dependent elastic properties, we first characterize a set of three SiOC:H films 

with thicknesses of 44nm, 19nm, and 11nm. As shown in Table 4.2, these films all have 〈𝑟〉 = 2.4 (note 

that 𝑟𝑂 = 2). To best represent the results, it is worth considering again the calculation process described in 

Section 4.2.3. The experimentally measured quantities are SAW frequency and fLAW return time, which 

both have associated uncertainties from the standard deviation of multiple measurements. We calculate 𝑐11 

from the fLAW, and fit Young’s modulus using FEA. While these two quantities contain all the information 

about the film’s elastic tensor, they are an odd pair to report. Using Eqn. 1 – 2, we instead convert the results 

into either 𝑐11 and 𝑐44, to report the independent components of the elastic tensor, or we convert to Young’s 

modulus and Poisson’s ratio, to report the most commonly used elastic constants. As shown in Fig. 4.12, 

all of these transformations are well behaved for the thicker film. Note, however, that the properties of these 

films place their elastic constants close to a physical boundary in 𝑐11 – 𝑐44 space, at 𝑐11 = 2𝑐44 (Fig. 4.12(c), 

red region). Considering Eqn. 2, this boundary comes from the requirement that Poisson’s ratio be positive, 

as these materials are assumed to be non-auxetic. There is an additional boundary at 𝑐11 = 4 3⁄ 𝑐44, from 

the requirement that Young’s modulus be greater than zero (Eqn. 1), but this lies within the red region 

shown in Fig. 4.12(c) and does not need to be shown. The 𝑐11 = 2𝑐44 boundary can then be back-propagated 

into 𝑐11 – Young’s modulus space, and finally to SAW frequency – fLAW echo space (Fig. 4.12(b) and 

Fig. 4.12(a), respectively). This boundary complicates our results when the film thickness is reduced. 

The thinner films have larger experimental uncertainties, which cross the back-propagated 

boundary, as shown in Fig. 4.13(a). Note even a small uncertainty in return time is significant because the 

films are so thin. Crossing the boundary does not mean that the materials are auxetic, but rather the unrelated 

experimental uncertainties, such as the fLAW pulse width, can make the calculated value cross the 

boundary that this material’s constants are naturally close to. Once the 𝑐11 = 2𝑐44 boundary is crossed, the 

lower bound on Poisson’s ratio is pulled down to 0 (Fig. 4.13(d)). Due to these transformations, the error bars 

are more symmetric in 𝑐11 – 𝑐44 space, though Young’s modulus and Poisson’s ratio are generally preferred. 
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Figure 4.12: Film 145 (44nm thick) elastic constants. a) Measured fLAW echo return time and SAW 

frequency. The central blue dot tracks the calculations performed at the measured values. The other blue 

dots are calculations sampling the rest of the region within experimental uncertainty (dashed pink lines). 

Calculations are then carried forward into b) 𝑐11–Young’s modulus space, c) 𝑐11–𝑐44 space, and d) Poisson’s 

ratio–Young’s modulus space. The red boundary is defined by 𝑐11 > 2𝑐44 for non-auxetic materials, and it 

is then back-propagated into other spaces. 

Figure 4.13: Film 155 (11nm thick) elastic constants. The same process is carried out here as for Film 

145, shown in Fig. 4.12. The points and lines shown have the same meanings as above. Note how crossing 

the 𝑐11 = 2𝑐44 boundary in (c) brings the lower bound on Poisson’s ratio to 0 in (d). The same plot windows 

are used in (b), (c), and (d) here as are used in Fig. 4.12. Note Film 148 behaves similarly to Film 155. 



95 

Following the process described above, we extract the elastic properties of all three SiOC:H films, 

presented in both 𝑐11–𝑐44 space and Young’s modulus – Poisson’s ratio space in Fig. 4.14. We observe no 

evidence of thickness-dependence as all three films’ elastic constants overlap within uncertainty. This 

agrees with the lack of thickness-dependence (aside from differences in fabrication) for measurements of 

porous films in [124]. Note, however, that the films in our study are not porous.  

Figure 4.14: Elastic properties of varying-thickness SiOC:H films. Results are reported as 𝑐11 and 𝑐44 

on the left, and as Young’s modulus and Poisson’s ratio on the right. The range of possible elastic constants 

is consistent between films, within experimental uncertainty, indicating a lack of thickness-dependence. 

Note that these films lie close to the 𝑐11 = 2𝑐44 boundary (red line) separating conventional materials from 

auxetic materials (negative Poisson’s ratio). Calculations spanning to the limits of experimental uncertainty 

(solid points) cross this boundary for the thinner two films, pulling the lower bound on Poisson’s ratio to 0. 

The 11nm film (blue) is fit using its 20nm linewidth grating, the 19nm film (green) is fit using its 20nm 

linewidth grating, and the 44nm film (pink) is fit using its 30nm linewidth grating. Shaded regions represent 

the full range of the elastic constants within uncertainty, approximated from the calculated points. 

Considering the body of work showing thickness-dependent elastic properties in other materials, it 

is worth asking why there is no thickness dependence for these SiOC:H films. While it is possible that 11nm 

is simply not thin enough to see thickness-dependent changes, depending on what model prediction is 
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correct, these films are also at the rigidity percolation threshold, which we showed above significantly 

affects the behavior of a material. With this in mind, we hypothesize that the reduced network connectivity 

in the bulk of the film, caused by hydrogenation, reduces the impact of under-coordinated atoms at the 

surface. In other words, there is only a minimal difference for these films between the average coordination 

numbers of the surface and the bulk, producing only minimal surface effects. For most materials, there 

would be a much larger difference between bulk and surface coordination numbers, in general. In [125], 

the authors develop a simple effective coordination number model based on the differences between surface 

and bulk coordination numbers in nanocrystals, and they successfully predict size-dependent properties 

including the surface energies of nanodroplets. They show that this model agrees with the bond contraction 

model mentioned above [98]. With this in mind, the best test of our hypothesis is to study an additional set 

of varying-thickness films with much more interconnected networks in their bulk. 

While we do not currently have a set of SiOC:H films at higher network connectivity, we do have 

a pair of SiC:H films that have network connectivity well above the rigidity percolation threshold. As these 

two films have nominal thicknesses of 5nm and 50nm, they are a good initial test of our hypothesis. 

However, these films (numbers 503 and 335, see Table 4.2) were accidentally double deposited during 

fabrication. This means the process of ammonia plasma treatment to improve film adhesion followed by 

SiC:H film deposition was performed twice on the silicon substrates. This makes for a stack of two films 

on top of the native oxide of the wafer, separated by a nitrogen-containing layer from the plasma treatment. 

We need very precise characterization of these layers to correctly model the system and extract elastic 

constants from our measurements, especially for a film only 5nm in thickness. For this reason, we 

performed cross-sectional transmission electron microscopy (TEM) on a section of film in the center of one 

of our 500nm linewidth gratings. Representative images are shown in Fig. 4.15, along with the measured 

thicknesses of each layer in the stack. In addition to the film thicknesses, we observe a difference in contrast 

between the two nominally identical films in the stack. To explore this further, we also performed energy-

dispersive x-ray spectroscopy (EDS) with the electron beam for high resolution elemental composition. 
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Figure 4.15: TEM measurements of film 503 – double deposited 5nm SiC:H films. This image was 

taken of the full stack of films in a region between two 500nm nickel nanolines. The bright field (BF) image 

(a) exhibits the best contrast between the two SiC:H films and the nitrogen-rich layers coming from the 

plasma treatment in the deposition process. The high angle annular dark field (HAADF) image (b) exhibits 

better contrast between the top SiC:H film and the EUV-deposited carbon coating the surface of the sample. 

Thicknesses and uncertainties listed are the averages and standard deviations, respectively, of several 

measurements spanning the width of the image taking both the widest and narrowest extents of the gradients 

between different layers. In this way, the uncertainty reflects both the diffusiveness of the boundaries and 

the variation across the imaged region. Note that (b) was used to help identify the top surface of the upper 

SiC:H film in the measurements of (a). 

We performed EDS measurements to determine the elemental composition of film 503 beyond its 

nominal values. Results are shown in Fig. 4.16(b). Referencing Table 4.2, the nominal fractions of Si and 

C should be roughly equal in the film, but EDS shows roughly seven times more Si than C. This could 

indicate a fabrication-dependent change in the film, though it should be noted EDS cannot detect hydrogen, 

which is a significant fraction of this material, and it is difficult to detect C, N, and O. Aside from the non-

nominal relative concentrations of Si and C, EDS shows that there are only few-percent differences between 

the compositions of the top and bottom films. This could indicate that the difference in HAADF contrast 

comes from different amounts of hydrogen in the two films. It has been observed that plasma treatments 

can remove terminal CH3 groups and soften SiOC:H films [126]. However, for SiC:H films similar to ours, 

N2 plasma treatments did not significantly change the Young’s modulus of multilayers down to 1nm layer 
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thickness [111]. It is thus reasonable to approximate the top and bottom films as having identical elastic 

properties for preliminary calculations. Note that the EDS spatial map indicates a surface oxide layer on 

the top film with a similar thickness as the N-rich layers. This could be the cause of the poor contrast 

between the top film and the EUV-deposited C in Fig. 4.15(a). We are currently performing TEM and EDS 

on film 335 to confirm its layer thicknesses and verify its composition matches that of 503. 

Figure 4.16: HAADF and EDS measurements of film 503. a) Integrated HAADF intensity as a function 

of depth for a region topped by a 500nm nickel nanoline. Note that the carbon deposited by the e-beam and 

that deposited by EUV is resolvable by HAADF contrast. The large amount of deposited carbon (12nm) is 

due to the fact that we used this sample for calibration measurements (additional EUV exposure) between 

the completion of its elastic characterization, and the cross-sectional TEM measurement. This measurement 

shows the strain in the silicon substrate that we account for when fitting the acoustic waves of large 

linewidth gratings b) EDS measurement of Si, O, N, and C for a region with no nickel nanoline, both 

spatially resolved (top) and integrated (bottom). Though the bottom SiC:H film shows only slightly more 

Si and less C than the top film, its HAADF contrast is significantly different. Note that EDS did not resolve 

the N-rich and native oxide layers resolvable by TEM in Fig. 4.15. 

With these more detailed measurements of the films, we can now report preliminary elastic 

characterizations of films 503 and 335. First, the fLAW reflects from the N-rich interface between the two 

SiC:H films, in both cases. This means the 𝑐11 we calculate is that of the top film. As shown in Fig. 4.17(a), 

𝑐11 stays constant between the 5nm and 50nm films. This calculation used Eqn. 3, the nominal film density, 

the top film thickness measured by TEM for film 503, and for film 335 I used half of the XRR measurement 

of the full stack thickness (95nm). Second however, the SAW dispersion exhibits a strong thickness-
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dependence, as shown in Fig. 4.17(b). For the thicker film 335, the SAW fully confined to the top film has 

a velocity of 4600±200m/s. For the thinner film 503, the most confined SAW (15nm linewidth grating) has 

a velocity of 2400±200m/s. This indicates a significant softening of the 5nm film, compared to the 50nm 

film. FEA calculations for precise determination of the two films’ elastic constants are ongoing to account 

for the surface oxide, potential differences between the top and bottom films in each stack, and whether the 

isotropic assumption is less valid than using a transversely isotropic elastic tensor. 

Figure 4.17: Elastic characterizations of SiC:H films 335 and 503. a) The calculated 𝑐11 for both the 

5nm (503) and 50nm (335) film is nearly identical. This elastic constant is calculated from the measured 

fLAW, which reflects from the N-rich interface between the two SiC:H films in the double-deposited stack. 

Thus, the reported 𝑐11 is that of the top SiC:H film, even if the two films in the stack are different. b) The 

SAW dispersions for the two films indicate a significant softening in the 5nm film. Even when confined to 

three times the film thickness, the SAW velocity in 503 is already significantly lower than that of the SAW 

fully confined to the top film in 335. FEA calculations are being performed to extract the films’ elastic 

constants from these measurements. 

The observed differences between the two thicknesses of films could indicate that high network 

connectivity SiC:H exhibits thickness dependence while low connectivity SiOC:H does not. This would 

support our hypothesis that the more interconnected bulk of the film is more affected by the under-

coordinated atoms at the surface. However, we cannot yet conclude that this hypothesis is correct. We still 

need to verify that films 335 and 503 have the same composition as one another to confirm that the 

differences in their elastic constants come from thickness dependence. We additionally cannot rule out that 

the existence of thickness dependence in the SiC:H pair but not in the SiOC:H series is due to some other 

material difference, or simply because the SiC:H pair includes an even thinner film than the SiOC:H series. 
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Future work systematically studying both film thickness and network connectivity will clarify these 

questions. 

The measurements of SiC:H films at 50nm and 5nm thicknesses show the importance of having 

access to nanoscale SAWs with high surface confinement by using an EUV probe. Deviations in elastic 

properties between these two films is only observable in the SAW dispersion, and not in 𝑐11, which can be 

measured by visible picosecond ultrasonics. This makes our EUV nanometrology technique an important 

addition to Brillouin light scattering (BLS) for the full elastic characterization of ultrathin films. BLS has 

been used to characterize films down to 2.2nm thickness, though this measurement had to assume a 

Poisson’s ratio between 0-0.5 to obtain fits [89, 90]. Moving forward, both techniques will be valuable for 

ultrathin film characterization. 

4.4 Conclusions and Future Work 

In this chapter, I have presented measurements of the elastic properties of low dielectric constant 

ultrathin films. These films are directly applicable to improving the efficiency and speed of integrated 

circuits, but they are also a great platform to explore both materials engineering and fundamental thickness-

dependence coming from surface effects. I first presented measurements of SiC:H films with varying levels 

of hydrogenation, which lowered their network connectivities below the rigidity percolation threshold. At 

this point, Poisson’s ratio diverged towards incompressible behavior, which contradicts the constant-value 

assumption frequently used when characterizing such thin films. I then presented measurements of two sets 

of films with varying thickness, one set of SiOC:H films, and one set of SiC:H films. The SiOC:H set of 

films exhibited no thickness-dependent changes in elastic properties down to 11nm thickness. The SiC:H 

pair of films showed no change in 𝑐11 for 50nm and 5nm thicknesses, but their SAW velocities did show a 

significant softening of the thinner film, indicating thickness-dependent changes to 𝑐44. 

In future work, we will confirm the thickness dependence of the SiC:H films and conduct a more 

systematic study of thickness dependent changes to elastic properties for different material compositions. 

We will further use intermediate grating sizes to individually characterize the elastic properties of a series 
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of buried layers in a multilayer system. We will also continue to develop dynamic coherent diffractive 

imaging, which measures local thermal and elastic dynamics by reconstructing full field images of 

nanostructured systems [127]. In parallel to this effort to obtain local information, we have continued to 

develop our established technique, which measures average information from periodic samples. To 

characterize still more complicated nanosystems with this technique, we must extend it beyond what has 

been described in Chapters 3 and 4. In Chapter 5, I will show the different ways we are extending our 

technique to characterize more novel nanosytems. 



 

 

 

Chapter  5 

Extending Dynamic EUV Metrology 

 

In the previous two chapters, I have explored the fundamental thermal and elastic behavior of 

materials either at a semi-infinite surface, or with one dimension of nanoscale confinement as ultrathin 

films. There are, however, many exciting materials systems that have two and three dimensions of 

nanoscale confinement, with complex geometries and engineered structure. These nanoengineered and self-

assembled materials have unprecedented thermal and elastic properties, with promising applications in 

waste heat recovery, advanced electronics, ultralight materials, and more. For many of these materials 

systems, the fabrication of grating transducers is either impossible, or could fundamentally change the 

physics at play. 

In this chapter, I present efforts to extend from our established, grating-based approach, to measure 

more general materials systems. First, I present nanoscale thermal and acoustic measurements of 3D silicon 

metalattices using grating transducers, as described previously. This represents the most complex sample 

characterized to date using our grating-based approach. Second, I present measurements of long-range 

thermal transport in novel nanosystems where grating fabrication is impossible. These samples are instead 

excited using visible transient gratings (TG), and still probed by a coherent EUV beam. Finally, I present 

measurements of nanoscale thermal and elastic dynamics launched without the need for transducers by 

using an EUV transient grating. These measurements were made using both a visible and EUV probe while 

collaborating at the free electron laser, FERMI, in Italy. I further present the work to date in implementing 

EUV TG on a tabletop using HHG at JILA. 
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5.1 Introduction and Motivation 

Metamaterials can achieve naturally-unattainable material properties, resulting from their 

hierarchical structuring. Examples range from photonic crystals [128] to phononic bandgap materials [49] 

to structural metamaterials that are ultralight yet stiff [129]. For most of these applications, periodic 

structuring must be done at the nanoscale, yet have a well-defined periodicity over orders of magnitude 

larger length scales. One solution to this nanofabrication challenge is to use self-assembly, for instance by 

forming colloidal crystals of nanoparticles. 

Colloidal crystals are a powerful and versatile platform for materials engineering. Nanoparticles 

can be organized into a variety of extended crystal structures, and they can optionally be functionalized 

with ligands before assembly [130]. The nanoparticle cores can range from inert to plasmonic to magnetic 

materials, and the ligands coating them can range from relatively short conductive molecules to long 

polymer chains optimized for specific applications [131, 132]. Colloidal crystals have already been 

demonstrated to perform a number of functions, including ultrathin membrane filtration [133], chemical 

and biological sensing [134], economic hypersonic phononic crystal fabrication [135], and molecular 

electronics and switching [136]. Furthermore, 2D and 3D colloidal crystals of nanospheres can be used as 

scaffolds or templates for the fabrication of complex nanostructured materials [137, 138]. Both metals and 

semiconductors can be infiltrated into the interstitial spaces between spheres, resulting in novel material 

properties coming from both the material’s confinement to nanoscale “meta-atoms” and their extended 

periodic ordering into “metalattices” [139, 140]. 

In this chapter, I present a series of works that extend our established thermal and elastic metrology 

technique to colloidal-crystal-based systems, with potential for measurement of other more general 

samples. I first present thermal and acoustic characterizations of 3D silicon metalattices using our grating-

based technique. I then present transducer-free measurements based on transient grating (TG) excitations. 

Measurements are obtained on 2D ligand-coated gold nanoparticle arrays and on 2D gold nanomeshes 

fabricated from a nanosphere template. Finally, I present work at the FERMI free electron laser and at JILA 
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to implement an EUV transient grating. EUV TG represents a significant advance in materials 

characterization, as it directly excites deep nanoscale and ultrafast dynamics without the need for 

nanofabrication of metallic transducers. This enables the measurement of a much wider variety of samples, 

as well as other applications such as super resolution imaging and magnetic characterization via nanoscale 

spin gratings. 

5.2 Silicon Metalattices 

First, I test the limits of our established nanograting-based approach by characterizing complex, 

three dimensional materials systems. Specifically, I characterize 3D, hierarchical nanosystems known as 

metalattices, fabricated by the Badding group at Penn State University. I measure both the acoustic and 

thermal properties of three different silicon metalattices, using the same technique as described in Chapters 

3 and 4. These metalattices have periodic structure on scales from the single nanometer to several microns, 

making them interesting for a variety of applications, from thermoelectrics to ultralight materials. 

The structure of a metalattice is best described by considering its fabrication process. First, silica 

nanospheres are assembled into a colloidal crystal with hexagonal close-packed order from monolayer 

thickness up to micron thickness [138]. This colloidal crystal serves as a template for the metalattice, as 

shown in Fig. 5.1(a). Next, the interstitial space between nanospheres is infiltrated with the metalattice 

material. This material can be metallic, such as Ni, Pd, or Pt, or it can be semiconducting, such as Ge, or 

Si. We measure Si metalattices, as shown in Fig. 5.1(b). Next, the silica spheres may be selectively etched 

out, leaving only the highly-porous metalattice material, as shown in Fig. 5.1(c). In this case, confined 

volumes of silicon called “meta-atoms” are connected by thin necks, or “meta-bonds”, that are only a few 

nanometers wide. Finally, the metalattice may then be re-infiltrated to produce a less porous system, with 

stronger interactions between meta-atoms. This is shown in Fig. 5.1(d).  
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Figure 5.1: Fabrication of silicon metalattices from silica templates. a) A colloidal crystal of silica 

(SiO2) nanospheres (30nm diameter pictured) is first assembled. b) Silicon is then infiltrated into the 

interstitial regions between nanopheres. Two of the metalattices we measure (at 30nm diameter and 14nm 

diameter templates) are at this stage of fabrication. c) The silica spheres may then be selectively etched 

away, leaving a highly porous silicon metalattice. d) The metalattice may then be re-infiltrated with silicon 

to reach a lower porosity. One of the metalattices we measure (starting from a 30nm template) is at this 

stage of fabrication. SEM images courtesy of John Badding. 

Previous work on thermal transport in porous 3D metalattices shows many interesting phenomena. 

Measurements of silicon metalattices at 100s of nanometer periods show evidence of coherent phonon 

scattering at grain boundaries and very low thermal conductivity [141]. Copper metalattices at similar scales 

exhibit quasiballistic electron transport, due to increased scattering at surfaces [142]. Molecular dynamics 

(MD) calculations of few-nanometer silicon metalattices show up to a 10,000-fold reduction in thermal 

conductivity compared to bulk, due to phonon localization [143]. Our work focuses on silicon metalattices 

obtained from 14nm – 30nm nanosphere templates. These systems are an order of magnitude smaller than 

experimental works to date, and come closer to the small scales investigated by MD. 
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For our measurements, we characterize three different silicon metalattices fabricated on top of 

silicon substrates. Two of the metalattices have the silica spheres remaining inside. One starts from a 14nm 

diameter nanosphere template, and the other starts from a 30nm diameter nanosphere template. The third 

metalattice is porous, where the 30nm template has been etched out, and the metalattice re-infiltrated to a 

lower porosity. After fabricating these three silicon metalattices, collaborators at Penn State place nickel 

nanogratings on top as transducers for our experiments. The gratings range from 1000nm linewidth down 

to 30nm linewidth, and periods range from 4000nm to 120nm, respectively. As shown in Fig. 5.2(a), the e-

beam lithographically deposited nanolines conform to the surface of the metalattice. Even for 30nm grating 

lines at a period of 400nm, we are successfully able to diffract our EUV probe and measure transient change 

in diffraction signal (Fig. 5.2(b-d)).  

Figure 5.2: Measurements of 30nm gratings on a 30nm metalattice. a) AFM height map of a 30nm 

linewidth, 120nm period nickel grating deposited on a silicon metalattice with the 30nm silica sphere 

template remaining inside. b) Cross-section SEM of a 30nm linewidth, 400nm period nickel grating 

deposited on the same metalattice. Note the silica spheres are visible in the cross section of the metalattice 

layer (~800nm thickness). c) Vertically binned EUV diffraction pattern obtained from the grating in (b). 

Note the low diffracted orders at approximate pixel numbers 100, 300, 600, and 750. The second order 

diffracted beams are partially clipped by a filter before the CCD. d) Change in diffraction signal as a fraction 

of integrated intensity on the camera is visible above noise for this grating (b) and diffraction pattern (c). 

SEM image courtesy of Nabila Nova. 
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For larger grating sizes, namely 50nm linewidth to 1000nm linewidth, the signal is quite strong. As 

shown in Fig. 5.3(a), the diffraction efficiency changes by up to 1.5% of the total integrated intensity of the 

probe on the camera. This is stronger than the signals we have previously measured by about an order of 

magnitude. One possible explanation for the signal strength comes from the broadened diffraction of our 

EUV probe due to the highly uneven surface of the metalattice, demonstrated in Fig. 5.4. By having a more 

diffuse beam on the camera, we are less likely to saturate pixels in our CCD. Though we ensure the fully 

vertically binned image recorded by our camera does not saturate, it is possible that some of the individual 

pixels of the CCD do in general saturate before being summed. Thus, because the diffracted beams from 

the metalattice are more diffuse, the individual CCD pixels do not saturate, leading to an enhanced signal. 

Figure 5.3: Measured signals on larger gratings for the two 30nm metalattices. a) The diffraction signal 

is shown as a fraction of total intensity on the camera, without further scaling. b) Signals are arbitrarily 

normalized to separate the signals for clarity. Insets: silica spheres remain inside (a) but are removed in (b). 

Actual sample porosity in (b) is lower than that shown for illustrative purposes in the inset. 
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Figure 5.4: Comparing diffraction from a 100nm linewidth, 400nm period grating. The vertically 

binned diffraction pattern for the metalattice sample (blue line) is much broader than the diffraction pattern 

for a flat fused silica substrate (purple line). Note that the vertical axis is on a log scale. The vertical offset 

between the two diffraction images comes from differences in IR pump intensity, camera exposure time, 

and the number of camera exposures averaged together. The two images were also collected at slightly 

different angles, and different camera-sample distances, producing the slight differences in diffracted order 

spacing, and where the CCD filter edge cuts off the diffraction pattern. I have manually shifted the 

metalattice image horizontally to align the DC beam, for clarity. 

To analyze the measured signals from each grating, we first consider the acoustic waves that are 

clearly visible in each trace. As seen in Fig. 5.3, multiple surface acoustic wave (SAW) frequencies are 

present, which define the range of the SAW dispersion we can access. As described in Chapter 4, SAWs 

are confined to the surface by about 1/π of their wavelength. Thus, as shorter wavelength SAWs are 

measured, the SAW velocity changes from that of the silicon substrate, to that of the metalattice layer. For 

the smallest gratings, the mass loading effect of the nanolines becomes dominant, and begins to suppress 

the SAW velocity below the metalattice’s intrinsic value. This is shown in Fig. 5.5. The SAW velocities of 

the middle grating sizes agree well with finite element analysis (FEA) calculations for an ideal FCC 

silica/silicon structure. This indicates that the elastic properties of these metalattices follow continuum 

mechanics, even for surface acoustic waves down to a wavelength of 4 nanospheres, and penetration depths 

of ~1.5 layers. The measurements on the re-infiltrated metalattice also validate our technique on a porous 
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material. We can launch and probe SAWs, even with large pores of vacuum throughout the material. Note 

that all the frequencies we excite with our transducers are below the predicted phononic bandgap for these 

periodic structures. 

Figure 5.5: Surface acoustic wave dispersion in silicon metalattices. At large penetration depths, the 

SAW velocity approaches that of the silicon substrate. At intermediate penetrations, results agree with the 

FEA prediction. At the smallest penetration depths, mass loading from the transducer nanolines becomes a 

dominant effect, depressing the SAW frequency and lowering the SAW velocity. SAW penetration depth 

is the SAW wavelength (defined by the grating period) divided by pi. The SAW velocity is calculated from 

the measured SAW frequency and the grating period. Each point corresponds to the fundamental SAW 

launched by each grating on the 30nm template metalattice (red points) and the 14nm template metalattice 

(green points). Note that both metalattices have the same porosity, and so are predicted to have the same 

SAW velocity. 

Though the elastic properties of these metalattices can be designed using continuum mechanics 

assumptions, their thermal properties are very non-classical. As shown in Fig. 5.3, nanolines on these 

metalattices have a much slower thermal decay than that observed on bulk silicon, as shown in Chapter 3. 

The fitting of our data with an effective Fourier model is still underway, as we need an independent 

measurement of the porosity of the re-infiltrated sample. However, the slow decays in the raw data already 

support molecular dynamics (MD) calculations by Ismaila Dabo at Penn State. In these calculations, our 
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collaborators show an enhanced scattering factor beyond what continuum mechanics would predict for 

porous metalattices made from smaller templates (few nanometer spheres). This leads to a greatly reduced 

thermal conductivity, as shown in Fig. 5.6. The Dabo group is currently pursuing non-equilibrium MD 

simulations of a nanoline-on-metalattice system analogous to ours to inform the interpretation and fitting 

of our experimentally observed thermal decays. 

Figure 5.6: MD calculations of thermal transport in porous silicon metalattices. a) Equilibrium MD 

calculations of varying porosity metalattices (largest pore size is 2.2nm) show a reduced thermal 

conductivity compared to FEA predictions. Our collaborators attribute this to an enhanced scattering factor 

not captured in continuum mechanics b) Work is currently underway to understand the mechanisms behind 

our thermal transport measurements in these systems, using nonequilibrium MD with transient heating. 

Note the nanoline is made of copper in this simulation, rather than nickel, due to constraints on the inter-

atomic potentials available to build MD models. Courtesy of Ismaila Dabo. 

The measurement of complex hierarchical structures by our EUV nanometrology technique shows 

that it is not limited to bulk and thin film systems. However, to extend to more general materials systems, 

and to in-situ environments where nanograting fabrication is impossible, the technique must be broadened 

to a fully non-contact, truly non-destructive modality. Moreover, relying on nanoline transducers both limits 

the smallest excitations that we can produce, and the presence of the nanolines themselves can affect the 

system being measured. To overcome all of these challenges, I have pursued integrating transient grating 

excitations with our established EUV nanometrology technique. 
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5.3 Optical Transient Gratings 

As a first step towards fully non-contact measurements, I have implemented a visible transient 

grating pump to launch dynamics at the micron scale, as described in Chapter 2. While this setup currently 

only reaches down to 2μm TG periods, it is sufficient for characterizing the effective thermal conductivity 

of novel materials systems. While an EUV probe is not necessary at these large TG periods, by using one 

we avoid the hot electron signal at early times that is measured by visible probes. The shorter wavelength 

of our EUV probe also has higher sensitivity to small displacements than a visible probe. This visible TG 

setup broadens our capabilities to more general samples, and serves as an important stepping stone to EUV 

TG, where direct, non-contact excitation of nanoscale dynamics is possible. Additionally, the simplicity of 

TG excitation permits analytical and semi-analytical solutions to the diffusion equation and/or the 

thermoelastic equation, depending on the system being studied. Thus, I first derive a fitting procedure for 

our measured signal from TG excitations that avoids the need for computationally intensive FEA modeling. 

5.3.1 Data Processing and Fitting 

A standard and successful method for fitting TG signals is to use the Fourier transform approach, 

as in [144]. However, when I implemented this method to fit our signals, I found it was not a good approach 

for our data. The samples we have measured to date with TG excitations have very low thermal 

conductivity, and they do not fully relax within the time window we can probe. Note, however, that the 

sample does fully relax before the next pump pulse arrives. Because our time window is short compared to 

the thermal dynamics we measure, we must calculate too large of a vector in frequency space to fit it. To 

have enough points in our time window to fit the experimental data, the calculated signal must have a 

sufficiently large maximum frequency. However, to properly sample the calculated signal in the frequency 

domain, it must also have a sufficiently short frequency step. These two requirements together define a 

calculated data set in the frequency domain that is cumbersome to try to calculate and Fourier transform 

back into the time domain. Thus, I followed a different approach to calculate theoretical signals to fit to our 

experimental data. 
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To accommodate our relatively short time window for these low conductivity samples, I follow the 

eigenfunction expansion method of Ju, et al. [145]. I modify the derivation the authors present to be for a 

single layer on a thick substrate and to explicitly introduce a thermal boundary resistivity at the interface. 

The calculation geometry is shown in Fig. 5.7, where the index i=1 corresponds to the film, and i=2 

corresponds to the substrate.  

Figure 5.7: Geometry for eigenfunction expansion calculations. Note that the positive z-axis is defined 

as going down into the depth of the film-substrate system. The film is l1 thick, while the substrate is l2 thick. 

The thermal diffusivity, Di, and optical absorption coefficient, αi, are different for the film and substrate 

materials, in general. The transient grating period is λ. Relevant points on the z-axis are labeled with the 

definitions d0 = 0, d1 = l1, and d2 = l1 + l2. 

The derivation begins with the 2D thermal diffusivity equation, 

where Di is the thermal diffusivity of the film or substrate. I take the heat source, Qi, to be 

where I0 is the fluence of the incident pump beam (J/m2), and λ is the period of the transient grating. Note 

that the instantaneous excitation at t = 0 is a reasonable approximation in this case. The ultrafast laser pulse 

heats the electrons on the order of femtoseconds, which in turn thermalize with the lattice in a few 

picoseconds. This is essentially instantaneous excitation for thermal decays of several nanoseconds. 
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Mathematically, this means the heat source serves as an initial condition on the temperature field. The 

quantity Ei is given by 

where α is the optical absorption coefficient (1/m), ρ is the density, and cp is the specific heat capacity [146]. 

Using separation of variables and eigenfunction expansion in the z-direction, the solution is 

where ε is the eigenvalue. To solve for the four A and B coefficients, as well as the eigenvalues, I apply 

boundary conditions in the z-direction. The top and bottom surfaces are adiabatic (heat flux is zero): 

where κ is the thermal conductivity. At the interface, the heat flux must be continuous, but the temperature 

has a discontinuity according to the thermal boundary resistivity, R,  

Noting that d2 – d1 = l2 and d1 – d0 = l1, I apply the boundary conditions to obtain the four equations 

Eqn. 9 immediately determines B1. The other coefficients and the eigenvalues are obtained by 

expressing the remaining equations in matrix form, 
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By setting the determinant of this matrix equal to zero, I obtain the transcendental equation  

which can be solved by graphical intersection for the infinite series of eigenvalues, εj. To numerically search 

for each intersection between the left- and right-hand sides of Eqn. 14, it is convenient to partition the ε axis 

into intervals containing one intersection each. This condition should be met by searching over the intervals 

of ε defined by the zeros of the left-hand side. This is shown in Fig. 5.8. 

Figure 5.8: Graphical intersection method for the determination of eigenvalues. The left- and right-

hand sides of Eqn. 14 are plotted as a function of ε (blue and orange, respectively). Each intersection point, 

marked with a red circle, defines an eigenvalue, εj. This plot shows the 49th – 53rd eigenvalues for a gold 

film on BK7 glass. Note there is exactly one intersection per interval between zeros of the left-hand side. 
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To determine the remaining coefficients, explicitly solve the system of equations in terms of A1: 

The bracketed expression in Eqn. 15 is exactly zero at each eigenvalue, according to Eqn. 14. Thus, A1 is a 

free parameter for each εj. Plugging back into Eqn. 5, we obtain expressions for Z(z) in the film and 

substrate, 

where j indexes the eigenvalues, εj. To determine the Aj, I use the initial condition defined by the heat source 

applied at t = 0. First, I write the expression for Ti with the more explicit eigenfunction expansion as, 

where i still indexes the layers, and j indexes the eigenvalues. Applying the initial condition, 

Now, doing a “Fourier’s Trick” integral on both sides, 

where 𝑍𝑖𝑗
𝐴(𝑧) is defined by the relationship 
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Pulling the sum outside the integral, I obtain 

where the final step used the fact that the integral on the right-hand side of Eqn. 23 is zero unless j = m. 

Relabeling m → j, I finally obtain 

Defining 

I obtain the final expression for the temperature field, 

Assuming linear thermal expansion, the surface displacement measured by our EUV probe is 

where ai is the linear thermal expansion coefficient of each layer. To obtain a change in diffraction signal 

to fit to our data, I numerically diffract an ideal Gaussian beam from this surface using Fresnel propagation, 

as described in Chapter 2. Note that in general, the coupled thermoelastic equations should be solved, but 

this equation may be sufficient when acoustic waves are not important. 

Using this approach, I calculate theoretical change in diffraction efficiency signals to fit to our 

experimental data. I calculate signals for a sweep of film thermal conductivities and interpolate between 

calculated signal curves to fit the best effective thermal conductivity to the data using least squares. The 
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other film material properties are defined as inputs to the calculation depending on the material system 

under consideration. 

5.3.2 Thermal Transport in Novel Nanosystems 

We successfully measured two novel nanosystems using EUV-probed optical TG, both of which 

are promising thermoelectric materials, as described in Chapter 1. The first sample is a 2D hybrid 

nanoparticle array, fabricated by the Hihath group at UC Davis. Arrays like these have been shown to have 

very low thermal conductivities, below 0.5W/mK, which is promising for a high thermoelectric figure of 

merit, ZT [147]. Our arrays consist of one to four layers of oleylamine-coated, 10nm-diameter gold 

nanoparticles in a hexagonal close packed (HCP) arrangement. The oleylamine molecules inter-digitate, 

such that the molecule length (1.5nm) is also the inter-particle spacing, as described in [131]. Part of the 

value of these systems is that the ligands can be exchanged for more electrically conductive molecules, 

further enhancing ZT. The arrays are assembled as single monolayers, which are then stamp transferred 

onto substrates, in our case BK7 glass and a silicon wafer. We characterized both monolayers and four-

layer assemblies on the two substrates. See Fig. 5.9 for an example of these nanoparticle arrays. 

Figure 5.9: Nanoparticle molecular hybrid arrays. a) TEM image of a ligand coated gold nanoparticle 

array with 2D HCP order. b) Comparison of average nanoparticle separation (black squares) versus 

molecular ligand length (blue circles) when exchanging a variety of different length organic molecules onto 

the nanoparticle surfaces. The good agreement between the two lengths indicates the ligands strongly 

interdigitate. For our measurements, the nanoparticles are coated in oleylamine, which should result in a 

nanoparticle spacing of 1.5nm. Figure from [131]. 
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The second material we characterize is a gold nanomesh, consisting of periodic holes in an HCP 

arrangement in a thin gold film. We measure three different nanomeshes on a BK7 substrate, with hole 

diameters and periods of 758nm/919nm, 1245nm/1500nm, and 2105nm/2560nm, respectively. Each gold 

film is 13nm thick and is prepared as described in [137]. Unlike the nanoparticle arrays, the nanomeshes 

have a large enough period to diffract our probe within the numerical aperture of our camera. Fig. 5.10 

shows both an example of nanomeshes, and the 2D EUV diffraction that we measure. The hexagonal 

symmetry of our diffraction indicates the nanomesh is ordered on the scale of at least 50-100μm. When 

scanning the beam across the sample, we observe regions where two, slightly rotated hexagonal diffraction 

patterns are visible. This indicates the presence of grains and grain boundaries in the array of nanomesh 

holes. 

Figure 5.10: Example of nanomesh geometry and diffraction. a) Experimentally measured EUV 

diffraction from a 2560nm period gold nanomesh on BK7 glass. Note the six-fold symmetry expected for 

the HCP order of the nanomesh. b) Example of nanomesh geometry, taken from [137]. Pictured is an SEM 

image of a stack of nanomeshes. Our samples consist of a single gold nanomesh, 13nm thick, on a BK7 

glass substrate. 

To fit the conductivity of these materials using the approach described in Section 5.3.1, we must 

input effective densities, specific heats, thermal expansion coefficients, and optical absorption coefficients 

for the film materials. I use a volume-weighted average for density, expansion coefficient, and absorption 

coefficient, where the ratios of gold to vacuum to oleylamine (in the case of the nanoparticle arrays) are 

determined by geometry, and the constituent values are assumed to be bulk. For the heat capacity, a mass-

weighted average must be used, so density and volume ratios are both used, according to  
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𝑐𝑝,𝑎𝑣𝑔 =
𝑓𝐴𝑢𝜌𝐴𝑢𝑐𝑝,𝐴𝑢 + 𝑓𝑂𝑙𝜌𝑂𝑙𝑐𝑝,𝑂𝑙 + 𝑓𝑉𝑐𝜌𝑉𝑐𝑐𝑝,𝑉𝑐

𝜌𝑎𝑣𝑔
,                                         (29) 

where fi is the volume fraction of each constituent, and ρavg is the volume-weighted-average density of the 

material. To calculate the volume ratios from geometry, I approximate both the nanomeshes and each 

nanoparticle array layer as having ideal HCP order. For the 4 layer nanoparticle arrays, however, the order 

in the stacking direction is not controlled. Thus, I fit the data using two different cross plane orders to 

capture the bounds of maximum and minimum packing. For maximum packing, I assume 3D HCP order 

of the four layers, while for minimum packing I assume each nanoparticle in a given layer is stacked directly 

above a nanoparticle in the layer below. The volume ratios of the different constituent materials in the 

nanoparticle arrays and nanomeshes is given in Table 5.1. Table 5.2 lists the bulk material properties used. 

Sample Fraction gold Fraction oleylamine Fraction vacuum Height (nm) 

1 layer NP array 35.17% 37.64% 27.19% 13 

4 layer NP array (HCP) 44.588% 43.436% 11.976% 42.88 

4 layer NP array (stack) 38.50% 39.99% 21.51% 47.5 

919nm nanomesh 38.303% - 61.697% 13 

1500nm nanomesh 37.524% - 62.476% 13 

2560nm nanomesh 38.683% - 61.317% 13 

Table 5.1: Volume fraction of constituent elements in nanoparticle arrays and nanomeshes. Each 

ligand-coated nanoparticle in the 2D array (top three rows) has a full diameter of 13nm. However, the 

ligands interdigitate by 1.5nm, resuling in the volume fractions shown. For the four layer samples, the order 

is not controlled in the cross-plane direction, so two limiting cases are considered. Minimum volume of 

vacuum is achieved by a full 3D HCP order (FCC used in calculation) in the bulk of the layer. Maximum 

volume of vacuum is achieved by stacking the nanoparticles in each layer directly on top of one another. 

Note that the height of each sample is also listed, as the assumption chosen for the cross-plane order changes 

what the total height is. Fractions for the nanomeshes are calculated assuming perfect HCP order in-plane. 

Property Gold Oleylamine BK7 glass Silicon 

κ [W/mK] (in effective fit) (in effective fit) 1.2 [63]* 149 [62] 

ρ [kg/m3] 19300 [148] 813 [149] 2650 [70]* 2330 [62] 

cp [J/kgK] 129 [148] 2349 [150] 750 [70]* 710 [61] 

Thermal expansion [1/K] 14.2×10-6 [151] 2.87×10-4 [152]* 0.54×10-6 [65]* 3×10-6 [69] 

Absorption coeff. [1/m] 7.562×107 [153] (neglected) 0.1482 [154] 98820 [155] 

Table 5.2: Bulk material properties used in eigenfunction calculations. Thermal conductivities of gold 

and oleylamine in the samples are not input, as the effective conductivity is the fitting parameter used. The 

specific heat for oleylamine is a calculated value, based on the group additivity approach. I have neglected 

the optical absorption coefficient of oleylamine in the eigenfunction calculations as the absorption is very 

high for gold, and small percent changes to this value do not affect the resulting signal. Note the (*) marks 

properties of SiO2 used as approximations for BK7 borosilicate glass, and octadecane used as an 

approximation for oleylamine. 
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To fit the data collected on the nanoparticle arrays, we first had to exclude all the measurements 

where the sample was burned by our pump beam, as shown in Fig. 5.11. Because the pump fluence used is 

large due to the low signal from these systems, and because the material is easy to burn, it is vital to check 

every measurement for permanent change or damage that could skew results. To do this, I calculate the 

change in the un-pumped diffraction pattern from the beginning of a measurement to the end of a 

measurement, and then I compare that result to the change in diffraction upon pumping at the beginning of 

a measurement. The pump-dependent change shows where the diffracted orders from TG excitation are. 

Any change in the unpumped diffraction over the course of the measurement at those camera pixels 

indicates that some permanent change has taken place at that spatial frequency, i.e. the TG pattern has been 

burned into the sample. An example of this process is given in Fig. 5.12(a). While measurements that burned 

the sample are unsuitable to learn about the repeatable dynamics of these materials, subsequent 

characterization of the burns allows for confirmation of the TG period. By analyzing the Fourier transforms 

of optical microscope images of burned regions, as shown in Fig. 5.12(b), I confirm that the TG periods 

achieved are 2.48±0.02μm and 3.18±0.02μm. These values are extremely close to the nominal 2.5μm and 

3.2μm phase masks used to generate TG, indicating good alignment of the 4f imaging system. 
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Figure 5.11: Optical microscope images of burned-in TG patterns. a) One layer of nanoparticle 

molecular array on a BK7 substrate. Defects, gaps, and edges are visible in this image, as well as faint 

periodic lines. These lines have a period that matches the expected period the TG excitation. b) Four layers 

of nanoparticle molecular array on a silicon substrate. At the most intense area of the burn, the dark silicon 

substrate is visible. Note the sample area is otherwise uniform. The goal is always to measure in uniform 

sample regions like (b), rather than in defect-heavy regions like (a), but this is not perfectly enforced. 
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Figure 5.12: Identification of sample burning and subsequent calculation of TG period. a) Each scan 

of our experiment consists of several sweeps through the time window, which are averaged together. The 

difference between the pumped and unpumped diffraction patterns for the first sweep (red dotted line) 

shows the appearance of TG diffracted orders. The difference between unpumped diffraction patterns 

between the first sweep and the last sweep (blue line) indicates whether permanent change has taken place. 

Note the random changes in the DC order come from mode fluctuations and/or carbon deposition, not 

necessarily just burning. Data shown here is for 3.2μm TG on a hole-free region of the 919nm nanomesh 

(uniform gold film). b) After taking optical microscope images of burned-in gratings (left), I Fourier 

transform the image to find the spatial frequency of the periodic grating (right). The blue arrows indicate 

the burned-in grating area and the resulting peak in the Fourier transform. Data shown is for 3.2μm TG on 

one layer of nanoparticle molecular array with a silicon substrate. 

After I exclude the damaging measurements, I average together all traces for a given substrate, 

layer thickness, and TG period configuration. I obtain fits for the effective thermal conductivity of each of 
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these average traces, as shown in Table 5.3 and Fig. 5.13. The best fit thermal conductivities are in the same 

range from 0.1-0.5W/mK, as obtained by thermoreflectance measurements on similar, thicker stacks of 

arrays in [147]. This is a reduction of three orders of magnitude from the thermal conductivity of bulk gold. 

The best fit thermal conductivity in each of our configurations varies only slightly, indicating this is indeed 

the effective thermal conductivity of the nanoparticle arrays. Note that one exception is the sample of four 

layers on BK7 glass, which has a notably lower thermal conductivity than the others. Due to the agreement 

between the other fits, I attribute this discrepancy to sample deviations. Similar to Fig. 5.11(a), the sample 

of four layers on BK7 has several cracks, gaps, and other large scale defects. Because each measurement 

location was not tightly controlled, it is possible that the only remaining measurements after excluding 

burning correspond to locations with large defects, resulting in a spuriously slow decay. 

Sample Effective κ [W/mK] 

1 layer, 3.2μm TG, Si 0.27±0.01 

1 layer, 3.2μm TG, BK7 0.27±0.02 

4 layers, 3.2μm TG, BK7 0.37±0.03 

4 layers, 2.5μm TG, Si 0.36±0.02 

4 layers, 2.5μm TG, BK7 0.13±0.01 

Table 5.3 Best fit conductivities for nanoparticle molecular arrays. These are the five samples that have 

useable data on them. Note that not all combinations of 1 vs 4 layers, 2.5μm vs 3.2μm periods, and silicon 

vs BK7 substrates have useable data, after excluding burning measurements. The error bars on the effective 

thermal conductivity are preliminary and reflect only variance in model substrate thickness and 4-layer 

cross-plane order. The error bars will be larger once all sources of uncertainty are accounted for. 

The next step is to verify the numerical model fits by also fitting the data using the FEA approach 

described in Chapter 3. There are a number of assumptions in the numerical model derivation that need to 

be confirmed as valid, most notably the uncoupled treatment of temperature and strain. Once the model is 

confirmed, it may be applied to analyze the data taken on the gold nanomesh samples as well.  
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Figure 5.13: Best fits for the nanoparticle molecular arrays. Experimental data traces (dark blue lines) 

are obtained by averaging together all non-burning measurements for a given layer number, TG period, and 

substrate combination. In the numerical model, the substrate thickness is specified. The full experimental 

thicknesses of ~1mm for BK7 and ~400μm for silicon, however, are not required for the transport that 

happens within our experimental time window. Additionally, using too thick of a substrate, sampled 

properly, becomes computationally expensive. The above fits show the results for a variety of substrate 

thicknesses, once the substrate is thick enough to avoid finite-thickness effects. The results indicate our best 

fits are not spuriously dominated by model substrate thickness. For the four-layer samples, the light blue 

curves correspond to HCP cross-plane order, while the purple curves correspond to nanoparticle-over-

nanoparticle stacking cross-plane order. 

5.4 Extreme Ultraviolet Transient Gratings 

Transient gratings achieved by the interference of two EUV beams has long been a goal for 

nanosystem metrology. The approach is truly non-contact and non-destructive—EUV TG excitations reach 

deep nanoscale lengths and ultrafast times without the limits or unintended influence of nanostructured 

transducers. It is furthermore a very general approach to studying surface excitations, as all materials 

strongly absorb EUV. In addition to the thermal and elastic characterizations described above, the EUV TG 

geometry is suitable for super-resolution imaging via structured illumination microscopy [156, 157], 
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nanoscale spin gratings by interfering crossed polarization beams [158], and even nonlinear optics in the 

EUV wavelength range [159]. To achieve the full utility of EUV TG at the deep nanoscale, however, there 

are some fundamental challenges that must be overcome. 

Transient gratings generated by EUV can be tuned from micron scale periods at low crossing 

angles, to nanoscale periods at very large crossing angles. This is defined by the familiar transient grating 

relationship 

Λ =  
𝜆

2 sin 𝜃
,                                                                           (30) 

where Λ is the grating period, λ is the wavelength of the excitation beams, and θ is the half crossing angle. 

Eqn. 30 shows that reaching a TG period that matches the wavelength of the EUV beam used requires a 

half crossing angle of 30°. This is a substantial angle to reach, given the requirement of designing EUV 

optical systems with no refractive elements, and with high losses at each reflective element. This is the first 

challenge in reaching the deep nanoscale with EUV TG – achieving large crossing angles with sufficient 

EUV flux at the sample. 

The next challenge in reaching deep nanoscale TG periods is in exciting measurable dynamics in 

the sample itself. Materials reflect EUV more when approaching a glancing angle of incidence. This limits 

the energy that is absorbed by the sample, once going to very large crossing angles. The ultrafast nature of 

the EUV beams also makes it difficult to excite a measurable number of TG periods. The EUV bursts 

generated during HHG lie within an ~10fs envelope, and free electron laser (FEL) sources can reach 

femtosecond scale pulse durations as well. This means that pulse front tilt severely reduces the interaction 

region between the two TG arms at high crossing angle, as shown in Fig. 5.14. While pulse front tilt is 

mitigated at visible wavelengths through a 4f imaging system [44], the lack of refractive optics in the EUV 

eliminates the same solution. It remains an open question how to design an EUV optical system with 

optimized pulse front tilt to produce interference across the full width of the pump arms. 
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Figure 5.14: Pulse front tilt and the 4f optical TG setup. a) Ultrafast lasers produce very narrow pulses 

in the longitudinal direction (short temporal duration). When crossing two such pulses at large angles, this 

severely reduces the region where the two pulses can interfere to produce a TG pattern. b) A 4f imaging 

system with a transmission phase mask to generate the two TG beams produces a favorable pulse front tilt 

to achieve interference across the full width of the crossing beams at the sample plane. Panels (c) and (d) 

are charge coupled device (CCD) images of crossing two near infrared 30fs pulses in the (a) and (b) 

geometries, respectively. Images taken from [44]. 

Though these challenges are fundamental, we have already demonstrated EUV TG at the seeded 

FEL, FERMI, at Elettra, near Trieste, Italy. In the following section, I will present optical measurements of 

thermal and acoustic dynamics launched by EUV TG, obtained in collaboration with the Nelson group at 

MIT and the team at FERMI. I will further present FERMI’s first demonstration of EUV TG down to 28nm 

period, probed by a third EUV beam. I will close this section with a description of the work so far to 

implement EUV TG on a tabletop, using HHG beams at JILA. To reduce the complexity of the experiment, 
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and to optimize one component at a time, both the experiments at FERMI and the designs at JILA have 

begun with an optical probe, and correspondingly large EUV TG periods. 

5.4.1 EUV TG with an Optical Probe 

The first work I collaborated on with FERMI used the mini-TIMER setup in the DiProI end station. 

In this experiment, the beam from the FEL is slowly focused, then split in two by a half mirror. Two other 

flat mirrors then recombine the two beams at shallow crossing angles to launch thermal and acoustic 

dynamics at large enough EUV TG periods to be probed optically. Fig. 5.15 shows the setup used. In the 

present work, we generate EUV TG with 12.7nm FEL radiation, with 70fs pulse duration, 3μJ total pulse 

energy, 50Hz repetition rate, and a 100μm diameter spot size on the sample. The full crossing angle is 2.62°, 

producing a 277nm period TG pattern. This period is smaller than the visible TG periods commonly used, 

but it is still large enough to be probed by an optically-generated 400nm wavelength probe. 

Figure 5.15: The mini-TIMER setup for optically-probed EUV TG. a) Model of the experimental setup 

and beam paths. The two TG arms are split from the FEL beam by clipping half of the beam at the edge of 

a sharp half mirror. The two arms are then recombined in a parallelogram geometry, with their relative 

timing adjustable by the M2 mirror position. b) Top view of the beam paths. The probe beam is incident at 

the Bragg condition, producing both a transmitted and reflected first diffracted order. The reflected, or back-

diffracted, beam is refocused to a separate camera from the transmitted diffracted beam, allowing 

simultaneous signal measurement. c) Side view of the beam paths. The sample is tilted downward by a 

small angle, φ, allowing the reflected diffraction beam to be collected by a mirror just below the incident 

optical probe. Figures from [160]. 
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To probe the EUV transient gratings, we use the second harmonic of the FEL seed laser. It has 

400nm wavelength, 100fs pulse duration, and good timing stability with the FEL radiation. The probe was 

delayed by up to 600ps after the pump via a mechanical delay stage, defining the maximum time window 

for this experiment. Because we are probing with visible wavelengths, we simultaneously measure signals 

both in reflection and transmission geometries, for transparent samples. We probe at the Bragg condition, 

meaning that the reflected diffracted order is collinear and counterpropagating to the incident probe beam. 

To separate it for measurement, we slightly tilt the sample downward, as shown in Fig. 5.15(c). This angles 

the reflected beam below the incident probe beam, where it is collected by an additional optical system. 

Measurement of this reflected signal is vital when characterizing opaque samples. 

We measured a variety of samples during this experiment. First, we measured thick, transparent 

samples, where we characterized acoustic waves both on the surface (Rayleigh waves) and in the bulk 

(longitudinal waves) of the sample. These samples included single-crystal diamond, BK7 glass, and the 

scintillator Bi4Ge3O12. We then measured thermal transport in the same diamond sample, a 349nm silicon 

membrane, and a bulk silicon germanium sample (6% Ge). For the SiGe measurement, the sample was 

opaque to 400nm light, meaning that only the reflected signal could be used. 

The signal obtained by the optical probe is proportional to the refractive index modulation squared. 

This must be taken into account to understand the dynamics observed. Consider the simplified equation 

𝐼 =  [𝐴𝑒𝑒−𝑡 𝜏𝑒⁄ + 𝐴𝑡ℎ𝑒−𝑡 𝜏𝑡ℎ⁄ + 𝐴𝐿 cos(𝜔𝐿𝑡) + 𝐴𝑅 cos(𝜔𝑅𝑡)]
2

,                              (31) 

where the Ai refer to the amplitudes of the electronic, thermal, longitudinal wave, and Rayleigh wave 

signals, in order, and I is the measured intensity of the diffracted beam. When the square is carried out, the 

direct terms will appear to have half the decay times, τ, and double the frequencies, ω, while the cross terms 

will have the intrinsic values of the sample. The thermal-acoustic cross terms will be single-frequency 

oscillations on top of a thermal decay. The acoustic-acoustic cross terms, however, will produce beat 

frequencies in the measured signal. Each of these terms has a different starting amplitude and decay time, 

meaning that they will be dominant at different points in the measured total signal. In general, the electronic 
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decay will dominate at the earliest times, followed by the thermal decay and acoustic waves. If the thermal 

signal decays before the acoustic waves, then there is an apparent “frequency doubling” as the thermal-

acoustic cross terms die out. 

With this simple model in mind, we can now discuss the results of the optically-probed EUV TG 

measurements. First, I present the acoustic results. For diamond, both the electronic and thermal signals 

decay within the first 50ps, leaving just the frequency-doubled and beat frequency acoustic signals, as 

shown in Fig. 5.16. Acoustic wave velocities calculated from the measured frequencies are close to the 

literature values for diamond [23]. For BK7, we compare the reflection signal to the transmission signal, as 

shown in Fig. 5.17. Because of the low thermal conductivity of BK7, the thermal signal persists for the full 

experimental time window, and the measured frequencies are those of the intrinsic Rayleigh and bulk 

longitudinal waves. In reflection, the Rayleigh wave signal is stronger, as it is confined to the surface. We 

also observe a second longitudinal frequency that is back diffracted from the bulk of the sample. This 

diffraction can be phase matched and observed because of the very short penetration depth of the EUV 

pump, which produces a broad spatial frequency distribution in the depth-direction. See [23] for more 

details. Measured frequencies for BK7 also agree with expectations from literature. Finally, in Bi4Ge3O12, 

we directly excite a 2.8THz optical phonon with the EUV TG beyond just the Rayleigh and longitudinal 

waves, as shown in Fig. 5.18. This optical phonon mode has previously been observed, though with a 

slightly lower frequency. 

In addition to demonstrating acoustic characterizations, the mini-TIMER experiment demonstrates 

that thermal characterizations are indeed possible using EUV TG. Though limited to shallow crossing 

angles by the visible probe, the 277nm period achieved is sufficient to launch non-diffusive thermal 

transport in silicon and diamond. Both of these materials have long phonon mean free paths at room 

temperature, as discussed in Chapter 3. Though work is ongoing to analyze the thermal measurements, 

preliminary results show quasiballistic thermal transport in silicon, as expected at this TG period, and nearly 

fully ballistic transport in diamond. Together, all of these results show that EUV TG is a versatile and 

powerful metrology tool. All that is needed to go to the deep nanoscale is the addition of an EUV probe. 
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Figure 5.16: Optically probed EUV TG signal on single crystal diamond. As is common for optical 

probes, the first few picoseconds are dominated by the hot electron signal (a). Afterward, thermal and 

acoustic dynamics are visible, as shown in the composite trace in (b). This signal is amplified 200x to make 

it comparable to the electronic signal in (a). The inset shows the long timescale acoustic dynamics amplified 

by 6000x compared to (a). These inset data are then Fourier transformed in (c) to show the doubled and 

beat frequencies of the Rayleigh (R) and bulk longitudinal (L) waves. All data presented are obtained in 

transmission geometry. Figure from [23]. 
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Figure 5.17: Optically probed EUV TG signal on BK7 glass. Panels (a) and (b) show the experimental 

signal and its Fourier transform, respectively, for the transmitted diffracted beam. Panels (c) and (d) show 

the signal and Fourier transform, respectively, for the reflected diffracted beam. The additional longitudinal 

frequency in reflection mode comes from a back diffracted beam that is phase matched in the bulk. Figure 

from [23]. 

Figure 5.18: Optically probed EUV TG signal on Bi4Ge3O12. a) Long timescale data show the Rayleigh 

and bulk longitudinal wave frequencies of Bi4Ge3O12. The Fourier transform of these data are shown in (b). 

c) At short timescales, a 2.8THz optical phonon is observed, as seen in the Fourier transform (d). Figure 

from [23]. 



132 

5.4.2 EUV TG with an EUV Probe 

After the successful demonstration of optically probing EUV TG at mini-TIMER, we returned to 

FERMI, along with members of the Keith Nelson and Gang Chen groups from MIT, to attempt an all-EUV 

experiment at the TIMER end station, where both the pump and probe are FEL radiation. In this setup, the 

EUV beam, which contains multiple harmonics, is first split between pump and probe arms using a half 

mirror, as for mini-TIMER. The half that serves as probe is delayed via a mechanical stage, using multilayer 

mirrors that select a single EUV wavelength to serve as probe. The half that serves as pump is split once 

again by a half mirror, and then filtered to the desired pump wavelength by thin solid state filters. Each of 

the three beams is focused onto the sample using a separate toroidal mirror. A schematic of the TIMER 

setup is given in Fig. 5.19. To change TG period, the pump toroids are removed, allowing the beams to 

propagate closer to the sample, where shorter object distance toroids are set up to recombine the beams at 

a larger crossing angle. The TG period is further tuned by changing which FEL harmonic is used as the 

pump wavelength. For this work, the full crossing angle is maintained at 27.6°, while the pump wavelength 

is changed from 53.4nm to 39.9nm, to 13.3nm. This produces the record TG periods 110nm, 85nm, and 

28nm, respectively. 

Excited dynamics are measured in a transmission geometry, requiring that the samples be very thin, 

as the EUV probe will be strongly absorbed by any material. Probe wavelengths are chosen to be 17.8nm, 

13.3nm, and 13.3nm, respectively for each pump wavelength. The probe is incident at 4.5°, achieving the 

Bragg condition for the first two geometries. The smallest TG period is not probed at the Bragg condition, 

but the grating is sufficiently thin that appreciable signal is still obtained. The FERMI team successfully 

measured thermal and acoustic dynamics in thin Si3N4 and Si membranes, marking the first demonstration 

of all-EUV TG with three distinct EUV beams. The work we did during our collaboration with FERMI 

contributed to obtaining this result a short time later. 



133 

Figure 5.19: Schematic of the TIMER experiment with EUV-probed EUV TG. A) Schematic of the 

splitting, delay, filter, and focusing optics. Additional toroidal mirrors for larger crossing angle TG are not 

shown. B) The FEL beam is split with half going to the probe, and the remaining two quarters being split 

into the two pump beams. The lossy EUV mirrors in the delay line reduce the probe intensity to be below 

that of the pumps. C) The three beams are recombined on the sample. The delay optics filter the probe to 

the desired wavelength, while separate solid state filters select the pump wavelength. D) Focusing after 

splitting achieves a better mode at the sample, as indicated by the signal beam measured on the CCD 

camera. Note the signal is “background free” as the diffracted beam is not colinear with any other beam. 

Figure from [24]. 

The signals obtained on Si3N4 and Si are shown in Figs. 5.20 and 5.21, respectively. These signals 

contain both thermal decays, and acoustic oscillations. On Si3N4, the calculated acoustic wave velocities 

and thermal diffusivities agree with literature values [24]. This indicates that the TG excitation is behaving 

as expected, even in the EUV regime, and it also indicates that Si3N4 membranes exhibit diffusive thermal 

transport even down to 28nm periods. For silicon, however, there is strong non-diffusive thermal transport, 

as expected for a long mean free path material. The observed decay is much slower than the diffusive 

prediction, as shown in Fig. 5.21. Note that for both samples the earliest times are not dominated by the 

electronic response present in optically-probed measurements. As expected from our work using EUV to 

probe optically excited metals, the probe is largely insensitive to hot electron dynamics, as long as the EUV 

energy is tuned away from core-level resonances. The signal is instead dominated by the lattice response, 

e.g. thermal expansion and acoustic waves. 
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Figure 5.20: EUV TG signal on a Si3N4 membrane. TG periods are 110nm, 85nm, and 28nm in panels 

(A), (B), and (C), respectively. Panel (D) compares the short timescale signal from the 85nm TG to 

optically-probed 280nm EUV TG on a thicker Si3N4 membrane. The optically-probed signal (in blue) has 

been scaled down to match the EUV signal. The small bump circled in red is the electronic response 

measured by the EUV probe. Red lines are exponential fits thermal signals. Figure from [24]. 

Figure 5.21: EUV TG signal on a Si membrane. Data (black) follow a much slower thermal decay (fit in 

red) than the diffusive prediction (blue) at 110nm TG period. Inset: there is no dominant electronic signal 

at early times. Figure from [24]. 
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5.4.3 EUV TG on a Tabletop 

Shortly before getting the opportunity to collaborate with the FERMI team, we began designing an 

EUV TG experiment using HHG beams at JILA. We considered many approaches to producing an EUV 

transient grating using the unique properties of HHG. The ideas ranged from recombining the distinct beams 

from non-collinear HHG in a gas jet [161], to doing all of the beam steering in the visible, and finally 

generating EUV with a separate waveguide for each TG arm. However, the final design we chose, to 

optimize both stability and flux, is to split the EUV beam with a half mirror, similar to the design used by 

mini-TIMER. This design can be rather compact and monolithic, and it limits the number of optical 

elements, which are always lossy in the EUV wavelength range. This approach also allows for spatial and 

temporal overlap to be found by adjusting the final flat mirrors in situ. Fig. 5.22 shows a schematic of our 

experimental design. While our design shares many similarities with the FEL experiments, it is worth noting 

one difference that takes advantage of our HHG sources. We push the delay line on the probe from the EUV 

to the optical portion of the beam path. This allows us to reduce the losses encountered at FERMI in the 

EUV delay line. 

Figure 5.22: Design for initial demonstration of EUV TG at JILA. We will follow a focus-then-split 

design to generate EUV TG. The blue rectangles represent a silicon rejector mirror, a 3:1 toroidal mirror, 

the half mirror, the two recombining mirrors, and finally the sample. The 3:1 toroid should compensate for 

the slope error that expands the focal spot by ~3x for standard toroidal mirrors. Using a 150μm fiber, this 

should result in a 30μm diameter pump spot on the sample. The probe will first be 780nm wavelength for 

optical probing, and it will then be up-converted to 30nm by HHG for all-EUV TG. Note the probe here is 

not at the Bragg condition, so the reflected signal beam is not colinear with the input probe. The Bragg 

condition here is 46.8°. Probing at the Bragg angle would require only one access port to both input the 

probe and output the signal beam. Distances are listed in mm. The full 700mm to the fiber is not shown. 
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To develop EUV TG capabilities, we will first use shallow crossing angles and a visible probe. 

This allows us to simplify the problem and troubleshoot the TG setup without the added complexity of an 

HHG probe. Conveniently, once the system is working with an optical probe, we can add a fiber to the 

existing probe line, turn up the power, and generate an HHG probe with relatively small changes to the 

setup. One difference between the two probes, however, is that the Bragg angle would be very different 

between 780nm and 30nm wavelengths, given the same grating being probed. 

The Bragg condition is a phase matching angle where the strongest diffracted signal will be 

obtained. This phase matching can be understood by matching the wavevectors of the probe and signal 

beams to the wavevector of the TG, as shown in Fig. 5.23(b). Note, however, that this condition is only 

required when the grating is optically thick. For a thin grating, the Bragg requirement is relaxed, and several 

diffracted orders may be observed at any incident angle [29], as shown in Fig. 5.23(a). Due to the high 

absorption of EUV photons in materials, EUV TG should always be relatively thin, allowing for non-Bragg 

probing. There is still a reduction in the diffracted beam intensity when not meeting the Bragg condition, 

however, given by the factor 

𝛼 = sinc2 (Δ𝑘
𝐿

2
),                                                                       (32) 

where L is the grating thickness, determined by either the EUV penetration depth, or the sample thickness, 

whichever is smaller. Δk is the longitudinal wavevector mismatch between the probe and signal beams, 

given by 

Δ𝑘 = 𝑘𝑝𝑟𝑜𝑏𝑒(cos 𝜃𝑠𝑖𝑔𝑛𝑎𝑙 − cos 𝜃𝑝𝑟𝑜𝑏𝑒),                                                   (33) 

where kprobe is the magnitude of the probe wavevector, θprobe is the incident angle of the probe (measured 

from the sample normal), and the output angle of the diffracted signal is defined by 

𝜃𝑠𝑖𝑔𝑛𝑎𝑙 = arcsin (
𝜆𝑝𝑟𝑜𝑏𝑒

Λ
− sin 𝜃𝑝𝑟𝑜𝑏𝑒),                                                  (34) 

where λprobe is the wavelength of the probe beam, and Λ is the TG grating period [24, 159]. Though non-

Bragg probing is possible for a thin grating, the losses can still be substantial, as shown in Table 5.4. This 

is a significant concern for EUV TG using HHG, where photon flux is the main constraint. 
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Figure 5.23: Thin and thick grating diffraction conditions. a) For thin gratings, the probe may be set to 

any angle, and several diffracted orders will be produced. b) For thick gratings, the incident probe beam, 

“C”, must meet the Bragg condition to phase match the diffracted beam, “D”, and emit it from the sample 

with appreciable intensity. Right: the phase matching condition is met by matching the probe and diffracted 

beams’ wavevectors to the TG wavevector, �⃗�, which is itself determined by the two pump wavevectors “A” 

and “B”. Figures from [29]. 

 

Grating thickness 𝜽𝒑𝒓𝒐𝒃𝒆 = 𝜽𝒑𝒖𝒎𝒑 𝜽𝒑𝒓𝒐𝒃𝒆 = 𝜽𝒑𝒖𝒎𝒑 + 𝟏° 𝜽𝒑𝒓𝒐𝒃𝒆 = 𝜽𝒑𝒖𝒎𝒑 − 𝟏° 

L=10nm 99% 99% 99% 

L=20nm 97% 97% 96% 

L=50nm 83% 85% 81% 

L=100nm 46% 52% 41% 

Table 5.4 Example signal strength reductions for non-Bragg probing. In this example, I assume a 30nm 

EUV beam is probing a 56nm period TG pattern, generated by crossing two 56nm beams at 60° full crossing 

angle. The probe is incident very close to the incident pump angle, which would be the case for steering the 

probe to the same recombining mirrors as the pump (to avoid geometric constraints). Though most of the 

signal is preserved for a 10nm thick grating, the diffracted intensity is reduced by half for a 100nm thick 

grating. Reductions in signal strength for other configurations may be calculated by Eqns. 32-34. 
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The main challenge to implementing EUV TG on a tabletop is generating enough flux to excite the 

sample. Whereas the FEL has more than enough flux to burn the sample with EUV [162], HHG in general 

produces much lower flux. Thus, it is essential to test the maximum HHG flux achievable, in a configuration 

suitable for TG excitation, before construction of the experiment can begin. 

To obtain a high-flux, single-frequency source for EUV TG, we test “blue-driven” harmonics. As 

described in [163], high harmonics driven by the second harmonic of the Ti:sapphire laser (390nm 

wavelength, blue-UV regime) are more widely separated in frequency space because each photon being 

added is of a higher energy. This makes the harmonic comb easier to separate into single frequencies 

suitable for the generation of a pure TG pattern. When driving high harmonics in krypton, the cutoff energy 

for the high harmonic process lands at about the 9th harmonic, and the absorption of a thin aluminum filter 

lands at about the 5th harmonic. This leaves nearly single-frequency HHG at the 7th harmonic, 56nm 

wavelength, without the need for additional filtering by multilayer mirrors, which can be lossy. Moreover, 

HHG driven by UV pulses can have enhanced brightness and efficiency from enhanced single-atom yield, 

and phase matching of multiply ionized atoms [164]. However, second harmonic generation, for instance 

in a thin BBO crystal, is at best only 40% efficient. This more than doubles the energy required from the 

Ti:sapphire amplifier, even before high harmonics are generated. The 2mJ laser system described in Chapter 

2 is insufficient for this high-flux, single harmonic HHG approach, especially once a second HHG beam is 

required to be generated for the probe. Instead, we collaborate with another project team within our group 

that has a higher-powered driving laser and do flux tests with them. Their laser system produces 8-10mJ of 

Ti:sapphire light at a 1kHz repetition rate. Using a 400nm wavelength driving beam, a 150μm inner 

diameter fiber, a silicon rejector mirror (to help filter the driving laser), an aluminum filter, and a toroidal 

mirror, we measure a per-pulse fluence of 13.7μJ/cm2, with a 72μm diameter spot at the focus. This is very 

promising, as the mini-TIMER experiment only needed 2μJ/cm2 (with a 100μm diameter spot) to make 

thermal and acoustic EUV TG measurements [23]. This lower-energy regime of HHG is known to have 

higher flux, comparable to synchrotron radiation [165], which is another reason we will start at 56nm 

wavelength rather than 30nm wavelength. Note, however, that the 13.7μJ/cm2 quoted above is measured 
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for HHG in argon, which could have different spectral content. We must measure the spectrum of this HHG 

beam to ensure it is still single-frequency for EUV TG. 

Single frequency beams are required to generate a purely sinusoidal TG pattern. Even relatively 

small intensities of other wavelengths from neighboring harmonics will create beat frequencies that 

modulate the TG pattern. See Fig. 5.24 for an example. Because our measurement is primarily sensitive to 

the phase grating defined by thermal expansion, the multiple sine waves of the multiple interfering 

harmonics will be added in phase to define the diffraction grating. Adding in phase is equivalent to 

multiplying complex exponentials together. According to the rules of Fourier transforms, these terms are 

then convolved to define the peaks in diffraction space. Thus, the presence of low-intensity additional 

wavelengths in the pump arms will produce “side bands” around both the DC beam and the diffracted orders 

of a pure, single-frequency TG diffraction pattern. This is shown in Fig. 5.24. This would complicate the 

analysis of the measured data, though perhaps with appropriate modelling it would allow us to measure 

dynamics at multiple spatial frequencies simultaneously by selecting different diffracted orders. 

Figure 5.24: Calculated TG patterns and diffraction for single- and multi-frequency beams. The 

imperfect filtering of the HHG comb to a single wavelength leads to beat frequencies in the TG pattern 

generated. This effect is significant even for relatively low (5%) intensities of undesired harmonics. When 

diffracting from the phase grating produced by thermal expansion, side-bands are observed from the 

convolution of each sine wave from each interfering harmonic. 
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Now that we have a promising flux measurement, and a plan for single-frequency excitation, we 

are simply waiting for components to arrive to start building the EUV TG setup. In the meantime, however, 

we have been designing an optimization procedure for the experiment. First, to optimize the mode and flux 

of the HHG beam, it must be directed to a CCD camera. For the optically-probed initial demonstration, 

there is no need for an EUV-sensitive CCD camera to measure the diffracted signal, so we may place our 

camera directly behind the sample. Then, we simply move the splitting mirror and sample out of the way, 

so the full beam is visible on the CCD. We may then insert the splitting mirror until half of the beam is 

clipped, and the other TG arm may also be directed to the CCD. As long as the crossing angle is sufficiently 

shallow, and the CCD sufficiently close to the sample, both beams should be simultaneously observable. 

Even with only the first TG arm visible on the camera, we will still be able to observe the point when half 

of the beam has been clipped by the splitting mirror. For the all-EUV TG experiment, the probe and pump 

HHG beams may be directed by sample rotation to a flange-mounted CCD camera placed in a reflection 

measurement geometry. This would require either a highly reflective sample, or a suitably reflective surface 

to be mounted on the sample holder, near the sample of interest. 

To achieve spatial and temporal overlap, we have a number of tools at our disposal. Phosphorous 

and cerium YAG scintillators both fluoresce upon EUV irradiation, allowing the use of simple visible 

cameras to spatially overlap the beams using the final flat mirrors. Phosphorous is particularly useful as it 

may be painted on the corner of a sample to ensure the overlap plane matches the sample plane precisely. 

At high crossing angles, even micron scale differences between planes can rapidly take the sample out of 

the interference region of the beams. We will also have adjustability of the sample in the z-direction (along 

the bisector of the TG arms) to ensure the interference and sample planes match. To overlap the two TG 

arms and the probe temporally, we can get close by the careful measurement of optical path lengths, and/or 

the use of a fast oscilloscope. EUV radiation can generate electrons in the exposed core of an SMA cable, 

which produces a measurable signal on an oscilloscope. The two TG arms may then be coarsely 

synchronized by moving one of the mirrors to change the separation between the mirrors, and adjusting the 

mirror angles as needed. This is similar to what is described in [160, 162]. Once the TG arms are roughly 
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overlapped in time, they will be more precisely overlapped by using EUV-induced change in optical 

reflectivity. When pumped by EUV radiation, the intensity of reflected or scattered optical light is 

transiently changed [162]. Using this effect, each TG arm may be separately synchronized to the optical 

probe, which in turn synchronizes the two TG arms to one another as well. During our experiment using 

TIMER at FERMI, we found that CoFeB has a particularly strong optical reflectivity signal. We have three 

samples of CoFeB films at JILA now, to aid in finding temporal overlap using this method. As described 

in Chapter 2, the HHG pulses consist of attosecond bursts under a 10fs envelope. Trying to align these 

bursts would greatly increase the difficulty in finding temporal overlap between the two pump arms, and it 

would make them more susceptible to jitter than if only the 10fs envelopes needed to be synchronized. As 

no one has produced EUV TG using HHG, it is not known how much of a concern this would be. According 

to [164], UV driven harmonics have shorter attosecond bursts due to reduced intrinsic chirp, indicating the 

individual bursts may have to be synchronized. However, even occasional overlap due to jitter would still 

produce signal, just requiring more pulses to be averaged over in the measurement. 

The initial demonstration of EUV TG at JILA using a visible probe will be designed for a single 

crossing angle. We can vary the angle somewhat in situ by increasing the recombining mirror separation 

and translating the sample, but large changes would require a large displacement of the mirrors, and likely 

a repositioning of the camera. However, it is still possible, even at a fixed angle, to produce different TG 

periods by changing from 56nm wavelength harmonics to 30nm, and finally to 13nm. The flux constraints 

become more dire at shorter wavelengths, as the HHG efficiency is reduced and additional filtering would 

be needed to select a single frequency, so we will likely try all-EUV TG before changing HHG wavelengths.  

For all-EUV TG, we will add additional mirrors on translation stages to allow for in situ tuning of 

the TG period, and to reach very large crossing angles, as shown in Fig. 5.25. By translating the final two 

additional recombining mirrors along the arcs of two ellipses whose foci are at the first pair of recombining 

mirrors and the sample, respectively, the total path length of each arm will be preserved, maintaining 

temporal overlap, while still tuning the TG crossing angle. This can be achieved by placing the two final 

mirrors on programmable x-y stages. Though this design adds optical elements, generally sources of loss 
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in the EUV, it also makes each reflection more glancing, which increases reflectivity. These two effects 

cancel each other out at 56nm and 30nm wavelengths, producing a similar final flux at the sample. At 13nm, 

the four-mirror design actually transmits a greater flux as the reflectivity is more angle-dependent. Note 

that this design has a very short working distance, making it difficult to probe the TG pattern. This constraint 

can be overcome by probing slightly out of plane, or by reflecting the probe off of the same recombining 

mirrors to impinge on the sample at a similar angle to one of the pump arms. For a 30nm probe wavelength, 

the resulting diffracted beam is emitted nearly normal to the sample surface, which may then be collected 

by an in-vacuum photodiode. This arrangement does, however, depart from the Bragg condition, with 

resulting signal strength losses shown in Table 5.4. In the end, however, these are engineering constraints 

that can be addressed with more insight once we have done the initial demonstration of EUV TG with an 

optical probe. The flux numbers are promising that we can match mini-TIMER, where EUV TG has already 

been demonstrated, and the outlook is good for demonstrating tabletop EUV TG metrology using HHG. 

Figure 5.25: Schematic of four-mirror design for all-EUV TG at JILA. a) The design is similar to that 

shown in Fig. 5.22, but with the addition of two more recombining mirrors. Also shown are two dotted 

mirrors that represent an alternative position for these new mirrors as they are moveable to change the TG 

crossing angle. Note the path lengths have also been scaled up compared to Fig. 5.22 to counteract the 

reduction in working distance caused by the additional mirrors. b) By using x-y translation and rotation 

stages, the final two mirrors may be moved along the arcs of two ellipses whose foci are at the first 

recombining mirrors and the sample. This preserves the path length, and thus the temporal overlap.  
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5.5 Conclusions and Future Work 

In this chapter, I have presented works that extend our established EUV metrology technique to 

more complex samples. First, I presented thermal and acoustic characterizations of silicon metalattices, a 

3D hierarchical material promising for thermoelectrics. I then presented the reinstitution of optical TG 

pumping capabilities in our lab for the characterization of novel samples that preclude transducer 

fabrication. I used this capability to measure ultra-low thermal conductivity in nanoparticle molecular 

arrays and gold nanomeshes. Finally, I presented work using EUV transient gratings to directly excite 

dynamics in the deep nanoscale without the need for separate nanostructure fabrication. The first results 

were obtained in collaboration with the FERMI free electron laser in Italy, and work is underway to 

demonstrate EUV TG on a tabletop at JILA. 

The future work will primarily consist of the full development of a robust EUV TG metrology 

technique using HHG beams. This will allow for nanoscale characterization of a general set of novel 

samples, such as metamaterials, magnetic systems, and even liquids. The TG geometry moreover enables 

the extension of powerful visible techniques into the EUV regime, such as super-resolution imaging and 

four wave mixing. Now that the EUV TG approach has been proven at the FERMI FEL, and we have 

achieved comparable fluxes using HHG, all that remains is to build the experiment on a tabletop.  



 

 

 

Chapter  6 

Conclusions and Future Work 

 

In this thesis, I have used coherent, ultrafast EUV beams to measure how nanoscale thermal and 

elastic properties deviate from bulk predictions. As our technique is one of the few that accesses the deep 

nanoscale at its intrinsic timescales, the results we have obtained are critically important to inform both 

functional nanosystems design, and theoretical and computational approaches to nanosystem modeling. To 

measure a more general set of samples and move towards in-situ metrology, I have additionally extended 

our EUV measurements to a fully non-contact modality using transient gratings (TG). The main conclusions 

of this thesis are as follows: 

• Heat no longer travels diffusively when the relevant length scales of heat transfer are 

comparable to the mean free paths (MFP) of the heat carriers. Instead, some of the heat carriers 

travel ballistically across the relevant length scales and deposit their heat non-locally, 

producing a thermal conductivity much lower than what Fourier’s law of heat conduction 

would predict. For silicon and other semiconductors, the MFP’s of heat-carrying phonons reach 

from nanometers to several microns—sizes extremely relevant to nanoelectronics, where heat 

management is of major concern. We have found that bringing such quasiballistic heat sources 

closer together, so that their spacing is also comparable to the phonon MFP’s, counteracts the 

quasiballistic effect and produces faster thermal transport, closer to the diffusive prediction. By 

separately tuning the size and spacing of laser-heated nanostructures on a silicon substrate, I 

have mapped the transitions between the diffusive, the quasiballistic, and the collectively 
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diffusive regimes of thermal transport. I have also performed a control study on fused silica 

glass, where no non-diffusive behavior is expected or observed. 

• Acoustic waves are an excellent tool to characterize the elastic properties of materials. Our 

EUV probe allows us to measure surface acoustic waves far below the diffraction limit of 

visible light. By confining acoustic waves to nanoscale dimensions using nanoline transducers, 

I have successfully characterized the full elastic tensor of ultrathin films, down to 11nm 

thickness. In my first study, we found that hydrogenation, which lowers a film’s dielectric 

constant for nanoelectronics applications, causes a divergence towards incompressible 

behavior, once the hydrogenation has broken a critical number of bonds. In my second study, 

we found that two different materials, with two different levels of hydrogenation, exhibited 

different thickness dependence of their elastic properties. For highly-hydrogenated SiOC:H, 

we observed no thickness dependence down to 11nm thickness, while for less-hydrogenated 

SiC:H we observed evidence of thickness-dependent softening at 5nm thickness. We 

hypothesize that the under-coordinated atoms at a film’s free surface have less of a softening 

effect once hydrogenation has already terminated many network bonds in the bulk of the film. 

• To go beyond bulk substrates and 1D-confined thin films, I have worked to extend our 

technique to general samples, including those with 3D complex structures. First, we used 

nanoline transducers to characterize the thermal and elastic properties of silicon metalattices, 

formed by infiltrating silicon into the interstitial regions between self-assembled silica 

nanospheres. We found that these metalattices had very low thermal conductivity, but 

predictable elastic properties according to continuum mechanics. Next, I used optical TG to 

characterize the effective thermal conductivity of 2D nanoparticle-molecular arrays, without 

disrupting the system with nanoline transducers. We found the thermal conductivity of these 

arrays was extremely low, which is potentially useful for thermoelectric applications. Finally, 

I collaborated with the FERMI free electron laser to directly excite nanoscale thermal and 

elastic dynamics using EUV transient gratings. We demonstrated this technique on a number 
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of transparent and opaque materials, and our work later contributed to the first demonstration 

of all-EUV TG measurements by the FERMI team. By both pumping and probing samples with 

EUV beams, this technique directly accesses deep nanoscale dynamics without the need for 

transducers, and with the promise of compatibility with any sample that has a flat surface. 

The next step for our experiment is to build an EUV TG setup here at JILA, using HHG beams. So 

far, we have designed our approach, conducted flux tests, and gathered most of our equipment. It is very 

promising to have a first demonstration of tabletop EUV TG within a few months’ time. This will greatly 

broaden the number of samples we can measure with our nanometrology technique and remove the 

complexity and time it takes to perform nanofabrication prior to our measurements. Additionally, the EUV 

TG geometry enables other techniques, such as super-resolution imaging using structured illumination 

microscopy, and nonlinear four wave mixing. 

In addition to the new EUV TG setup, there is still much opportunity for study using our established 

nanograting-based technique. We already have samples of long MFP materials with nanostructure sizes that 

reach into the fully ballistic transport regime. At these scales, the ultrafast dynamics we measure can be 

dominated by highly non-equilibrium transport, which depends greatly on the specific excitation pathways 

accessed in the material. By using laser-heated nanostructures, our established grating-based technique uses 

a fundamentally different mechanism for depositing energy in the substrate, compared to direct excitation 

by EUV TG. Comparing the two excitation approaches on the same substrate, at the same grating periods, 

would be a new way to study ultrafast couplings and light-matter interactions in the EUV regime. HHG 

sources would be particularly well-suited for these studies, given their exquisite time resolution. Similarly, 

by changing between optical and EUV probing of our measurements, we can cleanly distinguish between 

ultrafast phonon and electron dynamics—non-resonant EUV probes are almost exclusively sensitive to the 

former, while optical probes are dominated by the latter at early times. A study such as this would enable 

the precise study of electron-phonon coupling in metal nitrides and other optically-excitable materials.  

Both the nanograting and transient grating techniques are complementary to our dynamic imaging 

technique, which accesses local nanostructure information. The former techniques rapidly characterize the 
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overall material properties of a sample, while the latter technique informs what is happening near a single 

nanostructure. All of these approaches will be needed to characterize advanced, hierarchical nanosystems 

that have critical dynamics at sizes from the single nanometer, up to microns. 

Given the ability of our nanograting-based technique to study technologically relevant materials, 

and the promising ability of TG to measure even more novel samples, coherent EUV nanometrology based 

on HHG sources is well-positioned to continue informing the next generation of materials development. 
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Appendix 

COMSOL Finite Element Analysis 

 

Throughout the work of this thesis, I have relied on the commercial software COMSOL to analyze 

both thermal and elastic measurements of nanoscale systems. COMSOL uses the finite element method to 

solve differential equations that model physical systems, a process known as finite element analysis (FEA). 

While the differential equations used assume classical, continuum mechanics, this approach has great power 

and utility in that it can model our real experimental geometries, and it does not require prohibitive amounts 

of computing power. For the thermal transport problem, the use of an effective Fourier model means that 

the bulk diffusion equation may be directly implemented in COMSOL, as long as either conductivity or 

resistivity is adjusted to account for nanoscale effects. For the elastic properties problem, we have observed 

good agreement between COMSOL and diffraction measurements, indicating that continuum mechanics 

remains a reasonable approximation for acoustic propagation, even at deep nanoscale sizes. In the following 

appendix, I will discuss in more detail the COMSOL modelling performed for each of these measurements. 

A.1 Finite Element Analysis 

To solve partial differential equations, the finite element method first discretizes a system into a 

series of points. These are the discrete locations where variables such as temperature and displacement are 

calculated as a function of time. These points together make a mesh that may be explicitly defined or, more 

commonly, “grown” from the defined boundaries according to established algorithms and user inputs. 

Generally, a higher density mesh is needed in locations with more confined dimensions. For our nanoline 

systems, the mesh must be high density at the nanoline-substrate interface, and it can grow to a much larger 
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spacing between mesh points as it extends into the depth of the substrate. Fig. A.1 gives examples of 

standard meshes used in our analysis. 

Figure A.1: Finite element analysis meshes. These meshes are grown using one of COMSOL’s built-in 

algorithms, which is based off of a triangular lattice. a) 3D simulation cell used for 2D nanocubes. b) 2D 

simulation cell used for 1D nanolines. c) Calculated displacements on mesh in (b) after thermal expansion. 

Displacements are represented both by moving the point positions in cartesian space and by color. 

Displacements are exaggerated for visualization in (c). Panels (b) and (c) taken from [20]. 

One important practical aspect of FEA is that an improper mesh can give inaccurate results or 

inhibit the convergence of the calculation. As an example, if the mesh point spacing is similarly sized to 

the acoustic wavelength being studied, the wave can unphysically diffract or disperse due to the mesh itself 

and produce dynamics not present in the experiment. It is thus important to give great care to the mesh 

generation when using FEA to interpret experimental results. We confirm there is no spurious mesh-

dependence in our calculations by changing the number of mesh points, rerunning the simulation, and 

verifying there is no change in our results.  

Similar to requiring proper sampling in space with an appropriate mesh, FEA requires a small 

enough step size in time to properly sample the dynamics that are occurring. If too large of a time step is 

used, the simulation will not be properly constrained, and it will produce unrealistic values or in the worst 

cases diverge. As mentioned in Chapter 3, the fastest dynamic we simulate in COMSOL is electron-phonon 

coupling according to the two-temperature model. For these simulations, the step size must start at 2fs until 

the ultrafast transients have decayed. For both time step size and number of mesh points used, there is a 
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trade-off between accuracy and computational time. The more steps and mesh points used, the longer it 

takes for a simulation to finish. Generally, we try to use the fewest time steps and mesh points we can, 

without losing accuracy. 

A.2 Thermal modelling and fitting 

To analyze our thermal experiments, we first model a single unit cell of the periodic grating, as 

presented in [20], and described below. As all of the COMSOL-based thermal analysis presented in this 

thesis uses nanolines, I will limit discussion here to the 2D cross section case (approximates nanolines as 

infinite), as shown in Fig. A.1(b). The sides of the simulation cell use periodic boundary conditions to 

capture the dynamics of an infinite nanograting. This is a reasonable approximation as we probe the center 

of our gratings. The nanoline-substrate interface has continuous displacements (no-slip condition), but 

discontinuous temperature due to the thermal boundary resistivity. The top surface has unconstrained 

displacement, but the heat flux is set to zero as losses due to radiation are minimal, and convection is not a 

concern for our in-vacuum experiments. The substrate is modeled as several microns thick – enough so that 

no heat will reach the bottom boundary within the simulated time window. The bottom surface has both 

zero displacement and heat flux. We solve for the temperature, T, and displacement, u, at every point as a 

function of time using the coupled thermoelastic equations, 

∇ ⋅ (c : ∇(u − αΔT)) = ρ
∂2u

∂t2
, 

ρ𝑐𝑝

∂𝑇

∂𝑡
+ ρ𝑐𝑝𝑢 ⋅ ∇𝑇 = ∇ ⋅ (κ∇𝑇) + 𝑄, 

where c is the elastic tensor, α is the linear thermal expansion coefficient, ρ is the density, cp is the specific 

heat capacity, κ is the thermal conductivity, and Q is the heat source (absorbed laser pulse in our case). The 

effective resistivity, reff, at the nanoline-substrate interface is introduced using the relationship 

𝑛 ⋅ (κ∇𝑇) = −
Δ𝑇

𝑟𝑒𝑓𝑓
, 
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where n is the unit vector normal to the surface, and ΔT is the temperature discontinuity across the interface 

introduced by the boundary resistivity. 

Using this approach for each COMSOL calculation, we perform a suit of simulations to fit each 

grating geometry (linewidth and period). We first calculate the surface displacement for a variety of 

effective resistivities, with all other parameters held constant. We then numerically diffract from each 

simulated surface displacement, using the Fresnel approximation. Building change in diffraction signals in 

the same way as for experimental measurements, we obtain a single change in diffraction efficiency signal 

versus time for each COMSOL simulation. This is shown for a single grating on silicon in Fig. A.2. 

Figure A.2: Sweep of effective resistivity simulations for a nickel grating on silicon. As the effective 

resistivity is increased, the thermal decay slows down, as expected. A separate set of simulations is 

performed for each grating geometry on each sample being investigated. Note that these diffraction signals 

are calculated under the quasistatic approximation, which removes acoustic oscillations. 

When performing thermal simulations, we use the quasistatic approximation rather than calculating 

the full elastic dynamics of the system. This retains the necessary information for thermal analysis but 

greatly reduces computation times. The quasistatic approximation discards the second derivatives of 

displacement in the thermoelastic equations, meaning that acoustic waves are eliminated from the 

calculated displacements, but the thermal expansion is still properly influenced by the elastic tensor of the 
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material. As shown in Fig. A.3, the quasistatic diffraction signal goes through the average of the acoustic 

dynamics, enabling least squares fitting of the quasistatic signals to experimental signals. 

Figure A.3: Comparison of full inertial and quasistatic simulations. The blue line is measured data for 

a 100nm linewidth, 400nm period nickel nanograting on a fused silica substrate. The green dotted line is a 

full inertial COMSOL calculation that includes all acoustic dynamics in this system. The red dashed line is 

a quasistatic calculation for this system, which passes through the moving average of the acoustic waves. 

note that the full inertial model is calculated at a very fine time step, but it is down-sampled here to provide 

a better comparison with the measured data. 

After calculating a series of diffraction signals as a function of reff, we must find the value of reff 

that produces the best fit curve for our measured data. For improved resolution in our fit, we require some 

form of continuous interpolation between the series of simulated curves, such as those shown in Fig. A.2. 

For the work presented in this thesis, we do this by first fitting a double exponential to each simulated curve. 

We then look at how each of the four parameters (amplitude and time constant for both exponentials) change 

from one resistivity to the next, and fit a polynomial to each parameter as a function of resistivity. This 

produces a final analytical function that closely approximates our simulated curves, but allows for 

continuous tuning of resistivity between the simulated bounds. Mathematically then, the function we fit to 

our experimental data trace is 

𝑓(𝑡) = 𝑎(𝑟)𝑒−𝑡/𝑏(𝑟) + 𝑐(𝑟)𝑒−𝑡/𝑑(𝑟), 
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where the parameters a(r), b(r), c(r), and d(r) are polynomial fits to how the double exponential parameters 

change as a function of resistivity. Because the polynomial and double exponential fits are simply used to 

analytically reproduce our COMSOL-calculated signals, we do not ascribe any physical meaning to these 

parameters. The polynomial fits to the double exponential parameters are usually of degree three, as that is 

sufficient to reproduce our COMSOL results, though some simulations require a fourth order polynomial 

for the polynomial fit to reliably reproduce COMSOL results. 

In addition to fitting the effective resistivity, we include three other fit parameters that aid in the 

registration of the simulated curve to the experimental data. These parameters are horizontal offset, vertical 

offset, and normalization, as shown in Fig. A.4. Of course, unconstrained offsets and normalizations can 

give spurious and non-unique fits, so we limit these parameters according to the experimental data trace 

itself. The horizontal offset is limited to sweep the points along the rise in signal from time 0 to the peak of 

thermal expansion. This range is chosen because the appropriate start point lies somewhere within this 

range for the quasistatic curve that excludes inertial effects at early times. The vertical offset is bound by 

the noise level before time 0, which can obscure where the real zero signal line lies. The normalization is 

the most difficult parameter to bound because the inertial effects excluded by the quasistatic approximation 

can cause significant changes in signal amplitude at early times. The most reliable method for setting the 

range of normalization is thus to compare the initial heights of full inertial and quasistatic simulations of 

the same grating geometry. As the full inertial simulation captures all the acoustic dynamics present in the 

experiment, this relative height bounds the relative height between the quasistatic simulation and the 

experimental data.  

Once all of these bounds are determined, we perform a least squares fit to the data for each 

combination of reff, horizontal offset, vertical offset, and normalization. The combination that has the lowest 

residual error is then taken to be the best fit. In most cases, there is a clear minimum in the residual that is 

not at the edges of the simulated parameter space, indicating a true fit. In some cases, we do have to limit 

the offsets or normalization at the edge of their allowed values, according to the physical constraints listed 

above. For reff, however, we always ensure the best fit lies somewhere in the middle of the calculated range 
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so that the best fit value is not artificially limited by the scope of our calculated range. This process is 

repeated for each independent measurement on a given grating, with the final quoted value and uncertainty 

of reff for that geometry being the average and standard deviation, respectively, of each best fit. 

A.3 Acoustic wave modelling for elastic properties 

To extract the elastic properties of ultrathin films using our experimentally measured surface 

acoustic waves (SAW), we follow the procedure described in [22] and outlined in Chapter 4. This process 

fully accounts for the mass loading of the nanostructures, which depresses the SAW velocities compared 

to the values that can be derived for a pure film-on-substrate sample without any nanostructures. Similar to 

the thermal simulations, our procedure minimizes the amount of full inertial calculations needed, as they 

are the most computationally expensive. The quasistatic approximation is not an option in this case, since 

it removes all acoustic waves. Instead, we leverage the power of eigenfrequency analysis in COMSOL, 

which only requires the static geometry of the nanoline – thin film – substrate unit cell. In this analysis, 

COMSOL solves for the eigenfrequencies, f, of the static structure using the equation 

ρ(𝑓2π)2𝑢 − ∇ ⋅ σ = 𝐹𝑉 , 

where ρ is the density, u is the displacement, σ is the stress, and FV is the load on the material. These 

calculations proceed very fast, and give all of the supported eigenfrequencies of the structure, within a 

specified frequency range. The surface acoustic waves we measure must match one of these frequencies. 

To determine which of these eigenmodes are excited in our experiment, we now turn to the full 

inertial COMSOL simulations. Using the same thermoelastic equations described in the previous section, 

we calculate the complete dynamics of the system from laser heating to maximum thermal expansion. This 

only requires a simulation time window of ~100-200ps, which is well below the ~8ns time window required 

to reproduce the full experimental measurement. Once we have calculated the point of maximum thermal 

expansion, we have the excitation that launches all the acoustic waves we observe. Thus, we can project 

the maximum displacement field onto the basis of eigenmodes we previously calculated to determine which 

eigenfrequency corresponds to our measured SAW frequency. As shown in Fig. A.4, the projected 
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amplitude of the maximum displacement field, decomposed onto the eigenmode basis, will reach a 

maximum at the eigenfrequency corresponding to the excited SAW frequency. This provides a ready 

identification of the calculated SAW frequency that can be directly compared to the measured SAW 

frequency, without having to simulate a full inertial signal that is fit to the raw data.  

Figure A.4: Determination of SAW frequency using eigenfrequency analysis. When the maximum 

displacement field is projected onto the basis of eigenmodes for the nanostructure-film-substrate system, 

each eigenfrequency has a different weight contributing to the maximum displacement field. As the laser-

heated nanoline grating predominantly excites the fundamental SAW, the large amplitude projection 

corresponds to this wave. Note that flips in sign are just a 180 degree phase shift when adding that mode to 

form the total displacement field, and this does not always line up with the maximum projected amplitude. 

We tune the elastic properties of the film-substrate system until the calculated SAW frequency 

matches the measured SAW frequency. As described in Chapter 4, we first simulate a large grating, where 

the SAW has a long penetration depth and travels mostly in the substrate. The wave speed is thus primarily 

sensitive to the substrate elastic properties, and we tune the elastic constants of the substrate a small 

percentage from their nominal values to fit the measured SAW frequency. This accounts for manufacturing 

imperfections and film-induced strain in the substrate. Next, we simulate a small grating where the wave is 

fully confined to the film. By tuning the Young’s Modulus of the film in COMSOL, we match the calculated 

and measured SAW velocities, and thus extract the elastic constants of the film accounting for mass loading. 


