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Ticknor, Christopher Carl (Ph.D., Physics)

Controlling Cold Collisions of Polar Molecules with External Fields

Thesis directed by Prof. John L. Bohn

In this thesis we explore how external fields can be used to control collisions

of ultracold polar molecules. First we review the Stark and Zeeman effects for polar

molecules and two body multi-channel scattering theory. A general treatment of the

Stark effect and dipolar interactions is also presented. We consider cold collisions of OH

molecules in the 2Π3/2 ground state under the influence of a magnetic field. We find

that modest fields of several thousand Gauss can act to suppress inelastic collisions of

weak-field-seeking states by two orders of magnitude. We attribute this suppression to

two factors: (i) an indirect coupling of the entrance and the exit channel, in contrast

to the effect of an applied electric field and (ii) the relative shift of the entrance and

exit scattering thresholds. In view of these results, magnetic trapping of OH may prove

experimentally feasible.

We also present first steps toward understanding the ultracold scattering prop-

erties of polar molecules in strong electric field-seeking states. We have found that the

elastic cross section displays a quasi-regular set of potential resonances as a function of

the electric field, which potentially offers intimate details about the intermolecular in-

teraction. We illustrate these resonances using a “toy” model composed of pure dipoles

and a more physically realistic system. To analyze these resonances, we use a simple

WKB approximation to the eigenphase, which proves both reasonably accurate and

meaningful.
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Chapter 1

Introduction

Dipoles and their interactions constitute a dominant driving force behind the

structure and physical properties of matter. Aspects of dipolar driven structure can

be found in plasmas [1], biomolecular fluids [2, 3], magnetic materials [4, 5], and semi-

conductors [4, 6, 7]. Such systems display fantastically rich collective behavior origi-

nating from anisotropic dipolar interactions. For example, the dipolar interaction can

induce phase transitions, in which the systems become more ordered such as when a

ferromagnet is cooled below its Curie temperature, the dipoles begin to align and the

macroscopic system gains macroscopic order [8]. Dipolar interactions can also have sub-

tle, yet significant, effects, such as in high TC superconductors where magnetic order

plays a significant role in their properties [9, 10, 11, 12, 13].

Dipolar systems become even more intricate with the application of an external

field that also interacts with the dipoles. This field can be used to control the dipoles

and, consequently, the physical properties of the system. Examples can be found in

such phenomena as colossal magneto-resistance [14], mesoscopic ferro-fluids [15, 16], or

the phases of high TC superconductors [17, 18, 19]. Since the dipole-dipole and field-

dipole interactions determine the properties of many physical systems, it is desirable to

understand them. Even simple models of dipoles have rich properties. For example, the

Ising model is an array of fixed dipoles on a lattice that only interact with their nearest

neighbors. This model displays phase transitions much like those found in ferromagnets
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[8, 20].

However, physical systems are complicated and have many contributing inter-

actions that lead to their physical properties; thus understanding their properties is

difficult. The desire to gain insight into complex systems has led to the pursuit of rel-

atively simple physical systems that can be studied and explored more throughly. The

relatively new field of ultracold 1 atoms is a wonderful example of such systems [21]. A

notable success of this field was the production of Bose-Einstein Condensation (BEC) in

a gas composed of dilute alkali atoms in 1995 [22, 23, 24]. Since then, ultracold atomic

systems have allured researchers to explore the fundamental properties of matter [25].

The techniques to control ultracold atoms that led to BEC have been used to create

degenerate Fermi gases [26]. Furthermore, the ability to control atomic interactions has

led to the study of the BEC-BCS crossover problem [27, 28, 29]. Such rapid advances

have led to new insights into the properties of matter because these systems can the

finely tuned, controlled and then explored.

With the tremendous success and advancements in ultracold atomic physics, sci-

entists have begun to turn their attention towards polar molecules, with hopes of placing

them in the ultracold environment [30]. We are excited about the possibilities that dipo-

lar interaction will lead to strongly correlated systems, which can be finely controlled.

Just as the study of ultracold alkali atoms yielded the ability to carefully study many-

body systems, scientists speculate the investigation of ultracold polar molecules could

lead to advances in the understanding of highly correlated, strongly interacting dipolar

systems and even insight into dipolar phase transitions.

Exciting predictions have begun to emerge for ultracold dipolar systems; most

predict novel collective properties [31]. These predictions include the creation of BECs

with novel physical properties, exotic collective excitations [32, 33, 34], super-solid phase

1 By convention, “cold” atomic gases have temperature equal to or less than 1 mK, and “ultracold”
gases have temperatures roughly equal to or less than µK.



3

transitions in dipolar BECs [35], and novel types of pairing physics for fermions [36,

37, 38]. These possibilities are exciting because of insights they might offer in the

fundamental properties of matter. Furthermore, they may have exciting applications,

such as the use of ultracold polar molecules for robust quantum computing schemes [39].

At the heart of such predictions are the two-body dipolar collisions, which are

not well understood. There is a growing need to understand these collision properties

as the experiments begin to trap polar molecules. We need to understand the molecular

collisional properties to build accurate predictions about their collective behavior and

exploit them. It is the intention of this work to explore the theory of ultracold two-

body collisions of polar molecules and to understand how external fields can be used to

control the collisions.

In the next two sections we briefly review the current state of research into the

production and understanding of ultracold molecules. We first present an overview of

experimental methods [30], followed by a review of the state of theory for cold collisions

of polar molecules.

1.1 Production of Cold Polar Molecules

One way to produce cold molecules is to start with cold atoms and then associate

them. This can be achieved with a magnetic Feshbach resonance, i.e., using an applied

magnetic field to alter the molecular structure of colliding pairs such that they can be

dynamically converted into molecules. The use of these resonances to produce ultracold

molecules has been experimentally demonstrated with several different alkali systems

[40, 41, 42, 43, 44]. Recently Feshbach resonances between different alkali atoms have

been observed [45, 46], leading to the possibility of polar molecules. The molecules

produced are vibrationally excited. To get to absolute ground state molecules requires

another technique such as the techniques developed for photo-association (PA). PA uses

a laser to associate two colliding atoms into a molecule that has an excited electronic
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state. Then, with the application of another laser, a stimulated Raman process can

drive the excited molecule to the molecular ground state. PA has successfully been

used to produce RbCs molecules in their absolute vibrational ground state [47, 48, 49].

KRb has also been photo-associated [50, 51], although not yet in its vibrational ground

state. These indirect methods are currently confined to producing hetero-nuclear alkali

molecules.

Another set of experimental techniques used to produce cold polar molecules are

called direct methods, because they start with molecules and then cool them directly.

There are many ways to do this, the first being buffer gas cooling [52, 53, 54, 55], that

uses cold Helium to cool the molecules through collisions. Another successful means of

cooling molecules is by electric-field-pulsed slowing or Stark slowing [56, 57, 58, 59, 60].

Other means of slowing molecules are light-field slowing [61], laser cooling [62], counter-

rotating-nozzle slowing [63], single collision scattering [64], and beam skimming [65, 66].

The advantages of these techniques is that they are general enough to be used on almost

any polar molecule or even non-polar molecules in some cases. These direct methods

have been used to slow CaH, NH, OH, NH3, and H2CO, among others. The disadvantage

is that direct methods have not achieved ultracold temperatures.

Regardless of the means by which molecules are cooled, it is necessary to under-

stand the molecular interactions and how external fields can be used to influence them.

With such an understanding, the dipolar interaction could be controlled and therefore

the properties of the gas could be chosen. We now review the state of ultracold molecular

collision theory.

1.2 A Review Ultracold Collision Physics

An area of rapid development in cold collision theory is in the understanding of

the vibrational quenching of molecules. This research was motivated by the experimen-

tal production of Feshbach-associated molecules in highly excited vibrational states;
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such processes are a first step toward understanding and accurately modeling ultracold

chemical reactions [67, 68, 69, 70, 71, 72, 73, 74, 75, 76]. These studies focused on

important issues such as the life time of vibrationally excited molecules in the presence

of other molecules or atoms.

It might also be possible to control the chemical properties of ultracold molecules

through various means such as external fields. An example would be the hydrogen

abstraction process in OH+H2CO →H2O+HCO, which by using electric fields could

control intimate details of the chemical reaction [77]. The idea of sensitively controlling

a chemical reaction could pave the way for detailed studies and significant advances in

the understanding and observation of real time chemical reactions.

There have been a few theoretical studies on ultracold chemical reactions [78, 79,

80]. One particularly interesting study found that the chemical reaction H2 + F →

HF +H will still take place at significant rates even though the reaction has a barrier

of 700 K [79]. Such studies show that studies of chemical reactions should be possible at

ultracold temperatures. Later it was found that such large rates were resonance assisted

[80], further bolstering the claim of control.

At the heart of all these studies is the two-body interaction of molecules that

either make up the molecular gas or the reactants. Thus for an accurate theory of such

systems, there must be a clear understanding of the two-body collision physics.

Some of the first studies explicitly dealing with ultracold collisions of molecules

were those considering buffer-gas cooling and molecule-helium collisions [81, 82, 83,

84, 85]. Both were of great importance in understanding how the buffer gas system

would affect the molecules to be cooled. These studies also explored the influence of the

external magnetic field on the collisional properties of an ultracold gas as a means to

control it. Since the success of these studies and the experimental achievement of cold

trapped molecules, the attention of theorists has turned to the collisions of molecules.

There have been several studies of polar molecule-molecule collisions [86, 87, 88,
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89, 90, 91, 92, 93] whose primary focus was the influence of external fields on the

collisions. For a review, see Ref. [94]. One intriguing discovery has been the novel

long-range scattering resonances dubbed “field-linked” states [90]. Field-linked states

are produced when two weak-field seeking states collide and their dipolar interactions

temporarily create a long-range bound state. Another proposed use of a magnetic field

is to break weakly bound complexes [95]. Such studies have shown possible means of

controlling collisions with external fields.

1.3 This Work

The focus of this thesis is to understand dipolar interactions of polar molecules

in an ultracold environment. These studies are carried out through full quantum me-

chanical calculations exploring the collisions of two polar molecules and how external

fields influence the collisions. This work was motivated by a desire to understand how

to control the interaction of polar molecules. Such an understanding is increasingly

paramount as experiments strive towards trapped ultracold polar molecules. Control-

ling the collisions of polar molecules could lead to a means to increase trap-life time or

provide prescriptions for probing particular aspects of the dipolar gas one is interested

in.

This theory will also facilitate many other theoretical studies and advance the

broader understanding and applications of dipolar interactions. One avenue of contri-

bution leads to the addition of realistic molecular interactions into many-body theories.

In analogy with ultracold atoms, a clear understanding of the two-body interaction will

be essential for the many-body theories to accurately describe and predict the collective

behavior.

This work pursues an understanding of the long-range scattering properties of

polar molecules and largely ignores the effects of short-range molecular interaction.

There are two reasons for this omission: first, the surface that would govern such a
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collision may not be well known and second, molecular scattering is largely determined

by the long-range dipolar properties of the interaction. Thus many aspects of collisional

control will originate from long-range scattering. Then as the experiments achieve colder

temperatures, they will be able to systematically probe the short-range interaction with

control already achieved by an understanding of the long-range scattering.

The order in which this thesis is presented is as follows: Chapter (2) reviews

how molecules behave in the presence of external magnetic and electric fields, Chapter

(3) reviews multichannel scattering theory and aspects of field dressing, Chapter (4)

discusses how a magnetic field could be used to suppress inelastic losses in collisions of

weak-field-seeking states of polar molecules [92]. Chapter (5) discusses how an electric

field can be used to control collisions of strong-field-seeking states of polar molecules

and identifies an intriguing set of scattering resonances found in this system [93].



Chapter 2

External Fields and Molecules

This chapter describes how external fields influence the internal states of molecules.

To begin, we look at the Stark and Zeeman effects. We offer examples of Hund’s case (a)

and (b) molecules. The theory of how to treat asymmetric rigid rotors is also discussed.

Then we look specifically at OH in the hyperfine basis and contrast the effects of electric

and magnetic fields.

2.1 General Form of the Stark Effect

Since the electric field is a true vector (as opposed to a pseudovector), it only

couples states of opposite parity [96]. For molecules, these states are usually separated

in energy by an amount, which we will denote ∆. This means the Stark energies vary

quadratically with low electric field and linearly only at higher fields once the Stark

energy is greater than the splitting. This coupling of states of opposite parity is a

general feature of the Stark effect, whether the electric field originates from an external

source or from another molecule as in the dipolar interaction. In the following section

we develop the Stark effect in a general manner to allow its results to be used in the

dipolar interaction of rigid rotor molecules.

We assume that vibrational degrees of freedom are frozen out and the geometry

of the molecule is constant. This is the rigid-rotor assumption that is justified at low

temperatures because there is not enough energy to excite vibrational modes that are
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usually several hundred Kelvin away in energy [97]. A molecular state is described in

terms of the state vector |JMJΩ〉, where J is the molecule’s rotational plus electronic

angular momenta, MJ is the projection of J onto the lab axis, Ω is J ’s projection

onto the molecular axis. We have suppressed the electronic degrees of freedom that are

needed to specify the molecular state because they are spectators in the Stark effect at

low fields and are constants of motion for our studies.

To describe the rigid rotor molecular wave function, we use 〈α, β, γ|JMJΩ〉 =
√

2J+1
8π2 D

J?
MJΩ(α, β, γ), where α, β, γ are the Euler angles defining the molecular frame

and DJ?
MJΩ is a Wigner D function (or rotation matrix). We use the short hand ω̂

to represent the Euler angles. For a complete discussion on the Wigner D function’s

properties see Refs. [97, 98, 99].

With this description of the molecular state, we can explore the basic properties

of the Stark effect. The Stark Hamiltonian has the form

HS = −~µ · ~E , (2.1)

where ~µ is the electric dipole moment of the molecule and ~E is the electric field. We will

take the field to be in the ẑ direction of the fixed lab frame in subsequent chapters, but

for the current discussion we pursue a general approach and allow the field to point in an

arbitrary direction. The Stark interaction can be evaluated by decomposing the electric

field into its spherical components and rotating the molecular dipole operator into the

lab frame. To rotate an operator from the molecular frame, we again use a Wigner D

function. In our case, the two frames are the lab and molecular frame, which are related

by the same Euler angles ω̂ defining the molecular orientation. A rank k operator in

the lab frame, T k
q , can be expressed in terms of the molecular frame operators with the

transformation: T k
q =

∑

λD
k?
qλ(ω̂)T k

λ , where λ (q) is projection of the operator onto the

molecular (lab) axes [97]. The inverse, a molecular frame operator described in terms

of lab frame operators, is T k
λ =

∑

q D
k
qλ(ω̂)T k

q .
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The dipole is naturally defined in the molecular frame and most generally has the

form ~µ =
∑

k µkêk, but this is overkill. The dominant axis of symmetry (ê0) usually

has the only significant dipole moment because of symmetry. For example, a diatomic

molecule has only one dipole moment [97]. For simple polyatomic molecules, there is

generally only one component of the dipole moment that needs to be considered to get

a physically realistic description. Thus the dipole moment has the form ~µ = µê0. The

Stark Hamiltonian can be evaluated by rotating the dipole into the lab frame. Then in

spherical coordinates, the Stark Hamiltonian has the form

HS = −
∑

q

EqD1?
q0µ(ω̂). (2.2)

To get a feel for what the Wigner D-function is, we note that D1?
q0(α, β, γ) is equal to

(−1)2qC1
q (β, α), where C1

q is a reduced spherical harmonic.

At the heart of evaluating the Stark effect, we find the field operator D1?
q0 coupling

two molecular states, which themselves are described by D functions. Thus to evaluate

the matrix element, we have an integral of three Wigner D-functions integrated over

the molecular coordinates. Written out, the integral is

〈JMJΩ|D1?
q0(ω̂)|J ′M ′

JΩ〉 = [J, J ′]

8π2

∫

dω̂DJ
MJΩ(ω̂)D1?

q0(ω̂)DJ ′?
M ′

J
Ω(ω̂)

= [J, J ′](−1)MJ−Ω









J 1 J ′

−MJ q M ′
J

















J 1 J ′

−Ω 0 Ω′









. (2.3)

Here (...
...) is a 3-J symbol that describes the addition of two angular momenta. One of

the properties of the 3-J symbol is that the bottom row must sum to zero to yield a

nonzero result. This property tells us that q = MJ −M ′
J and Ω = Ω′, which is a partial

statement of angular momentum conservation. We have also introduced the notation:

[j1, j2, ..., jN ] =
√

(2j1 + 1)(2j2 + 1) · · · (2jN + 1). With this matrix element, we are

able to construct the Stark Effect for any rigid rotor molecule. For valuable discussions

on the Stark effect, see Refs. [97, 100].



11

A molecule may have a nuclear spin that generates a hyperfine structure. Because

of this, it is more appropriate to present the matrix elements in the hyperfine basis,

where F and MF define the state. Here F is the sum of J and the nuclear spin I in the

usual angular momentum sense. Thus F can have the values ranging between J+I and

|J − I|. The energy separation between hyperfine levels is usually much less than either

the rotational or Λ-doublet splitting between different parity states of the molecules.

We use the Wigner-Eckart theorem to compute the Stark matrix elements in a

compact form. The matrix elements of the Stark effect are

〈αFMF |HS|α′F ′M ′
F 〉 = −µE〈αFMF |D1?

q0 |α′F ′M ′
F 〉, (2.4)

which is written in terms of a purely geometrical matrix element. This geometrical

matrix element can be evaluated with the application of the Wigner-Eckart Theorem

〈αFMF |D1?
q0 |F ′M ′

Fα
′〉 = [F ](−1)1+F ′+MF

×









F ′ 1 F

M ′
F q −MF









〈αF ‖ D1?
0 ‖ α′F ′〉. (2.5)

Here 〈αF ‖ D1?
0 ‖ α′F ′〉 is the reduced matrix element, and α represents all remaining

quantum numbers needed to uniquely determine the quantum state, such as Ω. We

retained q as a place holder that takes on the appropriate value MF −M ′
F when being

evaluated. If we exploit the fact that the electric field is in the ẑ direction, then q = 0,

and we find that MF = M ′
F . We use the angular momentum conventions and statement

of the Wigner-Eckart theorem defined by Brink and Satchler [98] that differ from other

conventions like those used by Ref. [97].

A standard means of obtaining reduced matrix elements is by using the Wigner-

Eckart Theorem on Eq. (2.3):

〈αJM |D1?
q0 |α′J ′M ′

J 〉 = [J ](−1)1+J ′+MJ

×









J ′ 1 J

M ′
J q −MJ









〈αJ ‖ Dk?
0 ‖ α′J ′〉. (2.6)
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Then we set this result equal to the RHS of Eq. (2.3). From this equality, one can then

solve for the reduced matrix element, which yields

〈αJ ‖ Dk?
0 ‖ α′J ′〉 = [J ′](−1)−Ω−J−2J ′









J 1 J ′

−Ω 0 Ω′









. (2.7)

We now look into specific molecular examples and discuss the explicit basis sets

used to describe molecules. When doing this, we maintain the use of hyperfine notation,

but, at first, we offer simplified examples with I = 0. Then after we have illustrated the

Stark effect, we closely study OH with hyperfine structure.

2.1.1 Molecular Examples: Hund’s Case (b)

First, consider a Hund’s case (b) molecule with L = 0. Hund’s case (b) occurs

when the electronic spin is decoupled from the molecular axis, but the orbital angu-

lar momentum is coupled to the molecular axis. Falling into this category are many

molecules such as heteronuclear alkali dimers and SrO with 2S+1Σ ground states. Here

the parity of a state is identified by the quantum number J , parity = (−1)J [97]. The

Stark effect therefore directly mixes the ground state, J = 0, with the first rotation-

ally excited state, J = 1. Thus ∆, the energy splitting between the parity states, is

2B = BJ(J + 1), where B is the rotational constant that is inversely proportional to

the molecule’s moment of inertia. The state is described simply by |JMJ〉.

Accounting for the possibility of nuclear spin and electronic spin, we produce gen-

eral matrix elements in the hyperfine basis. Including the nuclear spin does not change

the form of the Stark effect although the Stark effect can couple different hyperfine

states together if they have the same MF . In the hyperfine basis, we find the reduced

matrix element to be

〈αF ‖ D1?
0 ‖ F ′α′〉 = [N,N ′, J, J ′, F ](−1)F+I++J+J ′+S+N+N ′

×















F F ′ 1

J ′ J I





























J J ′ 1

N ′ N S























N ′ 1 N

0 0 0









, (2.8)
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where the index α represents N,S and {......} is a 6-J symbol that describes the addition

of three angular momenta. We are able to relate reduced matrix elements in the F basis

to reduced matrix elements in the J basis through relations given in Brink and Satchler

[98]. The one used for the current discussion is of the form:

〈α(JI)F ‖ D1?
0 ‖ α′(J ′I ′)F ′〉 ∝















F F ′ 1

J ′ J I















〈αJ ‖ D1?
0 ‖ α′J ′〉δII′ . (2.9)

Here operator D1?
0 does not act on I, and therefore it is left unchanged by the operator.

However, it does act on J , and by decomposing F into J and I with some angular

momentum algebra, which results in the 6-J symbol, we are able to obtain the reduced

matrix element in the J basis.

As an example of this system, we pick RbCs, which has a 1Σ ground state. Since

it is a singlet state, J = N . We have plotted the Stark effect for RbCs in Fig. 2.1. In

this plot, we have also assumed that I is zero. A common feature of the Stark effect is

that states with the same MJ repel each other. For example, this can be seen by looking

at the |JMJ〉 = |00〉 and |10〉. These states are coupled and repel each other. For this

reason the |00〉 state, which goes down in energy, is deemed a strong-field seeker, and

the |10〉 is a weak-field seeker (at small field). One other feature of the Stark effect

worth noting is the degeneracy between the values of ±M . This degeneracy explains

why J = 1 has only two curves, one for MJ = 0 and the other for |MJ | = 1.

2.1.2 Hund’s Case (a)

Now consider a Hund’s case (a) molecule with Ω 6= 0. Hund’s case (a) occurs

when the electronic spin and orbital angular momentum are strongly coupled to the

molecular axis. A good example of this case is the OH radical, which has a ground state

of 2Π3/2. In addition to being a Π state, this molecule has a pair of nearly degenerate

states with Λ = ±1, where Λ is the projection of the orbital angular momentum onto

the molecular axis. The energy eigenstates of such a molecule in zero electric field are
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Figure 2.1: The Stark effect in RbCs, which has a 1Σ ground state. The Stark effect
couples different rotational levels but preserves |MJ |. We have used B=0.0245 (K) and
µ=1.3 (D) [49].
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eigenstates of parity, |JMJ Ω̄ε〉, where ε = +(−) represents the e (f) lower (upper)

parity state of the doublet and Ω̄ = |Ω|. The parity of this molecule is ε(−1)J−1/2; for

details see Refs. [92, 100]. The parity basis is written

|JMJ Ω̄±〉 =
( |JMJΩ〉+ ε|JMJ − Ω〉√

2

)

. (2.10)

In the parity basis, there is no dipole moment, because this basis is a linear combination

of electric dipole “up” and “down.” This fact has important implications for the dipole-

dipole interaction. In the parity basis, the energy splitting between the different parity

states (e/f) is called the Λ-doublet. The Λ-doublet arises from a coupling to a nearby

Σ state. It is the coupling of the Σ state to Π state of the same parity that breaks the

degeneracy of the two Π parity states [97].

In this discussion, we explicitly take the field to be in the ẑ direction. In the rigid

rotor basis Ω has a definite sign, and the matrix elements are well known [102]:

〈JMJΩ|HS |JMJΩ〉 =
−µEΩMJ

J(J + 1)
. (2.11)

In the Stark effect, there is a degeneracy between states with the same sign of ΩMJ ,

meaning ±MJ are degenerate in an electric field. We can recast the Stark Hamiltonian

into the J -parity basis set from Eq. (2.10). Doing so, we find

〈JMJ Ω̄ε|HS|JMJ Ω̄ε′〉 =
−µEΩ̄MJ

J(J + 1)

(

1− εε′
2

)

. (2.12)

In this expression, the factor (1− εε′)/2 explicitly represents the electric field coupling

between states of opposite parity, since it vanishes for ε = ε′.

We have plotted the Stark effect for OH in Fig. 2.2, and we have ignored the next

rotational state because it is over 80 (K) away. We have assumed that J = Ω̄ = 3/2

and I = 0. Again we see the strong- (f) and weak- (e) field seeking states. In fact, the

labels e(f) are reserved for the lower (upper) set of states in a Λ-doublet. So in general,

e is usually a weak-field seeker. A weak-field seeker is a molecular state whose internal

energy increases as an external field increases.
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Figure 2.2: The Stark effect for OH excluding hyperfine structure, with its 2Π3/2 ground
state. We have set the Λ-doublet energy equal to 0.08 (K) and electric dipole of µ =
1.668 (D) [87]. One key feature of this plot is that at low field, the energies vary
quadratically and then vary linearly at high field once the Stark energy is larger than
the splitting. This transition happens at roughly 1000 (V/cm) for OH [87].
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To get a feel for this matrix element, we need to understand in which direction

the dipole points or the orientation of the molecular axis (from O to H). We can first

determine MJ , but this is not enough because J can be either aligned or anti-aligned

with the molecular axis (+ or −Ω). Thus we also need to know the signed values Ω.

With the combination MJΩ, we can determine the dipole orientation. This is why there

is a degeneracy between ±M because for MJΩ > 0, we find the dipole is oriented along

ẑ and for MJΩ < 0, we find the dipole is oriented against ẑ.

Including the hyperfine structure we find the reduced matrix element to be

〈αF ‖ D1?
0 ‖ F ′α′〉 = (−)1+I+F+J+J ′−Ω̄[F ′, J, J ′]















F F ′ 1

J ′ J I























J ′ 1 J

−Ω̄ 0 Ω̄









(

1 + εε′(−1)J+J ′+2Ω̄+1

2

)

. (2.13)

Here the index α represents ε, Ω̄, and J .

2.1.3 Asymmetric Rotors

To extend this formalism to include asymmetric rotors, there is the additional

step of including the rotational Hamiltonian that mixes Ω in constructing the molecular

eigenstates. For an asymmetric rotor, there are three distinct moments of inertia and

therefore three distinct rotational constants. The rotational Hamiltonian is Hrot =

AJ2
a + BJ2

b + CJ2
c , where the rotational constants are labeled so that A > B > C and

a, b, and c are the axis labels in the molecular frame. This additional structure mixes

Ω such that it is no longer a good quantum number. This implies that we need to

diagonalize the rotational Hamiltonian to get the molecular eigenstates in addition to

the Stark Hamiltonian if such a field is present.

To describe an asymmetric rotor, we first define Ray’s asymmetry parameter κ,
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body fixed axis I II III

x b c a

y c a b

z a b c

Table 2.1: Correspondence of principal axes to the molecular axes for different limits of
κ[101].

which defines the shape of the asymmetric rotor [101]:

κ =
2B −A− C
A− C . (2.14)

This parameter describes the geometry of the molecule as it ranges between the sym-

metric top limits. In the prolate limit (cigar) we have B = C, and thus κ = -1. Whereas

in the oblate limit (pancake), we have A = B, and thus κ = 1.

As the molecular geometry changes with varying κ, so does the way in which the

rotational Hamiltonian is best described. To describe a given molecule, we must assign

axis labels (a, b, c) to the molecular frame (x, y, z). For different limits of κ, we define

different cases of axes assignment. For κ = −1, we use case I, which assigns the a axis

to the molecular z axis. When κ = 0, we use case II, which assigns b to z. Finally for

κ = 1, we use case III, which assigns c to z. The complete list of axes correspondence

are in Table 2.1, which is adapted from Ref. [101].

There is a standard way to write down the rotational Hamiltonian for an asymmet-

ric rotor taking advantage of molecular symmetries. We now present this methodology.

A more complete discussion is given in Refs. [101, 99]. First we rewrite the rotational

Hamiltonian as

Hrot =
A+ C

2
J2 +

A− C
2

H(κ), (2.15)

where

H(κ) = J2
a + κJ2

b − J2
c . (2.16)
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Parameter I II III

F (κ-1)/2 0 (κ+1)/2

G 1 κ -1

H -(κ+1)/2 1 (κ-1)/2

Table 2.2: Parameters F,G, and H that are part of H(κ) [101].

The matrix elements of H(κ) are:

〈JMΩ|H(κ)|JMΩ〉 = F (J(J + 1)− Ω2) +GΩ2

〈JMΩ± 2|H(κ)|JMΩ〉 = Hf(J,Ω± 1)1/2

f(J,Ω± 1) =
1

4
{J(J + 1)− Ω(Ω± 1)}{J(J + 1)− Ω(Ω± 1)Ω(Ω± 2)}.(2.17)

The second equation is off-diagonal in Ω; it is nonzero only if Ω′ = Ω±2. The parameters

F , G, and H are case dependent and specified in Table 2.2.

The zero-field eigenvalues and molecular eigenstates are achieved by diagonalizing

Eq. (2.15). The eigenvalues have the form

E(JτM) =
A+ C

2
J(J + 1) +

A− C
2

E(κ). (2.18)

Here E(κ) are the eigenvalues of H(κ). We have used a standard labeling scheme for

the asymmetric rotor’s eigenstates, |JτM〉, where τ is the phenomenological quantum

number taking the place of Ω. For a given J and M , τ starts at −J for the lowest

energy state and ends with J for the highest rotational state, for a total of 2J +1 states

for a given value of J and M .

To get field molecular eigenstates in a field, one must diagonalize the rotational

Hamiltonian described above in the rigid rotor basis (Eq. 2.15) together with the Stark

Hamiltonian in Eqs. (2.4) and (2.8).

To illustrate the rotationally excited spectrum of an asymmetric rotor in an elec-

tric field, we picked formaldehyde (H2CO) as an example. This example is in Fig.

2.3. Its rotational constants are A = 13.558, B = 1.867, and C = 1.675 (K), yielding

κ = −0.96, and identifying this molecule as being in the prolate limit. Its electric dipole
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Figure 2.3: This is the Stark effect in formaldehyde, H2CO. The states are labeled with
the usual asymmetric rotor notation |JτMJ〉.
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moment is 2.34 (D) [101]. For ultracold collisions, the main deviation of this example

from other symmetric rigid rotors is that the rotationally excited states are ordered

differently than a symmetric rotor. Furthermore, some rotationally excited states have

different zero-field basis sets. Figure 2.3 shows some J = 2 states are lower in energy

than some J = 1 rotationally excited states.

2.1.4 The Zeeman Effect

The effect of the magnetic field can be treated in much the same way as the effect

of an electric field. The Stark and Zeeman effects in molecules have a similar form,

since both arise as the scalar product of a dipole moment with an external field. Their

influence on the molecule is quite different, however, since they act on fundamentally

different degrees of freedom. The electric field is concerned primarily with where the

charges are in the molecule, whereas the magnetic field is concerned with where they

are going. This is of paramount importance, since it implies that the electric field is

a true vector (odd under the parity operation), whereas the magnetic field is a pseu-

dovector (even under parity) [96]. This means that the magnetic field respects parity.

Furthermore, there are diagonal contributions that directly shift molecular energy levels.

The vector form of the Zeeman effect is

HZ = −~µB · ~B = µ0(ge
~S + gL

~L) · ~B. (2.19)

Here µ0 is the Bohr magneton, ge is the electron’s g factor (ge ∼ 2.002), gL = 1, and

~S and ~L are the spin and orbital angular momentum vectors of the electron. We use

atomic units, so h̄ = 1. We assume that the magnetic field is in the laboratory-fixed ẑ

direction. There are other contributing terms, but they are smaller by roughly a factor

of 10−3 [97]. The magnetic field’s interaction with the molecule is diagonal in parity,

and it has the ability to shift and possibly separate energy eigenstates of the molecule.

The Zeeman Hamiltonian can be treated in a parallel manner to the Stark Hamil-
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tonian by using the Wigner Eckart theorem to decompose it into molecule and case

dependent reduced matrix elements. Then the matrix elements of Eq. (2.19) have the

form

HZ = −µBB[F ](−1)1+F ′+MF









F ′ 1 F

M ′
F 0 −MF









〈αF ‖ D1?
0 ‖ α′F ′〉. (2.20)

We have suppressed the electronic degrees of freedom because they are constants of the

motion, but now we need to know their form. The different Hund’s cases are the way

in which the electronic structure is categorized. We now discuss the Zeeman effect for

Hund’s cases (a) and (b).

In Hund’s case (b) with L = 0, the electronic spin degrees of freedom are described

most accurately in the lab frame. This means that the spin angular momenta operator

is |SMS〉, which is embedded in |JMJ〉. This implies that there is no rotation needed

to evaluate the Hamiltonian. Thus the Zeeman Hamiltonian becomes µ0geSzBz, with

matrix elements proportional to µ0geMSB. Thus to understand the magnetic field’s

effect, we must decompose the quantum number F into J+I and J into S+N to evaluate

the reduced matrix element. For the Hund’s case (b) molecule, we find the reduced

matrix element to be

〈αF ‖ ~µBD
1?
0 (µ̂B) ‖ α′F ′〉 = µ0[S, J, J

′, F ′](−1)I+F+J+J ′+N+S

×















F F ′ 1

J ′ J I





























J J ′ 1

S′ S N















√

S(S + 1). (2.21)

In Hund’s case (a), the electronic degrees of freedom are accurately represented by

the state vector |SΣ〉|LΛ〉, where Σ (Λ) is the projection of the electronic spin (orbital

angular momentum) onto the molecular axis. Thus to evaluate the matrix element,

we need to rotate the dipole operators into the lab frame. The Zeeman Hamiltonian

matrix elements are therefore proportional to µ0B(geΣ + gLΛ). In the J basis, the
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Zeeman Hamiltonian takes the form [103]

〈JMJΩ|HZ |JMJΩ〉 = µ0B(Λ + geΣ)ΩMJ

J(J + 1)
. (2.22)

This is quite similar to the equivalent expression (2.11) for the Stark effect, except that

the electron’s g-factor plays a role. Interestingly, for a 2Π state, the prefactor (Λ+geΣ)Ω

is always greater than zero. We now recast the Zeeman interaction into the J -parity

basis set (2.10). This gives us

〈JMJ Ω̄ε|HZ |JMJ Ω̄ε′〉 = µ0B
(

Λ̄ + geΣ̄
)

Ω̄MJ

J(J + 1)
δεε′ (2.23)

for Ω̄ = Λ̄ + Σ̄ states. Here we have use Λ̄ to denote |Λ|, likewise for Σ̄.

It is worth that noting if Ω̄ = 1/2 for a 2Π3/2 molecule, such as OH, then the

Zeeman matrix element is

〈JMJ Ω̄ε|HZ |JMJ Ω̄ε′〉 =
µ0B

(

Λ̄− geΣ̄
)

Ω̄MJ

J(J + 1)
δεε′ . (2.24)

Here the orbital and spin contributions to the molecular magnetic moment nearly cancel,

to within the deviation of ge/2 from one.

The key feature of the Zeeman matrix element (2.23) is that it is diagonal in ε,

in contrast to the Stark matrix element. The full matrix element including hyperfine

structure is

〈αF ‖ ~µBD
1?
0 (µ̂B) ‖ F ′α′〉 = [J, J ′, F ′](−1)1+J+J ′+I+F−Ω̄

×µ0(Λ̄ + geΣ̄)

(

1 + εε′(−1)J+J ′+2Ω̄

2

)















F F ′ 1

J ′ J I























J 1 J ′

−Ω̄ 0 Ω̄









. (2.25)

For the OH ground state where J = 3/2 = Ω̄, an important feature of this interaction

is 1 + εε′(−1)J+J ′+2Ω̄ reduces to δεε′ . For a complete discussion on the Zeeman effect in

molecules, see Ref. [97].
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2.2 Electric versus Magnetic Fields

We now directly contrast the effect of electric and magnetic fields in OH and focus

on two features that can be exploited in collisions. First, the electric field couples to

states of opposite parity and polarizes the molecules as the electric field is increased.

Second, the magnetic field directly changes the energy levels of molecular states and

respects parity.

Relevant molecular energy scales for OH in this scattering problem are the Λ-

doublet splitting that is ∆ ∼ 0.0797 K, and the hyperfine splitting is ∆hf ∼ 0.0038 K.

OH also has an electric dipole moment that is µ ∼ 1.668 D.

2.2.1 Stark Effect in OH with Hyperfine Structure

The distinguishing feature of the Stark effect is that it mixes molecular states

of opposite parity separated by the Λ doublet splitting. A consequence of this is that

the Stark energies vary quadratically with electric field at low fields and linearly only

at higher fields. The field where this transition occurs is given roughly by equating

the field’s effect ~µ · ~E to the Λ doublet splitting. In OH, this field is approximately

E0 ∼ ∆/µ ∼ 1000(V/cm) [87].

Finally, using Eq. (2.5) and (2.13), we arrive at the working matrix elements of

the Stark effect:

〈FMF ε|HS|F ′MF ε
′〉 = −µE

(

1 + εε′(−1)J+J ′+2Ω̄+1

2

)

×(−1)J+J ′+F+F ′+I+MF−Ω̄[F, F ′, J, J ′]

×









J ′ 1 J

−Ω̄ 0 Ω̄

















F ′ 1 F

MF 0 −MF























F F ′ 1

J ′ J I















. (2.26)

Figure 2.4 shows the energy levels of OH in the presence of an electric field. Both parity

states are shown, labeled e and f . An essential point of Fig. 2.4 is that the e and f

states repel as the electric field is increased. This means that all of the f (e) states
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increase (decrease) in energy as the field in increased, implying that states of the same

parity stay close together in energy as the field is increased. This fact has a crucial

effect on inelastic scattering, as we will show.

The highest-energy state in Fig. 2.4 is the stretched state with quantum numbers

|FMF ε〉 = |22−〉. It is this state whose cold collisions we are most interested in, because

(i) it is weak-field seeking and (ii) collisions at low temperature result almost entirely

from long-range dipole-dipole interactions [87].

2.2.2 Zeeman Effect in OH with Hyperfine Structure

The Zeeman effect respects parity and this gives rise to a very different result

when an external field is applied. Using Eq. (2.20) and (2.25), we find the matrix

elements are

〈FMF ε|HZ |F ′MF ε
′〉 =

µ0B(Λ̄ + geΣ̄)

(

1 + εε′(−1)J+J ′+2Ω̄

2

)

×(−1)J+J ′+F+F ′+I+MF−Ω̄[F, F ′, J, J ′] (2.27)

×









J 1 J ′

−Ω̄ 0 Ω̄′

















F ′ 1 F

MF 0 −MF























F F ′ 1

J ′ J I















.

Figure 2.5 shows the Zeeman energies in the hyperfine basis, for low [Fig. 2.5(a)] and

high [Fig. 2.5(b)] fields. For OH in the 2Π3/2 state, the parity factor

(

1+εε′(−1)(J+J′+2Ω̄)

2

)

reduces simply to δεε′ . Because the magnetic field preserves parity, Fig. 2.5 (b) amounts

to two copies of the same energy level diagram, separated in energy by the lambda

doublet energy. For small magnetic fields, the molecular g-factor is gOH
mag ∝ (F 2+J2−I2)

and is always positive for OH. This is in contrast to the low-field magnetic moment of

alkali atoms that is galkali
mag ∝ (F 2 − J2 − I2) (and where J , of course, refers to the sum

of orbital and spin angular momenta). In Eq. (2.27) for Ω̄ = 1/2, the factor Λ̄ + geΣ̄

goes to Λ̄− geΣ̄.
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Figure 2.4: Stark effect for the ground state of OH with the hyperfine structure ac-
counted for. In zero field, the f and e states are separated by the Λ-doublet energy.
The gray line indicates the state of interest for our analysis, the |22−〉 state. An im-
portant feature of this interaction is that the opposite parity states repel, and thus like
parity states stay close together in energy.
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Figure 2.5: Zeeman effect for the ground state of OH, in low (a) and high (b) fields.
This plot is the same for both the e and f states for zero electric field because the
Zeeman interaction preserves parity. The |22−〉 state is indicated in gray.
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It is important to directly contrast the effects of the external fields for the ex-

amples given here. First, the Stark effect polarized the molecule by mixing the parity

states; therefore all of the f states increase in energy while all of the e states decrease as

the electric field is increased, as shown in Fig. 2.4. This results in the weak-field seeking

molecular states remaining relatively close together in energy as the field is increased.

This is important for inelastic collisions, which will be discussed in Chapt. 4.

The behavior of the molecular states in a magnetic field is dramatically different.

First, parity is a conserved. Second, the Zeeman energy depends on the M quantum

number, this as seen in the matrix element given in Eq. (2.23). These two facts imply

states of a given parity will separate in energy as the field is increased; this is seen in

Figs. 2.5 (a) and (b). This result can be used to suppress inelastic collisions, it will also

be discussed in Chapt. 4.



Chapter 3

Two-Body Multichannel Scattering Theory

This chapter outlines multichannel scattering theory, field dressing, the dipole-

dipole interaction, the Born approximation, and adiabatic representation.

The theory of two-body scattering is a mature and established field; therefore we

only provide an overview of scattering theory as needed for our studies of molecular

collisions. For a complete development of scattering theory see Refs. [104, 105]. To

study collisions of two molecules, we will start with the time-independent Schrödinger

equation (TISE):

H|Ψ〉 = E|Ψ〉. (3.1)

Here H is the total Hamiltonian describing the system, E is energy eigenvalue, and |Ψ〉

is the quantum state of the two molecules whose interaction we are interested in. To

solve this problem, we use coordinates describing the center of mass ( ~Rm) and relative

coordinate ( ~R). We solve Eq. (3.1) in free space, so the this coordinate system leads to

an uncoupled set of equations. For our purposes of studying molecular collisions, the

TISE governing the relative motion of the molecules has the form

(T + V (R) +H int) |Ψ〉 = E|Ψ〉. (3.2)

The terms in the Hamiltonian are the kinetic energy (T ) and molecular interaction (V ).

Hint describes the internal energy and the interaction with any external fields for each

molecule. We treat the effect of the external fields in perturbation theory and assume
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it is independent of R. The underlined operators indicate they are matrices, implying

Eq. (3.2) is actually a set of coupled equations. There is an equation for each unique

pair of molecular states needed to describe the molecular dynamics. We now discuss the

asymptotic form of Eq. (3.2) and how to extract physical information from boundary

conditions.

3.1 Multichannel Formalism

The need for multichannel formalism originates from the internal structure of

molecules. For example, different molecular states have distinct behavior in an external

field, as do their pairwise interactions. This makes it necessary to account for molecular

structure, to achieve an accurate model of the molecular interaction. To understand

how these internal degrees of freedom enrich scattering, we write the wavefunction in

terms of an incident plane wave and scattered spherical waves. For the multichannel

scattering problem, the wavefunction is

〈~R|Ψ(m)〉 = e
~ikm·~R|χm〉+

∑

n

eiknR

R
f (m)

n (θ, φ)|χn〉. (3.3)

Here we have introduced χm, which represents the internal state of both molecules,

including all internal molecular degrees of freedom. The scattering amplitude f
(m)
n (θ, φ)

depends on the incident (m) and final state (n) of the molecules. This implies that a

scattering event can change the internal states of the molecules. If the molecular state

changes, i.e., m 6= n, then the collision is deemed inelastic. If the molecular state is

unchanged by the collisions, it is called elastic.

To account for the relative angular degrees of freedom we expand the ~R dependent

wavefunction in terms of spherical harmonics, this is the partial wave expansion. The

spherical harmonics account for the orbital motion of the colliding molecular pair.

We form unique combinations of spherical harmonics and molecular pairs called

channels to expand the wavefunction in. For example, if we have molecules with two
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internal states, say | ↑〉 and | ↓〉, then the molecular scattering states |χn〉 could be

| ↑1↑2〉, | ↓1↑2〉, | ↑1↓2〉, and | ↓1↓2〉. To construct channels, we also need to factor in the

partial wave component. This results in a channel, |f〉, being defined by the quantum

states, |χnf
〉|lfmlf 〉, where 〈θφ|lfmlf 〉 = Ylfmlf

(θ, φ) is a spherical harmonic. In this

example, a few possible channels are | ↑1↑2〉|00〉, | ↑1↑2〉|20〉, or | ↓1↑2〉|42〉. Another

notation we use when denoting the scattering basis is |12lml〉, where the |12〉 = |χn〉

or |1〉 ( |2〉) denotes all of the quantum numbers needed to define the first (second)

molecule.

We expand the wavefunction in channels, i.e.

〈~R|Ψ(i)〉 =
∑

f

1

R
ψ

(i)
f (R)Ylf mlf

(θ, φ)|χnf
〉. (3.4)

Here ψ
(i)
f is a radial wavefunction for the f th channel, of the ith solution to Eq. (3.2). In

this expansion, we have included a factor of R−1 to eliminate the first derivative in the

radial coordinate of the radial TISE. The channel index, f , denotes all of the quantum

numbers, including the partial wave number, lf and mlf and quantum numbers for the

two molecular states, nf .

Furthermore, we pick the molecular states (or linear combinations of them) such

that they diagonalize Hint, which can lead to different thresholds. This implies channels

can have different wave numbers, i.e., kf =
√

2mr(E −Ef ), where Hintχnf
= Ejχnf

and mr is the reduced mass. Here Ej defines the threshold for a given set of molecular

states. This choice of states is called “field dressed” if there is an external field, which

will be discussed later. We adopt a shorthand, Yljmlf
(R̂)χnf

= φf , that describes all of

the channel’s quantum numbers except the radial coordinate.

By expanding the wavefunction, Eq. (3.4), and by multiplying by φf on the left

and integrating over these degrees of freedom, we can reduce Eq. (3.2) into a set of
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coupled equations describing the interaction of the molecules. These equations are

∑

f

((

−h̄2

2mr

d2

dR2
+
h̄2lf (lf + 1)

2mrR2
−E +Ef

)

δfi + Vfi(~R)

)

ψ
(i)
f (R) = 0. (3.5)

The intermolecular potential Vfi(~R) is 〈φf |V (~R)|φi〉, which has averaged over all co-

ordinates other than R. Thus it contains all of the information about the molecular

interaction. δfi is a Kronecker delta which has the value of 1 if i = f or zero otherwise.

mr is the reduced mass of the system. We make the association that the ith solution

has the ith channel as the incident channel.

In principle, this infinite set of equations must be simultaneously solved. However

this is a few too many equations to actually solve numerically. So to solve the system,

we need to converge any given calculation with respect to a number of partial waves

and a number of molecular states included in a calculation. For ultracold collisions,

few partial waves are actually needed because at low energy, the centrifugal barrier, the

lf (lf +1) term in Eq. 3.5, suppresses the effect of scattering with large l. However, cold

collisions of dipolar objects are subtle and require careful attention.

We need to apply boundary conditions to get a physically meaningful solution

to Eq. (3.5). The first boundary condition is to demand that all solutions be zero at

R = 0:

ψ(i)(0) = 0. (3.6)

This boundary demands that the wavefunction be finite at R = 0. The next boundary

condition is applied at large R, where Vfi → 0. It is this condition that allows us

to extract the scattering information from the solutions to Eq. (3.5). This boundary

condition can be written in terms of the S matrix, which is defined by [106]

ψ(i)(R→∞) ∝
∑

f

(

e−i(kf R−lf π/2)δfi − ei(kf R−lf π/2)Sfi

2i

)

. (3.7)

Sfi is the multichannel scattering matrix.
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With this boundary condition in Eq. (3.7) and the solution to Eq. (3.5), we

can invert this relation and obtain the Sfi. Another way to encapsulate the scattering

information is in the T matrix, Tfi. This is defined as [104]

Tfi = i(Sfi − δfi). (3.8)

The S and T matrices have significant meaning in scattering theory [104]. The

S matrix is the operator that evolves the quantum state from its incident state (|ψ0〉)

to its final state including scattering, Ŝ|ψ0〉 = |ψ0〉+ |ψsc〉, where |ψsc〉 is the scattered

fraction of the final state. Thus, the S matrix has information about both scattered and

unscattered contributions to the final wavefunction. If we compare |ψ0〉 + |ψsc〉 to the

form of the solution given in Eq. (3.3), we find that |ψ0〉 is the incident plane wave and

|ψsc〉 is the spherically symmetric scattered wave. The T matrix, or transfer matrix,

is the operator that accounts for just the scattered portion of the final wavefunction:

T |ψ0〉 = −i|ψsc〉.

Physical observables, such as the partial cross section, can be extracted from the

T matrix, [104]:

σfi =
π

k2
i

|Tfi|2. (3.9)

This quantity describes how much incident flux in state i is scattered into state f . It

has units of scattering flux per incident flux per unit area or area. Specifically σfi is

the quantity that describes how likely it is that molecules entering in channel i are

converted into channel f by their interaction. If the molecules in channel i are identical,

then there is an additional factor of 2 required because of symmetry requirements [106].

Another quantity commonly used to describe collisions is the rate constant Kif = viσf ,

where vi is the incident speed of the colliding particles.

One can rewrite the boundary condition in Eq. (3.7) in terms of real-valued spatial

functions. In doing so, we must introduce the solutions to Eq. (3.5) when the Vfi = 0.
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They are proportional to spherical Bessel functions: 〈R|ψ(i)
f 〉 =

√

2mr

πh̄2kf
kfRjlf (kfR)

and
√

2mr

πh̄2kf
kfRnlf (kfR). Here we have picked the prefactor so that these functions are

energy normalized.2 Spherical Bessel functions have the asymptotic form

kRjl(kR→∞) ∼ sin(kR − lπ/2)

kRnl(kR→∞) ∼ cos(kR − lπ/2). (3.10)

jl (nl) is referred to as the regular (irregular) solution.

Using these solutions to Eq. (3.5), we can write the large R boundary condition

in terms of the K matrix. This is

ψ(i)(R→∞) ∝
∑

f

kfR
(

jlf (kfR)δfi − nlf (kfR)Kfi

)

. (3.11)

It is from this representation that the scattering phase shift (δi) emerges. The scattering

phase shift is found by using the asymptotic form of the Bessel functions in Eq. (3.10)

with trigonometric identities to write the diagonal portion of the wavefunction as

ψ
(i)
i ∝ cos(δi) sin(ki − lπ/2) + sin(δi) cos(ki − lπ/2)

∝ cos(δi){sin(ki − lπ/2) + tan(δi) cos(ki − lπ/2)}

∝ sin(ki − lπ/2 + δi). (3.12)

It is from the second equation here that we see the diagonal Kii is related to tan(δi).

Ultimately a partial cross section is related to the phase shift σii = 4π
k2

i

sin2(δi).

There is a possibility of a channel being energetically forbidden at large R. This

implies Ej −E > 0, which means kj is purely imaginary, and the asymptotic solutions

of Eq. (3.5) are growing and decaying exponentials. To get a physical wavefunction, we

demand an exponentially decaying solution in this channel. To do so, we enforce the

boundary condition such that

ψ
(i)
f (R→∞) ∝ e−kf R. (3.13)

2 If we denote the wavefunction simply as 〈R|gε〉 =
√

2mr

πh̄2k
kRjl(kR), where k =

√
2mrε. Then the

normalization is 〈gε|gε′ 〉 = δ(ε − ε′).
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This is achieved by taking the appropriate linear combination of mathematical solutions

such that the wavefunction at large R decays in the f th channel.

3.2 Field Dressing

In the previous chapter, we explored the effects of external fields on individual

molecules. Now it is time to incorporate the effects of external fields into the collision

of polar molecules. The effect of an external field is felt in two places in Eq. (3.2), first

in Hint and second in V . We will discuss how the field enters into Hint and V , and

how they are influenced by external fields. First, we discuss the notation that we use

to explain field dressing.

To illustrate ket notation and its utility, we show its equivalent in matrix notation.

A state vector, | ¨̂ 〉, can be represented in an appropriate basis, say α. This representa-

tion could represent anything from spatial coordinates to spin states. Writing the state

in the α representation we find:
∑

a |αa〉〈αa| ¨̂ 〉, where 〈αa| ¨̂ 〉 is the projection of | ¨̂ 〉

onto the ath component of the α basis. If there is another equivalent representation,

say β, we could write | ¨̂ 〉 =
∑

b |βb〉〈βb| ¨̂ 〉. An important concept is the relationship

between the two representations. Since α and β are equivalent, one must be able to

transform a state initially given in the α representation into the β representation. The

relationship between the two representations is a unitary transformation. Changing

representation α to β is

| ¨̂ 〉 =
∑

ba

|βb〉〈βb|αa〉〈αa| ¨̂ 〉. (3.14)

Here we identify
∑

ba |βb〉〈βb|αa〉〈αa| as the unitary transformation operator, labeled

U †. An individual element of this matrix is U †
ba = 〈βb|αa〉 , which describes how the bth

component of β basis projects onto the ath component of the α basis.

In Eq. (3.2), we have Hint; in Eq. (3.5), we have Ef δfi. Because we have used

a basis which diagonalized Hint, we say we are using the field-dressed basis. This is
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necessary numerically because if Hint were not diagonal, then it could have nonzero

channel couplings at large R that prevents the numerical convergence of a solution. But

more importantly, the basis that diagonalizes Hint is the set of physical states of the

two molecules when they are infinitely separated.

To illustrate how to do field dressing, we need to know the form of Hint. Using

the explicit |12lm〉 basis, Hint can be written as: H1⊗ 12⊗ 1lml
+ 11⊗H2⊗ 1lml

. Here

H1 and H2 contain all of the Hamiltonians describing the molecular degrees of freedom.

This means these Hamiltonians include the molecules’ Stark and Zeeman interactions,

as well as all other necessary Hamiltonians such as rotation and vibration. Thus using

a basis that diagonalizes Hint implies that the molecular states composing the channels,

|1〉 and |2〉, diagonalize their respective Hamiltonians, H1 and H2.

We focus on one of the molecular Hamiltonians, H1, to further explain field dress-

ing. As stated above, field dressing requires using the states that diagonalize the molec-

ular Hamiltonian to compose the scattering basis. For example, if we consider a Hund’s

case (b) polar molecule, such as RbCs, then H1 could include the Stark Hamiltonian

and the rotation Hamiltonian. Then the undressed field basis would then be the rigid

rotor basis, and with a nonzero electric field, the dressed basis would be the eigenstates

of H1. These eigenstates are appropriate linear combinations of rotational states. In

general, the undressed basis is the zero-field basis.

To illustrate the effect of field dressing on the molecular interaction, we need to

explicitly consider the dressed (|d〉) and undressed (|u〉) molecular state bases. We can

write the operator H1 in the undressed basis:

H1 =
∑

uu′

|u〉〈u|H1|u′〉〈u′|. (3.15)

By diagonalizing the H1 operator, we obtain the eigenstates, or the find the field-dressed

basis, |d〉, i.e.,

H1|d〉 = λd|d〉. (3.16)
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The eigenvectors form the columns of a matrix U , that can be used to transform between

dressed and undressed basis sets.

To give a concrete molecular example, consider the two e and f states of OH

without hyperfine structure, where J = MJ = Ω̄ = 3/2. The e and f states will be

our undressed basis, where |u1〉 = |JMF Ω̄e〉 and |u2〉 = |JMF Ω̄f〉. We have already

composed the Stark Hamiltonian in the undressed basis in Section (2.1.2). The Stark

Hamiltonian and the energy splitting between the e and f states, ∆, is:

H1 =









0 q

q ∆









, (3.17)

where q = µEMΩ/J(J + 1), as given in Eq. (2.23). This equation can be diagonal-

ized analytically, yielding the energy eigenvalues: λ1 = 1
2

(

∆−
√

∆2 + 4q2
)

and λ2 =

1
2

(

∆ +
√

∆2 + 4q2
)

. The eigenstates or field-dressed states are |d1〉 = c
(1)
1 |u1〉+c

(1)
2 |u2〉

and |d2〉 = c
(2)
1 |u1〉+c(2)2 |u2〉. For this example, these field-dependent coefficients are an-

alytic and are c
(1)
1 = c

(2)
2 =

√

1
2

(

1 + ∆√
∆2+4q2

)

and c
(2)
1 = −c(1)2 =

√

1
2

(

1− ∆√
∆2+4q2

)

.

However in general, the c
(m)
n s are numerically determined.

A molecular operator written in the undressed basis can be transformed into the

dressed basis by using a linear transformation:

λ = U †H1U

=
∑

dud′u′

|d〉〈d|u〉〈u|H1|u′〉〈u′|d′〉〈d′|

=
∑

d

λd|d〉〈d|. (3.18)

Between the second and third line, we have used Eq. (3.16) and 〈d|d′〉 = δdd′ .

In the OH example, we can transform the operator H1 from the undressed basis

to the dressed basis by constructing U =









c
(1)
1 c

(2)
1

c
(1)
2 c

(2)
2









=









〈u1|d1〉 〈u1|d2〉

〈u2|d1〉 〈u2|d2〉









. Then

H1 in the dressed basis is

λ = U †H1U (3.19)
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=









c
(1)
1 c

(1)
2

c
(2)
1 c

(2)
2

















0 q

q ∆

















c
(1)
1 c

(2)
1

c
(1)
2 c

(2)
2









(3.20)

=









1
2(∆−

√

∆2 + 4q2) 0

0 1
2(∆ +

√

∆2 + 4q2)









. (3.21)

There is a lot of algebra to get between the second and third lines but it does work, and

it had better, because we picked the dressed basis such that H1 was diagonal.

Now that we have diagonalized the molecular Hamiltonians, we can construct the

field-dressed scattering basis, i.e., for a given channel |12lml〉, |1〉 and |2〉 are the energy

eigenstates of the field. We can see where the scattering thresholds originate from when

acting on Hint. The result is

〈12lml|Hint|1′2′l′m′
l〉 = 〈12lml|H1 ⊗ 12 ⊗ 1lml

+ 11 ⊗H2 ⊗ 1lml
|1′2′l′m′

l〉

= (λ1 + λ2)δ11′δ22′δll′δmlm
′

l

= 〈φf |Hint|φi〉 = Efδfi. (3.22)

The last line uses the notation in Eq. (3.5) and corresponds f (i) to the unprimed

(primed) states.

Field dressing the molecular interaction accounts for the effect of the field on the

molecules, and consequently using the field-dressed molecular interaction accounts for

the field’s influence on the interaction. To compute the interaction, we first construct

the molecular interaction in the undressed basis (we only need to do this once), and

then for a particular value of the field, we need to construct the transformation between

the dressed and undressed basis. Then the field-dressed molecular interaction is

〈12lml|V (R)|1′2′l′m′
l〉 = (3.23)

∑

u1u2u′

1u′

2

〈12lml|u1u2lml〉

×〈u1u2lml|V (R)|u1′u2′ l′m′
l〉

×〈u1′u2′ l′m′
l|1′2′l′m′

l〉. (3.24)
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Here we use |ui〉 to denote the undressed basis of the ith molecule. This expression

shows us that the external field can change the way in which the colliding molecules

interact to rearrange the couplings. The field dressing can also be written in matrices.

The transformation matrix is U †
1 ⊗ U

†
2 ⊗ 1lml

. An individual element of this matrix

is 〈12lml|u1u2l
′m′

l〉, where an element is 〈1|u1〉〈2|u2〉δll′δmlm
′

l
, which is the product of

coefficients from the individual molecular field dressing matrices: U †
1 and U †

2.

3.3 Symmetrized Wavefunction

If the molecules are identical particles, then their wavefunction must be prop-

erly symmetrized. For bosons (fermions) the wavefunction must be symmetric (anti-

symmetric) upon particle exchange. There are two operations to ensure this symme-

try: one must both swap internal coordinates of the molecules and spatially invert

the coordinate system. This implies that the angular and molecular state components,

Ylf mlf
(θ, φ)χnf

, carry the symmetry of the wavefunction. Under spatial inversion, Î,

the spherical harmonics have the property

ÎYlm(θ, φ)→ Ylm(π − θ, φ+ π) = (−1)lYlm(θ, φ). (3.25)

To complete the symmetrization, we construct a symmetric basis under particle ex-

change. The symmetrized basis is

|12〉s =
|12〉+ s|21〉
√

2(1 + δ12)
. (3.26)

Here s denotes the exchange symmetry of the molecular basis set and δ12 implies a

delta function for all molecular quantum numbers. For bosons (fermions), we need

s(−1)l to be positive (negative). Therefore if we have a pair of indistinguishable bosons

(fermions), s must be 1, then we must restrict l to even (odd) values. For a complete

discussion of symmetry properties in cold collisions see Ref. [106].
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3.4 Dipole-Dipole Interaction

The molecular interaction has many contributions. However, for the purposes of

our studies, we focus solely on the dipole-dipole interaction. The justification for this

is that all other long range forces are much smaller, such as the quadrupole-quadrupole

and dispersion interactions [91]. With regards to the short-range interaction, there are

generally no accurate potential energy surfaces (PESs). Even without PESs, the colli-

sions of ultracold polar molecules are intriguing because at near zero collision energies,

the dipolar interaction strongly influences the molecular scattering. For example, in the

scattering of weak-field seekers, it has been found that the scattering is nearly purely

long range in nature [87]; this prevents the molecules from reaching short range. How-

ever, for strong-field seekers, there is no way to avoid short-range interactions. This

makes it necessary to approach scattering and its result with the intention of eventually

adding the PES or a parameterization accounting for short-range molecular interaction.

Even without short-range interaction, much can be learned from studying the dipolar

interaction. The primary result will be an understanding of the long-range scattering,

which can lead the way for a clear comprehension of the full molecular interaction. We

will now discuss the general form of the dipole-dipole interaction.

The dipole-dipole interaction is long range and anisotropic. The interaction in

vector form is [96]

Hµµ = − 3(R̂ · µ̂1)(R̂ · µ̂2)− µ̂1 · µ̂2

R3
, (3.27)

where µ̂i is the dipole moment of molecule i, R is the intermolecular separation, and

R̂ is the unit vector defining the intermolecular axis. This interaction is conveniently

rewritten in terms of tensorial operators as [106]:

Hµµ = −
√

6

R3

∑

q

(−1)qC2
−q · (µ1 ⊗ µ2)

2
q . (3.28)

Here C2
−q(θ, φ) is a reduced spherical harmonic that acts on the relative angular coordi-

nate of the molecules, while (µ1 ⊗ µ2)
2
q is the second rank tensor formed from two rank
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one operators found in the Stark Hamiltonian. For this reason, matrix elements of the

interaction are given conveniently in terms of the matrix elements in Eq. (2.5).

The physical significance of this fact originates from the dipole-dipole interaction

describing how a molecule’s dipole field influences another molecule’s dipole when they

scatter. Thus to understand the form of the interaction, we need to understand how

an electric field influences a polar molecule, which we have done with the Stark effect.

Therefore the matrix elements of the dipolar interaction are:

〈12lml|Hµµ|1′2′l′m′
l〉 = (−1)−ml+m′

l
+1

(

µ2
√

6

R3

)

×〈lml|C2
(ml−m′

l
)|l′m′

l〉〈α1F1MF1 |D1?
q10|α′

1F
′
1M

′
F1
〉

×〈α2F2MF2 |D1?
q20|α′

2F
′
2M

′
F2
〉

×









1 1 2

MF1 −M ′
F1

MF2 −M ′
F2

ml −m′
l









, (3.29)

where

〈lml|C2
(ml−m′

l
)|l′m′

l〉 = (−1)ml [l, l′]









l 2 l′

0 0 0









×









l 2 l′

−ml ml −m′
l m′

l









. (3.30)

Here we have used q1 = MF1 −M ′
F1

and q2 = MF2 −M ′
F2

. Equation (3.29) shows that

once the Stark Hamiltonian has been constructed for a particular molecule by obtaining

the matrix elements 〈αFMF |D1?
q0 |α′F ′M ′

F〉, then the Hamiltonian describing the dipolar

interaction can be achieved with little extra effort. This general form applies to all rigid

rotor molecules.

Equations (3.27) and (3.28) are the general form of the dipole-dipole interaction.

They can be electric dipoles or magnetic dipoles. For polar molecules the interaction of

electric dipoles is much larger than magnetic dipoles. This can be seen by comparing

the size of the dipoles that appear in Eq. (3.27). For polar molecules, the dipole



42

originates from a charge distribution, and this can lead to electric dipoles of order 1

(a.u.). For magnetic dipoles, whose origin is the intrinsic spin of the electron, have a

magnetic dipole on the order of α ∼ 1/137 (a.u.), the fine structure constant. Since

the interaction goes as µ2, one can see that the electric dipole-dipole interaction can be

much larger.

3.5 The Born Approximation

The behavior of the dipolar interaction is distinct from previously observed non-

polar collisions in ultracold gases for two reasons: (1) it is anisotropic and (2) it has

distinct threshold behavior. There is a large body of work on the threshold behavior

of collisions, or scattering behavior, as the energy goes to zero. For a review of the

threshold work see Ref. [107] and references therein. Generally, threshold laws depend

on both the partial wave and the intermolecular potential, ∼ 1/Rs. The scattering

phase shift can be written as

δ ∝ αk2l+1 + βks−2. (3.31)

The coefficients α and β depend on the details of the potential. For the dipolar interac-

tion where s = 3, the second term dominates for l > 0 where δ ∼ k. This shows us that

the potential has a significant effect on the scattering properties as the collision energy

approaches zero.

To first explore the threshold behavior, we use the Born approximation [104, 105].

We consider the dipolar interaction to be small. Then we can expand the wavefunction

in terms of spherical Bessel functions that comprise the unperturbed incident plane

wave. We can then use the Born approximation to study the threshold behavior. Here

we follow the discussion laid out by Refs. [88, 105].

To first order, the Born approximation gives the T matrix as

〈f |T |i〉 ∝ 〈f |V|i〉. (3.32)
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Here 〈f |T |i〉 is a more explicit way of writing Tfi, which relates the molecular interaction

to changes in the molecular state from |i〉 to the final state |f〉. Using the Bessel functions

and the potential in Eq. (3.28), we find the Born approximation gives us the following

approximation to the T matrix [105]

〈f |T |i〉 = 2

(

2mr

h̄2

)

√

kikf

∫ ∞

0
R2dRjlf (kfR)

C3(fi)

R3
jli(kiR). (3.33)

Here we have used C3(fi) to represent the coupling between the channels i and f , which

is given by Eq. (3.29).

There are two cases we wish to discuss: (1) the elastic case (ki = kf ) and (2) the

inelastic, exothermic case (ki < kf ) as ki → 0. The elastic case be solved for li + lf > 0

and gives the result

〈f |T |i〉 =
4mrC3(fi)

h̄2 ki





πΓ
(

li+lf
2

)

8Γ
(

−li+lf+3
2

)

Γ
(

li+lf+4
2

)

Γ
(

li−lf+3
2

)



 , (3.34)

where Γ is a gamma function. The important feature of this result is Tfi ∼ ki, which

means the cross section for any incident partial wave does not vanish in the zero-energy

limit.

The inelastic case can also be solved for li + lf > 0.

〈f |T |i〉 =
4mrC3(fi)

h̄2







k
li+1/2
i Γ

(

li+lf
2

)

4k
lf−1/2
f Γ

(

−li+lf+3
2

)

Γ (li + 3/2)







×F




li + lf
2

,
li − lf − 1

2
, 3/2;

(

ki

kf

)2


 , (3.35)

where F is a hypergeometric function. The importance of this result is if we have kf >>

ki, which is the case for ultracold exothermic collisions, then we find the leading order

term of hypergeometric function is a constant. Thus Eq. (3.35) gives us Tfi ∼ k
li+1/2
i .

This leads to σfi ∼ k2li−1
i ∼ E

li−1/2
i . This result shows us that for an incident channel

with s-wave character, the cross section diverges as the collision energy goes to zero.
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3.6 Adiabatic Representation and the Born Approximation

The ordinary Born approximation is useful for getting a feel for the threshold

behavior, but the form given above does not help interpret our results when the dipolar

interaction is strong. To improve upon the Born approximation for our applications,

we use the adiabatic representation [91, 105]. This representation allows us to more

accurately represent the wavefunctions and channel coupling for the molecular systems.

The adiabatic representation assumes that R is a “slow” coordinate. At every R, we

diagonalize the Hamiltonian in all remaining degrees of freedom. Since it is not rig-

orously true that R varies infinitely slowly, the residual nonadiabatic couplings can be

accounted for in the kinetic energy operator. In a more formal treatment, we diagonalize

W =

(

h̄2l(l + 1)

2mrR2
1 + V (R) +H int

)

, (3.36)

where the terms are, respectively, the centrifugal barrier, potential matrix including

dipole-dipole interaction, and the molecular Hamiltonian in the diabatic representation.

Diagonalizing the matrix in Eq. (3.36), we get W |α(R)〉 = Uα(R)|α(R)〉, where Uα(R)

are the eigenvalues and |α(R)〉 are the eigenvectors. With the eigenvectors we are able to

form a linear transformation X(R) that transforms between the diabatic and adiabatic

representations, i.e., XTW (R)X = U(R). The eigenvalues and eigenvectors have radial

dependence but for notational simplicity (R) will be suppressed hereafter.

To distinguish between adiabatic and diabatic representations, we use Greek let-

ters (α, β, ...) to denote the adiabatic channels and Roman letters (i,j,...) to denote

diabatic channels. When considering specific inelastic processes in the diabatic basis,

we denote initial and final channels as i and f and the adiabatic channels as ι and ϕ.

In the limit R → ∞, the two sets of channels coincide. The transformation between

the representations is R dependent, implying that the channel couplings shift from the

potential to the kinetic energy operator. Using the adiabatic representation changes
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Eq. (3.5) to

(

XT −h̄2

2mr

d2

dR2
X + U

)

~ξ(R) =

(

−h̄2

2mr

(

d2

dR2
+ 2P

d

dR
+Q

)

+ U

)

~ξ(R) = E~ξ(R). (3.37)

Here ~ξ = XT ~ψ, with ψ(i) written in vector notation.

To get the channel couplings in the adiabatic picture, we need matrix elements

of the derivative operators, defined as Pαβ = 〈α| d
dR |β〉 and Qαβ = 〈α| d2

dR2 |β〉. We eval-

uate the Pαβ matrix, the dominant off-diagonal channel coupling, using the Hellmann-

Feynman theorem [105]

Pαβ =

∑

klX
T
αk∇VklXlβ

Uα − Uβ
. (3.38)

In general, the contribution of Q is much smaller than P , so consequently we ignore Q

for this analysis.

Scattering amplitudes are then easily estimated in the adiabatic-distorted-wave

Born approximation (ADWBA). Namely, we construct incident and final radial wave

functions φι,ϕ that propagate according to the adiabatic potentials Uιϕ. In terms of

these adiabatic wavefunctions, the scattering T -matrix is given by an overlap integral

analogous to Eq. (3.33) [105]

Tιϕ =
πh̄2

mr
〈φι|
←−−−
d/dRP + P

−−−→
d/dR√

2
|φϕ〉. (3.39)

Here
←−−−
d/dR (

−−−→
d/dR) is the radial derivative operator acting to the left (right). The cross

section for identical bosons is σιϕ = 2π
k2

ι
|Tιϕ|2. From here we are able to numerically

calculate a rate constant for inelastic loss K inel
2 = vισιϕ, where vι is the asymptotic

velocity given by
√

2Uι(R→∞)/mr.

3.7 Numerical Techniques

Modeling molecular collisions is a large numerical undertaking. A typical OH

scattering problem in a field involves several hundred channels to be simultaneously
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solved. To do these calculations, we have used the Johnson log-derivative propagator

[108], which numerically propagates the Y matrix in R. The Y matrix is Y = ψ ′ψ−1,

where ψ′ = d
dR (ψ). We also used the R-matrix method with finite element basis numer-

ical techniques to produce wavefunctions [106].

Once we numerically calculated the Y matrix, we could apply boundary condi-

tions and solve for the K matrix. The wavefunction is ψ ∝ f − gK, where f (g) is

diagonal matrix with the regular (irregular) solution as its entries, these functions are

the energy-normalized spherical Bessel functions. Since we have numerically solved for

the Y matrix, we can solve for the K matrix in terms of f , g, and Y . Thus the K

matrix is K = (Y g − g′)−1(Y f − f ′). With the K matrix, all physical observables can

be determined. For more details on such matters, see Ref. [106].



Chapter 4

Weak-Field Seekers in the Presence of Magnetic and Electric Fields

As the experimental reality of trapping ultracold polar molecules approaches, a

clear understanding is needed of how the molecules interact in the trap environment.

On the most straightforward level, collisions are essential for cooling the gas by either

evaporative or sympathetic cooling methods. A high rate of elastic collisions is desirable,

while a low rate of exothermic, state-changing collisions is essential if the cold gas is to

survive at all.

One promising strategy for trapping ultracold molecules might be to follow up on

successes in trapping cold atoms and to construct electrostatic [56, 109] or magnetostatic

[52] traps that can hold molecules in a weak-field-seeking state. Cold collisions of polar

molecules in this environment have been analyzed in the past, with the finding that

inelastic collision rates were unacceptably high in the presence of the electric field,

limiting the possibilities for stable trapping [87]. Reference [87] found that the large

inelastic rates were due to the strong dipole-dipole interaction between the molecules.

One important feature of the dipole-dipole interaction is its comparatively long range.

Even without knowing the details of the short-range molecule-molecule interactions,

the dipole forces alone were sufficient to change the internal molecular states. Indeed,

a significant finding was that for weak-field seekers, the molecules are prevented from

approaching close to one another due to a set of long-range avoided crossings. Therefore,

a reasonably accurate description of molecular scattering may be made using the dipolar
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forces alone [90].

A complimentary set of theoretical analysis have considered the problem of col-

lisional stability of paramagnetic molecules in a magnetostatic trap. For example, the

weak-field-seeking states of molecules are expected to survive collisions with He buffer

gas atoms quite well [110, 111]. Collisions of molecules with each other are also expected

to preserve their spin orientation fairly well, and hence remain trapped [87]. However,

this effect is mitigated in the presence of a magnetic field [85, 112].

So far, no one appears to have considered the influence of magnetic fields on

cold molecule-molecule collisions where both species have electric dipole moments. The

effects of magnetic and electric fields were contrasted in Section 2.2, and in this chapter,

we approach their use to control collisions; we consider cold OH(2Π3/2)-OH(2Π3/2)

collisions in an electric or a magnetic field. To the extent that the applied electric field

is zero, one might expect that dipole forces average to zero and thus do not contribute

to destabilizing the spin orientation. It turns out that this is not quite correct and that

dipole-dipole forces still dominate long-range scattering. However, applying a suitably

strong magnetic field mitigates this effect significantly. Interestingly, even in this case,

the residual second-order dipole interactions are sufficiently strong to restrict scattering

to large intermolecular separation.

The main result of the chapter is summarized in Fig. 4.1, which contrasts the

influence of electric and magnetic fields. Figure 4.1(a) plots the elastic (solid curves) and

inelastic (dashed curves) collision rate constants for OH molecules in their |FMF ε〉 =

|22−〉 weak-field-seeking hyperfine state (for details on quantum numbers, see Chapt.

2). As the electric field is increased, the inelastic rate constant grows to alarmingly

large values, making the gas collisionally unstable, as was shown in Ref. [87]. Figure

4.1(b) shows the analogous rate constants in a magnetic field (in both cases the field

is assumed to lie along the positive z axis of the laboratory reference frame). In this

case, the magnetic field has the effect of suppressing collisions all the way down to a
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Figure 4.1: Thermally averaged rate constants for collisions of weak-field-seeking states
of OH as a function of applied electric field (a) and magnetic field (b). In both cases,
solid lines denote elastic scattering rates, while dashed lines denote inelastic scattering
rates. Two temperatures are considered. Applying an electric fields drives the inelastic
collisions rates up, while an applied magnetic field drives inelastic collision rates down.
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rate constant of 2× 10−13 cm3/sec at fields of B = 3000 Gauss. These results are fairly

robust against raising the temperature to the merely cold (not ultracold) temperatures,

∼ 1mK, attainable in buffer-gas loading or Stark slowing experiments. This is good

news for experiments, it implies that cooling strategies that rely on collisions may be

feasible, provided a suitably large bias magnetic field is applied.

Our main goal here is to analyze the suppression of rates in a magnetic field. We

present an analysis of the system in a magnetic field using a reduced channel model

that encapsulates the essential collision physics. Finally, the model is qualitatively

understood using the adiabatic representation.

4.1 Inelastic Rates of OH-OH Collisions in External Fields

We now study the consequences of the dipolar interaction, Eq. (3.29), on scatter-

ing. Scattering calculations are done using the log-derivative propagator method [108].

To ensure convergence at all collision energies and applied fields, it is necessary to in-

clude partial waves up to l = 6 and to carry the propagation out to an intermolecular

distance of R = 104(a.u.) before matching to long-range wave functions. Cross sections

and rate constants are computed in the standard way for anisotropic potentials [110].

We remind the reader that throughout this chapter we consider collisions of

molecules initially in their |FMF ε〉 = |22−〉 states, which are weak-field seeking for both

electric and magnetic fields. Thus for a scattering process incident on an s- partial wave,

the incident channel will be written |i〉 = |F1MF1ε1〉|F2MF2ε2〉|lml〉 = |22,−〉|22,−〉|00〉.

In this section, we will make frequent reference to “energy gap suppression” of

collision rates. This notion arises from a perturbative view of inelastic collisions, in

which case the transition probability amplitude is proportional to the overlap integral

∫

dRψi(R)Vif (R)ψf (R) (4.1)

where ψi,f denotes the incident and final channel radial wave functions and Vif is the
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coupling matrix element between them. In our case, ψi will have a long de Broglie

wavelength corresponding to its essentially zero collision energy. The de Broglie wave-

length of ψf will instead grow smaller as the energy gap Ei −Ef between incident and

final thresholds grows. Thus the integral in Eq. (4.1), and correspondingly the collision

rates, will diminish. For this reason, the collisions we consider tend to favor changing

the hyperfine states of the molecules over changing the parity states, since the hyperfine

splitting of OH is smaller than the Λ-doubling.

4.1.1 Electric Field Case

To calculate scattering in the presence of an electric field, we only need to include

partial waves l = 0, 2 for numerical accuracy of the inelastic rate constant, K inel
2 , for

the field range that we consider, E ≤ 1000(V/cm), and at a collision energy of 10−5 K.

Here we are only interested in the trend and identification of the loss mechanism. To

numerically converge the inelastic rates at higher field values, where the induced dipoles

are large, naturally requires more partial waves.

Figure 4.2 (a) shows the total (black) and partial (color) inelastic rate constant

Kinel
2 as a function of the electric field [compare to Fig. 4.1 (a)]. Even in zero field,

where the dipolar forces nominally average out, the rate constant is large, comparable

to the elastic rate constant. This fact attests to the strength of dipolar forces in OH,

even in second order.

The green line in Fig. 4.2(a) represents losses to the dominant zero-field loss

channel |10−〉|22−〉|22〉. The blue curve in Fig. 4.2 (a) represents instead the dominant

loss process at higher electric field values in channel |21−〉|22−〉|21〉. Whereas the former

rate remains relatively insensitive to field, the latter rises dramatically.

This behavior arises from two competing tendencies in an electric field. The first

is the increasing mixing of different parity states as the field is turned on, leading to an

increasing strength of the direct dipole-dipole coupling that affects both exit channels.
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Figure 4.2: (a) Total (black) and selected partial (color) inelastic rates for OH-OH
collisions as a function of electric field. The green curve is the dominant zero field
inelastic loss process to channel |10−〉|22−〉|22〉 (green). In the presence of the field,
a different channel, |21−〉|22−〉|21〉, becomes dominant (blue). (b) The thresholds for
these exit channels, relative to the incident threshold.
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This additional coupling would, in general, cause inelastic rates to rise. It is, however,

offset by the competing tendency for inelastic rates to become less likely when the

change in relative kinetic energy of the collision partners is larger. Figure 4.2(b) shows

the threshold energies for the two exit channels in Fig. 4.2(a), versus field, with zero

representing the energy of the incident threshold. Here it is evident that loss to the

channel |22−〉|10−〉|22〉 (green line) is accompanied by a large gain in kinetic energy,

whereas loss to channel |21−〉|22−〉|21〉 (blue line) gains comparatively little kinetic

energy, and thus the later channel more strongly affected by the increased coupling

generated by the field.

4.1.2 Magnetic Field Case

To gain insight into the suppression of the inelastic rates in a magnetic field [Fig.

4.3 (a)], calculations were at a representative collision energy E = 10−5K. To converge

the calculations in high field (B≥ 1500 Gauss) required partial waves l = 0, 2, 4, 6. We

have only considered collisions with incident partial wave l = 0, since higher partial wave

contributions, while they exist, only contribute to rates at the fraction of a percent level.

Because the electric field remains zero, parity is still a rigorously good quantum

number. Therefore states of the same parity are not directly coupled. Nevertheless,

the dominant loss channels in a magnetic field share the parity of the incident chan-

nel wave function, |i〉 = |22,−〉|22,−〉|00〉. Figure 4.3 (a) illustrates this by showing

the total (black) and partial (color) inelastic rates as a function of the magnetic field.

The loss rates shown correspond to the exit channels |f〉 = |10−〉|22−〉|22〉(green),

|11−〉|22−〉|41〉(blue), and |10−〉|10−〉|44〉(red).

Since direct coupling to the final channels is forbidden to the dipolar interaction,

all coupling must occur through some intermediate channel |int〉. Moreover, owing to

the parity selection rules in the matrix element [Eq. (3.29)], this intermediate channel

must have parity quantum numbers ε1 = ε2 = +. Since this coupling is second order,
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Figure 4.3: (a) The total (black) and partial (color) inelastic rates for OH-OH collisions
as a function of magnetic field. The colors are explained in the text. (b) The corre-
sponding thresholds, referred to the incident channel’s threshold (Ei = 0). The lowest
curve is one possible intermediate channel.
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the dominant exit channels can consist of both d-wave (lf = 2) and g-wave (lf = 4)

contributions, in contrast to the electric field case.

The primary feature of the inelastic rates in Fig. 4.3 (a) is that they decrease

significantly at large field. This decline is the main reason for optimism regarding

evaporative cooling strategies in OH; an applied bias field of 3000 Gauss can reduce

the inelastic rate constant to below 2 × 10−13 cm3/sec (see Fig. 4.1). The cause of

this decrease can be traced directly to the relative separation of the incident and final

channel thresholds, along with the indirect nature of the coupling.

To see this, we reduce the model to its essential ingredients: (1) a strong dipole-

dipole interaction, (2) the relative shift of the thresholds as the magnetic field is tuned,

(3) an extremely exothermic intermediate channel, and (4) the centrifugal barrier in

the final and intermediate channels. The Hamiltonian for a reduced model is HModel =

T0 + VModel, where T0 is the kinetic energy operator and VModel in matrix form is

VModel =

















Ei 0 a/R3

0 Ef + cf/R
2 b/R3

a/R3 b/R3 Eint + cint/R
2

















. (4.2)

Here cj is a centrifugal repulsion with cj = h̄2lj(lj + 1)/2mr , a and b are dipole-dipole

coupling strengths, and Ej is the threshold energies for the j th channel, which mimic

the essential feature of the Zeeman effect in this system. The channels {i, f, int} have

quantum numbers (ε1ε2)
i = (ε1ε2)

f = (−−) and (ε1ε2)
int = (++). The incident channel

has a partial wave li = 0, while dipole-coupling selection rules allow lint = 2 and lf = 2

or lf = 4.

The model Hamiltonian [Eq. (4.2] explicitly excludes direct coupling between

incident and final channels, whereas coupling is mediated through the int channel.

Parameters characteristic of the physical problem are a = 0.12 (a.u.), b = 0.10 (a.u.),

Ei = 0, Ef = −0.003 → −0.1(K), and Eint = −0.17(K), li = 0, lf = 2 or lf = 4 and

lint = 2. The energy gap separation losses to the intermediate channels are negligible.
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We find, in addition, that moving Eint has little effect on the rate constants for loss to

channel f .

In this model, we use the threshold separation instead of magnetic field because

that is the essential effect of the field, to shift incident and final thresholds relative to

each other. We have chosen Ef to vary over the range similar to the effect of changing

the field from 0 to 1000 Gauss for the dominant zero-field loss channel, |10−〉|22−〉.

Figure 4.4 shows the inelastic rates computed within this model. This three-

channel model does a reasonable job of mimicking the prominent features of the full

calculation, including the eventual and lasting decrease in rates as the states are sepa-

rated in energy. In addition, the g-wave rates decay more slowly as a function of field

than do the d-wave rates, which is consistent with the full calculation (compare Fig.

4.3). The declining values of the rate constant cannot, however, be attributed to a

simple overlap integral of the form of Eq. (4.1), since the incident and final channels

are not directly coupled. We therefore present a more refined adiabatic analysis of this

process in the next subsection.

4.1.3 Adiabatic Analysis of the Magnetic Field Case

To understand the system’s magnetic field behavior we analyze the reduced chan-

nel model (4.2) in the adiabatic representation discussed in Sec. 3.6.

A partial set of adiabatic potential curves generated in this way is shown in Fig.

4.5, and exhibits an avoided crossing at R = 150. Thus molecules incident on the

uppermost channel scatter primarily at large values of R. This point has been made in

the past when an electric field is applied [87]; here we note that it is still true in zero

electric field and that scattering calculations can proceed without reference to short-

range dynamics.

The result of the ADWBA is shown in Fig. 4.6. The two curves are for d (black)

and g-wave (red) inelastic channels. Several key features are present that also occur in
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Figure 4.4: Inelastic rate constants for the three-channel model system, Eq. 4.2, as func-
tion of initial and final threshold separation. The two curves are for d and g-wave exit
channels (black and red, respectively). In the g-wave channel, K inel

2 evolves more slowly
as the thresholds are separated. The threshold separation shown corresponds to varying
a magnetic field from 0 to 1000 Gauss for the dominant loss channel, |10−〉|22−〉|22〉.
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Figure 4.5: The relevant adiabatic potential curves for the OH-OH system. Shown are
two different values of the final threshold energy Ei − Ef = 5mK (a) and Ei − Ef =
15mK (b)
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Figure 4.6: Inelastic rate constants as estimated by the adiabatic distorted wave Born
approximation for the three-channel system. The black curve is for a d-wave exit chan-
nel, and the red for a g-wave exit channel. The threshold separation shown corre-
sponds to varying a magnetic field from 0 to 1000 Gauss for the dominant loss channel,
|10−〉|22−〉.
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the full calculation, namely: (1) the inelastic rate goes down with increasing threshold

separation, (2) there is a zero in the rates, as seen in Fig. 4.3, and (3) the g-wave inelastic

rate goes more slowly than the d-wave, as seen in the model and the full calculation.

The ADWBA accounts for all of these. The first feature, diminishing rates, still arises

from an energy gap suppression, since the de Broglie wavelengths of incident and final

channel still do not match well. In the ADWBA, this process is further helped along

by the fact that the residual channel coupling, represented by P , is localized near the

avoided crossings of the adiabatic potential curves.

The ADWBA helps to visualize this suppression, as shown by the sample wave

functions in Fig. 4.7. This figure shows ψι,
d

dRψϕ, and Pιϕ for various values of Ef .

Varying Ef mimics the shift of the thresholds in an applied magnetic field. The values of

Ef of Fig. 4.7 are (a) Ef = −6mK, (b) Ef = −22mK, and (c) Ef = −62mK. The effect

of the different Ef s leave ψι mostly unchanged. However, ψϕ becomes more exothermic

and therefore more oscillatory (λdb clearly shortens). Moreover, the dominant coupling

region where Pιϕ peaks moves to shorter R as Ef increases. This motion is obvious

from the avoided crossing in Fig. 4.5.

The transition amplitude in the ADWBA given in Eq. (3.39) is proportional to

the integral of the product of the three quantities in Fig. 4.7. Because of the shortening

of the de Broglie wavelength in the exit channel, this integral will eventually vanish,

accounting for the zero in the inelastic rates. The total rate will, in general, not vanish,

since there are many exit channels, and they will experience destructive interference at

different values of the threshold, hence at different fields.

Finally, the g-wave inelastic rates are not so strongly affected by the separation

of Ei and Ef because the g-wave centrifugal barrier is larger, meaning a greater energy

is required to change the wave function at short range such that a node in the velocity

can pass through the coupling region. The zero in this rate constant will thus occur at

larger threshold separations.
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Figure 4.7: Illustrations of the origin of the zero in the partial rates. Each panel
shows curves ψι,

d
dRψϕ × 100 and Pιϕ ×109. The plots are for different final energies,

and the inelastic rate from the Born approximation are (a) Ef = −6mK and K inel
ιϕ =

5×10−11(cm3/s), (b) Ef = −22mK , K inel
ιϕ = 5×10−14(cm3/s), and (c) Ef = −62mK,

Kinel
ιϕ = 6× 10−13(cm3/s), see text for details.
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4.2 Conclusions

We have explored the influence of a magnetic field on the cold collision dynamics

of polar molecules. The dipole-dipole interactions remain significant even in the absence

of an electric field that polarizes the molecules. In general, this implies that molecular

orientations are unstable in collisions, making magnetic trapping infeasible. We have

found, however, that a suitably strong magnetic field can mitigate this instability.

Beyond this result, we note that laboratory strength fields can exert comparable

influence on cold collisions, if applied separately. A useful rule of thumb in this regard

is that an electric field of 300 V/cm acting on a 1 D dipole moment causes roughly the

same energy shift as a 100 Gauss field acting on a 1 Bohr magneton magnetic moment.

This raises the interesting question of how the two fields can be applied simultaneously

to exert even finer control over collision dynamics. This will be the subject of future

investigations.



Chapter 5

Strong-Field Seekers and the Influence of an Electric Field

Conventional spectroscopy of atoms and molecules begins with the premise that

the energy levels of the species being probed are fixed even though they may shift slightly

in electromagnetic fields. These levels are then interrogated by energy-dependent probes

such as photons or charged or neutral particles. Information on the energetics and

structure of the molecules is extracted from absorption energies, oscillator strengths,

selection rules, etc. In these investigations, the study of resonances has played a central

role.

With the advent of ultracold environments for atoms and molecules, this general

view of spectroscopy can be inverted. Cold collisions provide a nearly monochromatic

probe of near-threshold intermolecular interactions, with resolution set by the milli-

Kelvin or micro-Kelvin temperature of the gas. In this case, the energy levels of nearby

resonant states can be tuned into resonance with the zero-energy collisions. For cold

gases of alkali atoms, this strategy is already in widespread use. It exploits the fact

that the Zeeman effect can shift the internal energies of the atoms over ranges orders

of magnitude larger than the collision energy itself. In this way, atoms can be made

to resonate when they would not naturally do so (i.e., in zero field). Measurement of

these “Feshbach” resonances (more properly, Fano-Feshbach resonances) has yielded the

most accurate determination of alkali-alkali potential energy surfaces for near-threshold

processes [113].
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The current experimental and theoretical push to create and study ultracold

molecules [30] will lead to many more opportunities for this novel kind of spectroscopy,

since molecules possess many more internal degrees of freedom than do atoms. There

will be, for example, numerous Fano-Feshbach resonances in which one or both of the

collision partners becomes vibrationally or rotationally excited [71, 114, 115]; statistical

arguments suggest that these resonances will be quite narrow in energy, a fact related

to their abundance [114]. A second class of resonant states will occur when the con-

stituents are excited into higher-lying fine structure or hyperfine structure states, more

reminiscent of the resonances observed in alkali atoms. In molecules, these resonances

are naturally also tunable in position using magnetic fields [116].

In this chapter, we are primarily interested in a third class of resonance: potential

resonances that are engendered by altering the intermolecular potential energy surface

itself. This capability becomes especially prominent in cold collisions of heteronuclear

polar molecules, whose dipolar interactions are quite strong on the scale of the low

translational temperatures of the gas. At the same time, the dipole moments of the

individual dipoles can be strengthened or weakened as well as aligned by an applied

electric field.

This kind of resonance includes shape resonances, discussed in the context of cold

atoms polarized by strong electric fields [117, 118]. A second set dubbed “field-linked”

resonances has been studied in some detail in Refs [90, 87, 91]. These states appear

in PES’s that correlate to weak electric field-seeking states of free molecules. They are

weakly bound, long-range in character, and indeed do not appear to exist without an

electric field present. Similar resonances are predicted to occur in metastable states of

the alkaline earth elements at low temperatures [119, 120].

A rich set of potential resonances emerges among strong-field seeking states, and

this is the subject of the present paper. Strong-field seekers are of increasing importance

experimentally, since they enable molecules to be trapped in their absolute ground
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states where no two-body inelastic collision processes are available to harm the gas. In

this case, the colliding molecules are free to approach to within a small internuclear

distance of one another; the resulting potential resonances therefore can probe detailed

intermolecular dynamics near threshold. The resulting data, consisting of scattering

peaks as a function of electric field, can be thought of as a kind of “Stark spectroscopy.”

Just such a tool has been applied previously in precision measurements of alkali Rydberg

spectra [121, 122].

In this chapter, we explore such spectra in ultracold molecules, finding that the

spectrum is dominated by a quasi-regular series in the electric field values. Such a

series is the fundamental building block of molecular Stark spectroscopy and plays a

role analogous to the Rydberg series in atomic spectroscopy. In both cases, the series

lays out the fundamental structure of the unperturbed, long-range physics between

interacting entities. In the case of atoms, the deviation from an unperturbed Rydberg

series, encapsulated in the quantum defects, yields information on the electron-core

interaction [123, 124]. Similarly, it is expected that differences in observed Stark spectra

from those presented here will probe the short-range intermolecular interactions.

Using this formalism, introduced in section 2, we study the potential resonances

using a simplified version of the molecular gas in which all dipoles are assumed to be

perfectly aligned and where molecular fine structure plays no role. In Sec. IV, we con-

sider the case of more realistic molecules, where fine structure does intervene. We show

that the structure of the potential resonances is unchanged, but that additional narrow

Fano-Feshbach resonances do appear. Throughout this chapter, we emphasize how the

various types of resonance can be classified and organized by simple considerations in-

volving the WKB approximation. To introduce the ideas, we first illustrate them with

a simple “toy” model of pure polarized dipoles.
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Figure 5.1: (a) Adiabatic curves of the pure dipole system for two values of the dipole
moment µ: µ = 0.1 (gray) and µ = 1 (black) (b) The cross section of the polarized
dipole model versus µ, at a collision energy E = 10−12 K. The brackets denote predicted
resonant positions using the adiabatic WKB phase (AWP) approximation. The black
bracket represents the phase contribution from the lowest adiabatic curve, and the gray
is from all remaining contributions.
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5.1 Dipolar Scattering

Our primary interest in polar molecule scattering is how the strong anisotropic

interaction affects the system. As a first step illustrating the influence of dipolar in-

teractions, we present a simple model composed of polarized dipoles with no internal

structure. Strictly speaking, this system is created by an infinitely strong electric field

that completely polarizes the molecules and raises all other internal states to experi-

mentally unattainable energies. Thus the only label required for a channel is its partial

wave, l = {0, 2, 4, ...} in the numerical example given here. The matrix elements of the

dipole-dipole interaction are taken to be 〈12l0|Hµµ|12l′0〉 = −0.32µ2〈l0|C2
0 |l′0〉, which

is typical for molecules like RbCs or SrO. We then artificially vary the dipole moment µ

to see the effect of an increasingly strong dipolar interaction. Pragmatically speaking,

varying µ parallels changing the electric field. The intention of this model is to focus on

the effect of direct anisotropic couplings between the degenerate channels, as measured

by their effect on the partial wave channels.

For this model, we use a reduced mass of mr = 104 a.u., typical of very light

molecules. We moreover assume that the molecules approach one another along the

laboratory z-axis, so that only the projection ml = 0 of orbital angular momentum

is relevant. To set a concrete boundary condition at small R, we apply “hard wall”

boundary conditions, ψ(Rin) = 0 at a characteristic radius Rin = 20 a.u. We pick the

collision energy to be nearly zero, namely 10−12 K. To converge the calculation for this

model requires inclusion of partial waves up to l = 14 and numerical integration of the

Schrödinger equation out to R = R∞ = 1×105 a.u. using the log-derivative propagator

method of Johnson [108].

To get a sense of the influence of increasing the dipole moment, we first look

at adiabatic curves of the system. Figure 5.1 (a) shows two different sets of adiabatic

curves: a gray set with µ = 0.1 (a.u.) and a black set µ = 1.0 (a.u.). In each set, the four



68

lowest adiabatic curves are shown. Looking at these curves, we can see two characteristic

effects of increasing µ. First, the lowest curve becomes much deeper. Second, the

higher adiabatic curves, originating from nonzero partial waves, may support bound

states at short distance states, i.e., within the centrifugal barrier. Both these effect may

generate bound states, leading to distinct classes of scattering resonances as µ is varied.

The deepening of the lowest adiabatic curves induces potential resonances, whereas the

higher-lying curves lead to narrow shape resonances wherein the molecules must tunnel

through the centrifugal barrier.

The different classes of resonances can clearly be seen in cross section, in Fig. 5.1

(b). The broad quasi-regular set of resonances seen in the cross section are the potential

resonances originating from the lowest adiabatic curve. The narrow shape resonances

appearing sporadically in the spectrum originate from the higher-lying curves. For

the purpose of this chapter, we focus on the wide potential resonances and simply

acknowledge the existence of the narrow shape resonances.

To show that the broad resonances primarily belong to the lowest potential and

the narrow shape resonances belong to the higher-lying potentials, we use an eigenphase

analysis. The eigenphase can be thought of as the sum of the phase shifts for all of the

channels; thus it tracks the behavior of all the channels simultaneously. The eigenphase

is defined as

φeigen =
∑

i

tan−1(λK
i ). (5.1)

Here λK
i are the eigenvalues of the K matrix from the full-scattering calculation [104].

TheK matrix is related to the more familiar scattering matrix by S = (1+iK)/(1−iK).

When the system gains a bound state, it appears as a π jump in eigenphase. The

eigenphase of the system is shown in Fig. 4.2 (a) as the solid line with many abrupt

steps.

To analyze this situation further, we construct an approximate eigenphase as
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Figure 5.2: (a) Eigenphase (solid) and total adiabatic WKB phase (AWP, dashed) for
the dipole-scattering model. (b) AWP contributions for the lowest adiabatic curves

(φ
(1)
WKB) with the black bracket indicating when φ

(1)
WKB passes through a multiple of π.

The two remaining curves are contributions with nonzero partial waves (φ
(2,3)
WKB). The

gray bracket indicates where the sum of these contributions passes through a multiple
of π.
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follows. First, we assess the total phase accumulated in each adiabatic channel using a

WKB prescription:

φ
(i)
WKB(µ) =

∫ Rout

Rin

√

−2mrV
(i)
AD(µ,R)/h̄2. (5.2)

Here (i) stands for the ith adiabatic curve. For the lowest adiabatic curve, which is

always attractive, the range of integration is from Rin to Rout = ∞. For high-lying

channels that possess a barrier to scattering at zero collision energy, the limits of inte-

gration are from Rin to the inner classical turning point of the barrier. This will yield

some information on shape resonances trapped behind the barrier, but we will not make

much of this in the analysis to follow. Finally, we add together the individual WKB

phases to produce an approximate eigenphase shift, which we dub the “adiabatic WKB

phase” (AWP):

φWKB(µ) =
∑

i

φ
(i)
WKB(µ). (5.3)

Since we are not concerned with properties of the phase associated with the higher-lying

adiabatic curves, we do not consider the connection formula now.

The total AWP for this system is shown as a dashed line in Fig. 5.2 (a). It

tracks the eigenphase well but offers more information if we decompose the AWP into

its contributions. Figure 5.2 (b) shows the individual contributions of the sum. The

largest contribution is the phase from the lowest adiabatic curve, which can be associated

with potential resonances. A black bracket appears above this phase contribution with

vertical marks indicating when it passes through an integer multiple of π, i.e., when we

expect to see a potential resonance in the cross section. This same bracket is plotted in

Fig. 5.1 and shows good agreement between the locations of the potential resonances

and the AWP predictions. We conclude from this that the main resonance features in

the Stark spectrum arise primarily from this single potential curve.

In Fig. 5.2 (b), the two remaining phase contributions originate from nonzero

partial wave channels that possess centrifugal barriers; see Fig. 5.1(b). The gray bracket
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indicates where the sum of these two contributions passes through an integer multiple of

π, and thus represents a guess for where the shape resonances lie. This gray bracket is

also shown in Fig. 5.1. The agreement with the position of the narrow resonance features

in the cross section is not nearly as good as it is with the broad potential resonances.

This indicates a more involved criterion for shape resonances. Nevertheless, the AWP

predicts 15 shape resonances, and there are 13 in the range of µ shown. The AWP

appears to offer a means to roughly predict the number of shape resonances in this

system, even though it does not predict the locations exactly.

A main point of this analysis is that the AWP in the lowest adiabatic channel

that alone is sufficient to locate the potential (as opposed to shape) resonances without

further modification. For the rest of this chapter, we focus on the potential resonances

in more realistic molecules with internal molecular structure. The general analysis in

terms of a single-channel AWP will still hold, but an additional phase shift will be

required to describe the spectrum.

5.2 Strong-Field Seekers

Strong-field-seeking molecules are approximately described as polarized in the

sense of the last section, because their dipole moments are aligned with the field. They

will, however, contain a richer resonance structure owing to the presence of low-lying

excited states that can alter the dipolar potential energy surface at small R.

For concreteness, we focus here on molecules with a 1Σ ground state. Heteronul-

cear alkalis fit into this category and are rapidly approaching ground state production

with various species [125]. As examples, we pick RbCs and SrO in their ground states.

Ground state RbCs has been produced experimentally [49]. As for SrO, promising new

techniques should lead to experimental results soon [126]. For simplicity we include only

the J = 0 and J = 1 rotational states and freeze the projection of molecular angular

momentum to MJ = 0. This restricts the number of scattering thresholds to three,
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identified by the parity quantum number of the molecules in zero field. The parity

quantum numbers for the three thresholds are (−−,−+,++). This model is similar to

the one presented in Ref. [87] that can be easily constructed for any rigid rotor when

only including two molecular states. One immediate consequence of multiple thresholds

is the presence of rotational Fano-Feshbach resonances in the collisional spectrum.

The first example is RbCs, whose physical parameters are µ = 1.3 D, mr = 110

a.m.u., and Be = 0.0245(K) [49]. As before, we apply a vanishing boundary condition

at Rin = 20 a.u. To converge this calculation over the field range considered, we require

partial waves up to l = 30. We first look at the adiabatic curves of the system to

get an understanding of how the real system deviates from the simple model presented

above. In Fig. 5.3 (a), we plot the six lowest adiabatic curves for the RbCs system with

only four partial waves, so the figure is more easily interpreted. The sets of adiabatic

curves shown are for two different field values: the gray set has E=0 and the black set

has E= 5000 (V/cm). There are two important features that differ from the dipole

example. First, there are two higher thresholds, and the electric field shifts these apart

in energy as the field is increased. Second,the electric field dramatically changes the

radial dependence of the Hamiltonian.

The difference in thresholds can be seen clearly in Fig. 5.3 (a) where the lowest

excited threshold moves from 0.05(K) at E=0 to 0.18(K) at E=5000 (V/cm). The

difference in radial dependences for the two cases is seen more clearly in a log-log plot

of the two lowest adiabatic curves for both fields, as shown in Fig. 5.3 (b). The gray set

corresponding to zero field has two distinct asymptotic radial powers. At large R, the

lowest adiabatic curve has a 1/R6 behavior asymptotically because of couplings with

channels far away in energy [∼ 0.05(K)]. However as R approaches zero, the dipolar

interaction has overwhelmed the rotational energy separation, and the radial dependence

becomes 1/R3 in character at about R=100 (a.u.). For reference, the dashed line is

proportional to 1/R3. With E= 5000 (V/cm), the two black curves show the radial
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Figure 5.3: (a) Adiabatic curves for the RbCs system at two different field values,
E = 0(V/cm) (gray) and E = 5000(V/cm) (black). (b) Log-log plot of the absolute
value of the two lowest adiabatic curves. The blue dashed line is proportional to 1/R3.
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dependence of the adiabatic curves. The lowest curve now has nearly 1/R3 behavior

over the whole range shown. Asymptotically when the centrifugal barrier is larger, the

radial dependence will change to 1/R4 [87]. The second lowest adiabatic curve is also

significantly altered by the strong dipolar interaction as can be seen in Fig. 5.3 (b).

In Fig. 5.4 (a), we plot the cross section for the model RbCs system. This

spectrum is riddled with narrow Fano-Feshbach resonances but is still dominated by a

series of potential resonances similar to the one in Fig. 5.1 (b). There are two sets of

AWP predictions shown as over-brackets. To understand their difference, we look to

Fig. 5.4 (b). The AWP for the lowest adiabatic curve is shown in Fig. 5.4 (b) for two

different zero-field phase values. The gray curve is the AWP that is directly computed

from the method described in Eq. (5.3). The locations where it passes through an

integer multiple of π are indicated by the gray triangles. Referring back to Fig. 5.4

(a), where the same gray triangles appear, we see that this simple estimate does not

reproduce the resonance position.

We can, however, introduce an additional overall phase shift to account for the

difference in short-range interactions from the pure polarized case. The shifted AWP

reads

φ̃
(1)
WKB(E) = φ

(1)
WKB(E) + πδdefect. (5.4)

By treating δdefect as a fitting parameter, we can obtain the resonance positions in-

dicated by the black bracket in Fig. 5.4, which agree quite well with the resonance

positions in the close-coupled calculation. To do so requires, in this case, a phase shift

δdefect = 0.14. In analogy with Rydberg spectroscopy, we consider the shift we have

added to be a “quantum defect” that accounts for the effect of the short-range inter-

action. The additional phase shift reflects the influence of short-range physics on the

scattering such as curve crossings with curves from higher thresholds.

The AWP also saturates with field, as can be seen in Fig. 5.4 (b). This saturation
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Figure 5.4: (a) Cross section for RbCs in strong-field seeking states, including the 10
potential resonances that the AWP predicts (solid bracket). The AWP phases are shown
in (b). The black bracket corresponds to the AWP predicted resonances for the lowest
adiabatic curve after a defect, δdefect = 0.14, has been added according to Eq. (5.4).
The gray triangles are the AWP predicted resonances without the defect.
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occurs because the electric field eventually fully polarizes the molecules, so the dipole

moment cannot increase further. The effect can also be seen in the spacing of the

potential resonances. At low fields, the potential resonances occur frequently in field.

Then, as the field is further increased, the resonances occur less often in field, which

is a signature of dipole moment saturating and therefore an increasing field having less

effect on the molecular interaction.

As a second example, we consider SrO, which has the physical parameters mr=52

a.m.u, µ=8.9 D, andBe = 0.5 K [39]. We choose this molecule for its comparatively large

mass and dipole moment, which guarantee a large number of resonances. In Fig. 5.5 we

have plotted the cross section for SrO, which is dominated by the quasi-regular potential

resonance series. As before, the black bracket indicates where the phase shifted, AWP

predicts the potential resonances, and we see the agreement is good. Furthermore,

the series has not terminated since we have not completely polarized the dipole. The

series of potential resonances saturates at 17.5 (kV/cm) after a total of 43 potential

resonances have been induced. To line up the AWP’s predictions and the actual cross

section requires a defect of δdefect = 0.215.

We have picked two examples to illustrate how the potential resonances will ap-

pear in the context of collisional spectroscopy. These resonances will occur to varying

degrees in the strong-field seeking collisions of all polar molecules. For example, we can

also make similar predictions for an asymmetric rotor molecule such as formaldehyde

(H2CO). We find that this molecule should possess six potential resonances in the field

interval from 0 to 50 kV/cm.

It is worth noting that portions of similar resonance series were anticipated in

cold atomic gases subjected to electric fields [118]. However very few such resonances

are likely to be observed, owing to the enormous fields ∼MV/cm required to generate

them. In polar molecules, by contrast, the entire series should be readily observable.
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Figure 5.5: Cross section for SrO with a bracket indicating resonance positions predicted
by the phase shifted AWP for the lowest adiabatic curve. There are 33 PR shown in
this range of electric field. δdefect = 0.215.
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5.3 Collisional Spectroscopy

Through the course of this work, we have shown that the zero-energy cross section

of strong-field-seeking molecules is dominated by a set of broad potential resonances.

Even though these resonances are themselves intriguing, their properties can be ex-

ploited to learn much more about the system. The general structure of the potential

resonances is governed by the long-range dipolar interaction, which has a predictable and

common form. With a clear understanding of this interaction and how it induces reso-

nances, it could be exploited to learn about the short-range interaction of the molecules.

This is because details of where the lines appear must also depend on the boundary con-

dition experienced by the wave function at small values of R. Therefore the spectrum

contains information on the small R intermolecular dynamics. Thus by studying the

potential resonance series, we can extract information about the short-range dynamics.

This idea is similar to quantum defect theory, which has been very successful in

the spectroscopy of Rydberg atoms. The short-range physics of the electron interacting

with the nucleus is complicated and not easily solved. However, once the electron is out

of the small R region, it enters into a pure coulomb potential where its motion is well

understood. The effect of the short range must be merged with long-range physics to

form a complete solution. To account for the short-range interaction, the energy can be

parameterized by replacing the principal quantum number with an effective quantum

number n? = n − µ. This procedure is tantamount to identifying an additional phase

shift due to the interaction of the electron with the atomic core. The idea of merging

standard long-range physics with complicated short-range behavior has been applied

successfully not only in Rydberg states of atoms [124, 127] and molecules [128], but also

in atomic collisions [129], cold collisions [131, 132, 130], and dipole-dipole interactions

of the type we envision here [118].

As a simple expression of this idea, we can alter the boundary condition applied
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Figure 5.6: The vertical curves represent electric field values where the AWP predicts
potential resonances for a given defect, EWKB(δdefect). The points represent resonant
field values, E (b), in the full calculations with different initial boundary conditions. The
values of b are given by cotan(πβ). The values of β for the different full numerical
calculations are 0 (filled circle), 0.11 (filled square), 0.22 (filled triangle), 0.56 (hollow
circle), 0.78 (hollow square), and 0.89 (hollow triangle). Each set of values E (b) is plotted
at a height corresponding to its best-fit value of δdefect.
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at Rin when performing the full scattering calculation and note its influence on the field

dependent spectrum. For the above calculations, we have imposed the standard van-

ishing boundary condition, ψ(Rin) = 0, for all channels. We now replace this condition

with a uniform logarithmic derivative, b = ( d
dRψ)ψ−1, at Rin. Thus previously we set

b =∞, but now we allow b to vary. The log-derivative is conveniently represented as a

phase:

b = cotan(πβ), (5.5)

where β can lie between zero and one, covering all values of b from −∞ to +∞. For

β = 0, the boundary condition is the one employed above, ψ(Rin) = 0, whereas for

β = 0.5, the boundary condition is d
dRψ(Rin) = 0.

We have recomputed the collisional spectrum of RbCs for several different initial

conditions, and plotted the field values of the potential resonances, E (b), in Fig. 5.6 as

sets of points. The values of β for the different calculations are 0 (filled circle), 0.11

(filled square), 0.22 (filled triangle), 0.56 (hollow circle), 0.78 (hollow square), and 0.89

(hollow triangle). The filled circles are resonant locations for cross section in Fig. 5.4

(a).

We next wish to demonstrate that each such spectrum can be identified by a single

quantum defect parameter, as was done in the previous section. This entails picking

a value of δdefect and then setting the phase φ̃
(1)
WKB(E) equal to an integer multiple of

π. This yields a set of resonant field values, EWKB(δdefect). Each δdefect corresponds

to a particular approximate spectrum. The set of curves, EWKB(δdefect), generated

by continuously varying δdefect are shown are shown in Fig. 5.6 as solid lines. The

bracket in Fig. 5.4 (a) corresponds to the set of points where a vertical line intersects

EWKB(δdefect) with δdefect = 0.14.

We can compare the resonant field values predicted by the AWP, EWKB(δdefect),

and resonant field values given by the full calculation with different initial conditions,
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E (b). To plot E (b), we have varied the height at which the set of points E (b) is plotted

until it aligns with EWKB(δdefect). Doing this, we are able to to see how b and δdefect are

related. Thus in Fig. 5.6, we can see that even with different boundary conditions, the

single AWP curve in Fig. 5.4 (b) can be used to predict the spacing between the potential

resonances by varying a single parameter, δdefect. This shows the AWP represents the

long-range scattering physics well and that empirically extracted parameters like δdefect

will carry information about the short-range physics such as that embodied in b.

5.4 Conclusion

A number of resonant processes may occur when two polar molecules meet in an

ultracold gas. We have focused here on the dominant, quasi-regular series of potential

resonances between strong-field seeking states. These potential resonances originate in

the direct deformation of the potential energy surface upon which the molecules scatter.

Observation of these resonances may offer a direct means for probing the short range

interaction between molecules. We have provided a means of analyzing this system with

an adiabatic WKB phase integral. This method shows how the system evolves with the

application of an electric field.



Chapter 6

The Last and Shortest Chapter

Throughout the course of this work, we have studied the effects of external fields

on collisions of polar molecules. First, we explored how the use of a magnetic field

could suppress inelastic loss rates for weak-field seeking states of OH. We used a simple

numerical method with which the suppression could be understood in terms of energy

gap suppression. Second, we began the exploration of collisions between strong-field

seeking states in the presence of an electric field. We found a quasi-regular set of

potential resonances as a function of the electric field. To analyze these resonances, we

used a simple WKB approximation to the eigenphase and explored the nature of the

potential resonances.

There are many possible future directions for this work. One is to further the

understanding of how external fields can control long-range scattering such that the

molecules approach short range a in determined manner. This would lead to the ability

to systematically extract information about the short-range interaction of the molecules

and even the possibility of controlling chemical reactions. Another possible direction is

to explore the parameterization of the molecular scattering such that faithful represen-

tations of the two-body interaction may be inserted into many body theories.
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