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Thesis directed by Prof. Murray J. Holland

The fractional Quantum Hall effect (FQHE) has been predicted in a cloud of

bosons rotating at a frequency equal to that of the confining harmonic potential. Achiev-

ing this regime experimentally, by directly spinning the cloud, is a challenge. In this

thesis, we probe an alternate approach to realizing the FQHE physics in cold gases by

examining cold bosons confined to a rotating optical lattice.

We derive modified Bose-Hubbard Hamiltonians to study the system in the tight-

binding limit and develop analogies to Bloch electrons in the presence of a magnetic

field. The primary effect of rotation is to introduce non-abelian character in the problem.

This is because the system picks up a phase not always equal to a multiple of 2π when

a particle goes around a plaquette.

We numerically study hardcore bosons in the tight-binding limit by diagonalizing

a Hamiltonian constructed using a truncated Fock basis. We show that vorticity can

exist in the tight-binding limit though angular momentum is no longer quantized. Using

the discrete rotational symmetry of the system, we identify quasi-angular momentum

as a good quantum number. Quantum phase transitions are expected when the discrete

rotational symmetry of the ground state changes. Using a perturbative analysis, we

show that the effect of a weak lattice is to spatially modulate the Hall resistance. A

linear-response analysis of the system’s response to an AC perturbation shows that the

system does indeed display FQHE characteristics. We attempt to extend the analysis to

larger systems using Monte Carlo methods. We show that the sign problem is inherent

in the World Line Monte Carlo method as applied to non-abelian systems.
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Chapter 1

Introduction

1.1 Background

In an attempt to formally derive Planck’s radiation law in the early 1920s, Satyen-

dra Nath Bose proposed a formalism for describing photon statistics where photons were

considered indistinguishable. His efforts to get the results published met with initial

resistance and he sent the manuscript directly to Albert Einstein to get his help. Ein-

stein not only agreed with Bose but also showed that the formalism could be extended

to all bosons [15, 23]. This formalism for indistinguishable bosons is now known as

Bose-Einstein statistics. Einstein also showed that if bosons were cooled to very low

temperatures, they would simultaneously occupy the lowest available quantum state

forming a Bose-Einstein condensate (BEC).

The first experimental instance of a BEC was obtained in 1938 when Kaptitza,

Allen and Misener discovered superfluidity in Helium-4 [40, 3]. However, the strong

interactions between particles made the phenomena of superfluidity in Helium difficult to

explain. Much of the subsequent theory was phenomenological because the experimental

parameters needed to test the theories were not tunable. This changed when BECs were

realized in weakly-interacting cold alkali gases in 1995 [5, 20, 16]. Since then, theoretical

and experimental research in cold alkali atoms has exploded due to at least three main

factors.

Firstly, interactions between the particles in a cold atom BEC can be tuned easily.
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Figure 1.1: (Back to front) Superfluid, Mott insulator and superfluid signatures obtained
by Greiner et al. [29] for a Bose-Einstein condensate in an optical lattice. These sig-
natures correspond to momentum-space distributions obtained by taking time of flight
images. In the superfluid state (shallow lattice), there is a coherent phase description
across sites leading to an interference pattern while there is no such interference for the
Mott insulator state (deep lattice).

The two-body scattering length can be varied via a Feshbach resonance by changing

the magnetic field and interactions can be made repulsive or attractive to the extent

required [37]. In 2003, this technique was used to coerce fermions into forming bosonic

molecules which were then condensed into a BEC [30]. Secondly, BECs can be loaded

into optical lattices. An optical lattice is formed from an off-resonant light-intensity

pattern created by the interference of several laser beams. The atoms feel a potential

proportional to the intensity of the light field. The height of the lattice potential can

be tuned by changing the laser intensity. In a fine instance of how this could be used,

Greiner et al. [29] experimentally demonstrated quantum phase transitions by showing

that a condensate loaded in a lattice could be made to go from a superfluid phase

(shallow lattice) to a Mott insulator phase (deep lattice) by simply changing the lattice

depth (Fig. 1.1). Efforts are underway to use BECs in lattices to understand the role

of periodic potentials in phenomena such as high-temperature superconductivity and

creation of exotic anyonic states [22]. Lastly, rotation can be introduced in BECs. This
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Figure 1.2: Vortex lattices as seen by Zwierlein et al. [89] on both sides of the BEC-
BCS crossover. The vortex lattice on the right indicates superfluidity in a condensate
of bosonic Li6 molecules. The vortex lattice is on the left is due to a condensate of
Cooper pairs (pairs in momentum space) and is a signature of superfluidity in strongly
interacting Fermi gases.

rotation manifests itself in the form of quantized vortices that can be easily imaged.

Starting from the quantum engineering of a single vortex [85], rotating condensates

have been used to understand exotic phenomena such as the formation of Abrikosov

vortex lattices [47, 32] and Tkachenko modes [72]. The presence of a vortex core is a

signature of superfluidity. Recently, vortex lattices were imaged across the Feshbach

resonance in the BEC-BCS crossover regime [89] hence demonstrating superfluidity in

strongly interacting Fermi gases (Fig. 1.2).

1.2 Motivation

Rotating BECs are also expected to lead to the fractional quantum Hall effect

(FQHE) in cold gases. Consider the Hamiltonian for a single particle in the presence of

a symmetric 2D harmonic trap with oscillation frequencies ω. A coordinate transforma-

tion to a frame rotating with frequency Ω is accomplished by using the transformation

H = H0 − ΩLz [45], where Lz is the angular-momentum operator around the axis of
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rotation. The single-particle Hamiltonian in rotating frame coordinates is,

H = − ~
2

2m
∇2 +

1

2
mω2

(

x2 + y2
)

− ~Ω

i
(x∂y − y∂x)

=
1

2m

(

~

i
∇−m (Ω × r)

)2

+
1

2
m
(

ω2 − Ω2
)

r2 =
1

2m
Π2 +

1

2
m
(

ω2 − Ω2
)

r2 . (1.1)

Here, r is the distance from the axis of rotation and m is the mass of the particle. In the

last step, the covariant momentum Π ≡ p −mA and the vector potential A ≡ Ω × r

have been introduced. The similarities to the Hamiltonian for a single particle in the

presence of a magnetic field are already evident in Eq. 1.1 — To quote Mueller et al.[58],

this is — ‘identical to the Hamiltonian of an electron in a magnetic field in a harmonic

potential of reduced frequency
(

ω2 − Ω2
)

’ . The allowed energies are,

Ep,q = ~ (ω + Ω) p+ ~ (ω − Ω) q + ~ω (1.2)

where p, q ≥ 0 are integers (vibrational quantum numbers). In the limit Ω → ω, the

single-particle Hamiltonian above (Eq. 1.1) reduces to,

H =
1

2m

(

Π2
x + Π2

y

)

(1.3)

and the ground state becomes infinitely degenerate. This is shown for the lowest few

energy levels in Fig. 1.3. The lowest set of states is referred to as the ‘Lowest Landau

Level’ (LLL). The single-particle Hamiltonian above can be compared with that for a

single electron in the presence of a magnetic field,

He =
1

2me

(

Π2
e,x + Π2

e,y

)

(1.4)

where Πe ≡ p−e (B× r) /2. The Hamiltonians in Eqs. 1.3 and 1.4 coincide if rotations

are identified with an effective magnetic field according to 2Ω → B.

When many electrons are introduced into the system, they occupy different de-

generate single particle states due to Coulombic repulsion1 and accordingly, the many-

particle ground state is highly fragmented. If the magnetic field is quantized in terms

1 For many particles to occupy the degenerate single particle states, it is not necessary that the
repulsion be coulombic. It is sufficient that the inter-particle interaction potential be a contact delta
interaction (see Ezawa [25]).
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Figure 1.3: Shown here are the lowest few energy levels labelled by (p, q) in Eq. 1.2 for a
single particle in a 2D harmonic oscillator in a frame rotating with an angular velocities
(left) Ω = 0 and (right) Ω = ω. The lowest set of infinitely degenerate energies on the
right is known as the lowest Landau level.

of flux quanta then the nature of the ground state is characterized by the filling fac-

tor which is the ratio of the number of electrons per unit area to the number of flux

quanta within the same area. The filling factor increases with magnetic field intensity

and decreases with electron density. For simple rational values of the filling factor, the

ground state becomes incompressible giving rise to the FQHE. Further discussion about

the FQHE in electrons is resumed in Sec. 5.2.

Due to the similarity with the electron system, the physics of the FQHE should

emerge for a two-dimensional (2D) condensate rotating at a frequency matching that of

the confining harmonic trap [84, 19, 83, 61, 27, 13, 7]. Achieving this regime experimen-

tally is a significant goal of the field at this time. The direct approach of spinning-up

a BEC to reach the regime of strongly correlated effects is challenging, because of the

need to reach a parameter regime of low particle number per vortex and extremely

low temperature [72]. This is challenging because of two reasons: it is difficult to con-

fine condensates at rotation speeds matching the trapping frequency and vortex shears

destroy condensates at high rotation.

In this context, it is useful to look at optical lattices. Optical lattices can be used

to both reduce the number of particles per vortex and enhance interactions. As the laser
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Figure 1.4: (a) Schematic diagram of the setup used by Tung et al. [79] for the rotating
quasi-2D optical lattice. Triangular (b) and square masks (c) are used for triangular
(d) and square (e) optical lattices respectively.

fields are made more intense, the interactions are enhanced, because the atoms become

more strongly confined in the lattice wells. Introducing a co-rotating optical lattice in

the tight-binding regime, in which particles on a lattice site can only tunnel to adjacent

sites, provides strong confinement and enhances interactions to enable entry into the

strongly-correlated regime. It is thus a natural question to pose as to whether one can

combine the intriguing physics of the rotating gas with the enhanced interactions in

an optical lattice. The motivation is to move the regime of quantum Hall physics in

ultracold atomic gases towards a parameter space that is experimentally achievable.

Theoretical research in this area has been active. Connections have been made

to the FQHE for cold atoms in a lattice in the presence of an effective magnetic field

by Mueller [57], Sørenson et al. [73] and Palmer et al. [60]. Further, in a recent paper,

Umucalilar et al. [80] presented the phase diagram for bosons in an optical lattice in the

presence of an effective magnetic field.

In an early experiment with a rotating optical lattice, Tung et al. [79] recently
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demonstrated vortex pinning in a weakly interacting BEC. The rotating lattice was

realized by passing a laser beam through a mask that contains holes arranged in a par-

ticular configuration and then focusing the laser beams to form the lattice interference

pattern (Fig. 1.4). The two dimensional optical lattice is rotated by spinning the mask.

The need for more theoretical methods to study the strongly-correlated FQHE

regime for bosons in a rotating optical lattice is urgent, as experimental capabilities to

realize such systems are rapidly coming to bear. The two main characteristics of this

regime, which can also be called the fractional statistics regime, are: site number den-

sities of order unity stemming from strong interactions and filling factors (particles per

vortex) of order unity (Fig. 1.5). The latter allows for the creation of composite parti-

cles necessary to observe quantum Hall phenomena. Accordingly, the first experimental

requirement is for an optical lattice in the tight-binding regime with lattice spacing of

order d ∼ 0.5 µm. The second requirement is for the energy associated with rotation

to be of the order of the lattice recoil energy or, equivalently, for the associated Larmor

radius to be of the same order as the lattice spacing. Both requirements have been sep-

arately satisfied [29, 72]. An immediate benefit of such experiments is the measurement

of the equivalent of the flux quantum (h/e2) constant for mass transport.

1.3 Overview

The work presented in this thesis is oriented towards understanding the behavior

of bosons in a 2D rotating optical lattice and probing for FQHE physics in such a

system. The parameter regime of interest is shown in gray in Fig. 1.5. Including the

introduction, this thesis is divided into six chapters. Most of the work presented in this

thesis has been published in Refs. [10, 12, 11, 62].

The second chapter derives and discusses the Bose-Hubbard Hamiltonian in ro-

tating frame coordinates. It is possible to describe the system using two Hamiltonians

that look very different. A detailed comparison of the two approaches is presented
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Figure 1.5: Parameter regime for bosons in rotating optical lattices. The shaded area
marks the regime of interest for the work in this thesis. The parameter space represented
by the two squares on the right side have been experimentally realized by Tung et al. [79].

using analytical and imaginary time propagation (ITP) techniques. The first is more

suitable for studying the symmetry properties of the system at low rotation while the

second is more general and works better for larger rotation. Connections are made to

the condensed-matter literature on Bloch electrons in a magnetic field by deriving the

Harper equation in the continuous limit of the Bose-Hubbard Hamiltonian in rotating-

frame coordinates and showing that the single-particle energy spectra for the latter is

the Hofstadter butterfly.

The third chapter describes the symmetry properties of the system. Evidence is

presented for vorticity in the presence of a very deep lattice. The notion of quasiangular

momentum associated with the discrete rotational symmetry of the system is developed.

Changes in the ground-state symmetry with change in angular velocity of the lattice

are identified as quantum phase transitions.
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The fourth chapter is devoted to the transport characteristics of the system.

Operators are defined for the onsite density and the particle current between sites.

Increasing repulsive interaction between particles is shown to inhibit inter-site particle

current. The Kubo formula to study the linear response of the system to a time-periodic

(AC) perturbation is formally developed.

The fifth chapter studies the connection between bosons in a 2D rotating optical

lattice and the Quantum Hall effect and is divided into three main sections. The first

section presents the QHE as a topological invariant. A weak lattice is introduced to

the regular QHE setup in the second section and its effects on the Hall resistance is

evaluated using a perturbative analysis. The last section shows that aspects of the

QHE are indeed present for the system under study. When the lattice is subjected to

AC tilting, signatures are seen in the current and density responses at simple rational

values of α.

The last chapter of the thesis explores Monte Carlo methods for non-abelian

systems (as defined by multi-valued wavefunctions under adiabatic transport) such as

the one under study. A brief description of Markov Chain Monte Carlo methods is

presented with a focus on the World Line Monte Carlo technique. This technique is

then extended to non-abelian systems with a discussion of the negative sign problem

inherent in this method.



Chapter 2

Derivation of Hamiltonian

2.1 Introduction

Studying bosons in a rotating optical lattice is intriguing because it combines

rotation with a periodic potential. This combination presents challenges because both

elements are best described in different coordinate systems. Rotation about an axis is

best captured using polar or cylindrical coordinates while periodic lattice potentials lend

themselves naturally to cartesian coordinates. This fundamental difference manifests

itself as one tries different approaches to study the system. Approaches with a strong

cartesian nature work well for small rotation (see following section), while approaches

with strong rotation character work well for a weak periodic potential (e. g. Sec 5.4).

In this chapter, we develop a modified Bose-Hubbard Hamiltonian using two ap-

proaches. The first uses a passive transformation into rotating-frame coordinates. This

method is confined to a description using only the lowest Wannier states which becomes

an increasingly poor approximation with increasing rotation. The second approach uses

a local gauge transformation in addition to rotating frame coordinates to capture the ef-

fects of rotation. Both methods would be identical if Wannier states in all higher bands

were used to construct the site-specific creation/annihilation field operators. However,

subtle differences crop up when only Wannier states in the lowest band are retained.

We present qualitative and numerical comparisons between the two approaches for a

small system.
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2.2 Derivation using passive transformation into rotating frame

coordinates

This section presents one Hamiltonian that can be used to study bosons in a deep

rotating 2D lattice and is divided into three parts. The first part introduces the Bose-

Hubbard Hamiltonian commonly used to study bosons in a stationary periodic potential.

The second part shows how one can use a passive transformation into rotating frame

coordinates. The last part describes the Bose-Hubbard Hamiltonian in rotating frame

coordinates as obtained after retaining only the lowest Wannier states used to study a

non-rotating system.

2.2.1 Bose-Hubbard Hamiltonian for bosons in a stationary 2D optical

lattice

The study of interacting bosons in a lattice using a Hubbard Hamiltonian was

broached by M. P. A. Fisher et al. in 1989 [28]. In a landmark paper, they explored the

competing effects of repulsive interactions and pinning by a lattice potential and pre-

dicted the presence of the Mott insulator-superfluid quantum phase transition. Jaksch

et al. [38] showed that this description could be extended to cold bosonic atoms in an

optical lattice. In an exciting development, the Mott-insulator-superfluid transition was

experimentally realized1 at Munich in 2002 [29] thus opening up a new area of research

with cold gases in optical lattices.

An optical lattice is an off-resonant light-intensity pattern created by the inter-

ference of several laser beams. Due to the AC Stark effect, the atoms feel a potential

proportional to the intensity of the light field. For 2D optical lattices, like that used in

the Munich experiment, the effective potential energy experienced by the atoms is,

V lat(x) = V0

[

cos2
(πx

d

)

+ cos2
(πy

d

)]

, (2.1)

1 A recent claim by Diener et al. [21] contests the ‘quantum’ nature of the transitions stating that
the visibility measure used doesn’t adequately distinguish between normal and superfluid phases.
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where d is the lattice spacing and V0 is proportional to the laser power intensity. The

Hamiltonian for a single particle in this potential is,

H0(x) = − ~
2

2m
∇2 + V (lat)(x) , (2.2)

where m is the single particle mass. The eigen solutions to the Schrödinger equation,

H0(x)φl
q(x) = El

qφ
l
q(x), are Bloch functions, which can be obtained by solving the

Mathieu equation [1, 6]. Here, l is the band-index and q denotes the quasimomentum

associated with the eigenfunctions. For any band l, the Bloch functions can be combined

using a discrete Fourier transform to yield a set of orthonormal Wannier basis functions,

W l
S(x − xi) =

1√
N

∑

q

e−iq.xiφl
q(x) , (2.3)

where xi denotes the center of the ith site and N is the total number of sites. This

gives site-localized wavefunctions. If the energies due to interaction and rotation are

small compared to the energy separation between the lowest and first excited band,

the particles are confined to the lowest Wannier orbitals. We consider this regime

only and henceforth drop the band index l. To extend the single-particle picture, we

introduce repulsive interactions between particles using a s-wave contact model for two-

body scattering in a dilute gas. We thus use the following second quantized Hamiltonian,

Ĥ0 ≡
∫

dx Φ̂†(x)
[

H0(x) +
g

2
Φ̂†(x)Φ̂(x)

]

Φ̂(x) , (2.4)

where g is the coupling constant for repulsive two-body s-wave scattering via a contact

interaction. The bosonic field operator Φ̂ obeys the commutation relation
[

Φ̂(x), Φ̂(x′)†
]

=

δ(x−x′) and can be expanded in terms of the Wannier basis, WS(x−xi), and the cor-

responding site-specific annihilation operators, âi, as

Φ̂(x) =
N
∑

i=1

âiWS(x− xi) . (2.5)

In the tight-binding regime, Wannier functions extend to only the nearest neighboring

sites and tunneling between sites which are not nearest neighbors can be neglected
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Figure 2.1: (Top) Single particle density profiles for three lattice depths described using
Wannier functions. The dashed line shows the density profile for V0 = 5ER, a depth at
which the system roughly enters the ‘tight-binding’ regime where the Wannier functions
extend up to nearest neighboring sites. In the ‘tight-binding’ regime V0 > 5ER where
ER is the lattice recoil energy (Eq. 2.9), the Wannier function is taken to extend to
nearest neighboring sites and no further. (Bottom) Zoom-in (dashed box in left figure)
of the single-particle density tails. Despite being orders of magnitude smaller than the
central peak, the smaller peaks contribute significantly to the hopping energy. Due to
this, approximating the Wannier functions by a Gaussian captures the onsite energy
well but leads to large errors in the hopping energy.
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(Fig. 2.1). The interaction between particles on nearest neighbor sites can also be

neglected. Using this approximation and substituting for Φ̂(x) and Φ̂†(x) in Eq. 2.4

yields the well-known Bose-Hubbard Hamiltonian [28],

Ĥ0 = −J
∑

〈i,j〉

(

â†i âj + âiâ
†
j

)

+ ǫ
∑

i

n̂i +
U

2

∑

i

n̂i(n̂i − 1) , (2.6)

where i and j are site indices, 〈i, j〉 indicates that the sum is over nearest neighbors, and

n̂i is the number operator for site i. The parameters, J and ǫ, are integrals describing

hopping (or tunneling) and onsite zero-point energy respectively:

J ≡
∫

dx W ∗
S(x − xi)H0(x)WS(x − xj) , (2.7)

ǫ ≡
∫

dx W ∗
S(x − xi)H0(x)WS(x − xi) , (2.8)

where Eq. 2.7 assumes J to be independent of the choice 〈i, j〉. Wannier functions

along the x and y directions can be decoupled for a square lattice, and, accordingly,

the integrals can be reduced to one-dimension. These overlap integrals (Eqs. 2.7 and

2.8) are plotted for the sinusoidal potential (Eq. 2.1) in Fig. 2.2. A convenient unit for

studying this system is the recoil energy,

ER =
~

2π2

2md2
. (2.9)

All energies described in this thesis are in units of the recoil energy except in the last

chapter where energies are in units of the hopping energy J . The third term in the

Hamiltonian, Eq. (2.6), describes the interaction between particles on the same site.

For an s-wave scattering length as [38, 88],

U ≡ 4πas~
2

M

∫

dx |WS(x − xi)|4 . (2.10)

2.2.2 Transformation to rotating-frame coordinates

Complicated time dependence in rotating potentials can be avoided by switching

to a coordinate system rotating with the same angular velocity as the potential. In this
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Figure 2.2: Overlap integrals represent the hopping energy J (Eq. 2.7) and zero-point
onsite energy ǫ (Eq. 2.8)) as a function of lattice depth for a standing wave optical lattice
described by V lat(x) = V0(cos

2(πx/d) + cos2(πy/d)). The overlap integrals correspond
to the hopping and zero-point onsite energies respectively. All energies are expressed in
units of the recoil energy (Eq. 2.9).

sub-section, we rewrite the Hamiltonian using rotating-frame coordinates. We begin

using a classical free particle as an example.

Consider a particle rotating about the z-axis with an angular velocity, ω in the

stationary frame.2 The position vector of the particle is r (≡ r0) and the velocity in

the stationary frame3 is v0 = ω × r. The angular momentum in the stationary frame

is L0 = m(r× v0) = r × p0. The Lagrangian (in the stationary frame) is

L0 =
1

2
mv2

0 = H0 , (2.11)

where H0 is the Hamiltonian for the system in the stationary coordinate system.

2 This section outlines the relevant discussion from Landau and Lifshitz, Mechanics. For the complete
discussion, please see Section 39 of Ref. [45].

3 In this subsection, subscripted quantities indicate representation in stationary frame coordinates
while non-subscripted quantities are described using rotating-frame coordinates.
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Now, examine the particle in a frame of reference which is rotating with an angular

velocity Ω with respect to the stationary frame. The principle of least action is frame

independent, but in order to derive Lagrange’s equations of motions the variable in

Eq. 2.11 (i.e. v0) needs to be expressed using rotating-frame coordinates. The velocity

of the particle in the rotating frame is

v = v0 − Ω × r = (ω − Ω) × r . (2.12)

The Lagrangian in rotating frame coordinates is

L = L0 =
1

2
mv2

0 =
1

2
m(v + Ω × r)2

=
1

2
mv2 +mv · (Ω × r) +

1

2
m (Ω × r)2 , (2.13)

and the conjugate momentum is given by

dL = mv · dv +m(Ω × r) · dv +mv · (Ω × dr) +m (Ω × dr) .(Ω × r) , (2.14)

p =
∂L
∂v

= mv +m(Ω × r) = mv0 = p0 . (2.15)

Note that the angular momentum in the rotating frame (constructed using the conjugate

momentum, p) is the same as the angular momentum operator in the stationary frame,

L = r× p = r × p0 = L0 . (2.16)

The Hamiltonian in the rotating frame is then,

H = p · v − L = mv2 +mv · (Ω × r) − 1

2
mv2 −mv · (Ω × r) − 1

2
m (Ω × r)2

=
1

2
mv2 − 1

2
m (Ω × r)2

=
1

2
m (v0 − Ω × r)2 − 1

2
m (Ω × r)2

=
1

2
mv2

0 − Ω · (r × p0) =
p2
0

2m
− Ω · L

= H0 − Ω · L0 . (2.17)

This coordinate transformation facilitates the calculation of the ground state in the

laboratory frame since it renders the Hamiltonian time independent. While this example
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is for a single classical particle, the analogy can be extended to other systems with many

particles as long as the system is undergoing uniform rotation [45].

2.2.3 Bose-Hubbard Hamiltonian in rotating-frame coordinates

Using the standard procedure described in the previous subsection and Ref. [45],

the Hamiltonian for bosons in a rotating optical lattice in the reference frame co-rotating

with the same angular velocity Ω about the z-axis is

Ĥ = Ĥ0 −
∫

dx Φ̂†(x)ΩLzΦ̂(x) = Ĥ0 + ĤL (2.18)

where Ĥ0 is the Hamiltonian in the laboratory frame and ĤL is the additional term due

to the rotation. The angular momentum is

Lz = −i~(x∂y − y∂x) . (2.19)

Substituting for the field operator (Eq. 2.5), the angular velocity dependent portion of

the Hamiltonian can be written as,

ĤL = i~Ω
∑

〈i,j〉

â†i âj

∫

dx W ∗
S(x− xi) (x∂y − y∂x)WS(x − xj) . (2.20)

Again, the Wannier functions can be factorized into x- and y-dependent parts. For

the instance of a 2D lattice created by retro-reflected laser beams, this is possible if

orthogonal polarizations are used for the two directions. The overlap integral can be

computed numerically for different lattice geometries and lattice depths and Eq. 2.20

reduces to,

ĤL = −i~Ω
∑

〈i,j〉

Kij

(

âiâ
†
j − â†i âj

)

(2.21)

where Ω is in units of ER/~ and

Kij =
β

d
(xiyj − xjyi) (2.22)

β ≡
∫

dx W ∗
S(x− d)∂xWS(x) . (2.23)
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Figure 2.3: Schematic for a 4 × 4 lattice rotating in the counter-clockwise direction.
Sites labeled i and j are nearest neighbors. The rotation-driven hopping between neigh-
bouring sites is governed by the parameter Kij = β(xiyj − xjyi)/d, where β is given by
the overlap integral Eq. 2.23 and the second factor is the perpendicular distance of the
line joining the two neighboring sites from the center of rotation.

The term in the parenthesis in Eq. 2.22 is the perpendicular distance of the line joining

sites i and j from the center of rotation (Fig. 2.3). In Eq. 2.23, β is an overlap integral

dependent on the geometry and form of the lattice. Note that the Wannier functions

above are one-dimensional. The overlap integral can be computed by numerically evalu-

ating the lowest-band Bloch solutions to the Mathieu equation and fitting a cubic spline

to the spatial Fourier transform of the complete set to obtain a smooth expression for

the Wannier function WS(x − xi). The integration is then performed numerically over

an interval of six sites which adequately covers the extent of the adjacent Wannier func-

tions in the tight-binding regime (V0 > 5ER) with the error in the norm smaller than

0.1%.

Substituting Eq. 2.21 into Eq. 2.18, the lowest-band modified Bose-Hubbard
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Figure 2.4: The overlap integral β (Eq. 2.23) is plotted as a function of lattice depth
V0s. The y-axis is in units of the hopping energy. In the tight-binding regime, β ≈
−(π2/2)Jd/ER.

Hamiltonian can be written as,

Ĥ1 = −J
∑

〈i,j〉

(

âiâ
†
j + â†i âj

)

+ ǫ
∑

i

n̂i +
U

2

∑

i

n̂i (n̂i − 1)

− i~Ω
∑

〈i,j〉

Kij

(

âiâ
†
j − â†i âj

)

. (2.24)

Qualitative and quantitative discussion of the merits and shortfalls of this Hamiltonian

will be held off until after the next section where an alternative formulation is presented.

2.3 Derivation using a local gauge transform

In this section, we present the derivation of a modified Bose-Hubbard Hamiltonian

using a symmetric gauge transformation. The angular velocity Ω is mapped onto the

parameter α used commonly in quantum Hall literature. An analogy of this system is
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drawn with that of Bloch electrons in a magnetic field by looking at the single-particle

energy spectrum.

The system to be described is a cloud of a fixed number of bosons rotating with

an angular velocity Ω about the z-axis. This cloud is trapped in a 2D optical lattice

co-rotating with the same angular velocity Ω in the presence of an additional, superim-

posed two-dimensional harmonic trapping potential of frequency ω. For a non-rotating

system (Ω = 0), the Hamiltonian Ĥ0 has components corresponding to the kinetic

energy, the lattice and harmonic trapping potentials, and the energy due to interac-

tions between particles. As described in Sec 2.2.2, the effect of rotation is included

by using time-independent rotating-frame coordinates by means of the transformation,

Ĥ = Ĥ0−
∫

dxΦ̂†(x)ΩLzΦ̂(x) [45]. The Hamiltonian in time-independent rotating frame

coordinates is,

Ĥ =

∫

dx Φ̂†(x)

[

− ~
2

2m
∇2 + V lat(x) + V t(x) +

g

2
Φ̂†(x)Φ̂(x) − ΩLz

]

Φ̂(x) . (2.25)

The sinusoidal square lattice potential V lat is described by Eq. 2.1. In this section, we

introduce a trapping potential, V t(x) = mω2r2/2 with r ≡ |x|. This new term will be

useful in studying the system in the lowest Landau level limit. Note that this was not

included in Ĥ1. Equation (2.25) can now be rewritten as,

Ĥ =

∫

dx Φ̂†(x)

[

1

2m

(

~

i
∂x +mΩy

)2

+
1

2m

(

~

i
∂y −mΩx

)2

+
1

2m

(

ω2 − Ω2
)

r2 +
g

2
Φ̂†Φ̂

]

Φ̂(x) (2.26)

=

∫

dx Φ̂†(x)

[

Π2

2m
+ V lat(x) +

1

2
m(ω2 − Ω2)r2 +

g

2
Φ̂†Φ̂

]

Φ̂(x) . (2.27)

Here, the covariant momentum is,

Π(x) ≡ −i~∇ +mA(x) , (2.28)

and the equivalent of a magnetic vector potential (in the symmetric gauge) stemming

from the rotation is,

A(x) ≡ x× Ω . (2.29)
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The field operator Φ̂ can be expanded in several ways. One common expansion for the

stationary lattice problem uses the Wannier orbitals W l
S(x−xi) introduced in Sec. 2.2.1,

where the sites are indexed by i and the bands by l [82]. If the energy separation between

the lowest Bloch band and the first excited band is large compared to the interaction

energy and the angular velocity is low (~Ω ∼ 0.01ER), then a good description is

obtained by retaining only Wannier orbitals constructed from the lowest Bloch band,

i. e., l = 0. With this approximation, the phase of the single-particle wavefunction

is flat within a particular lattice site with sharp gradients at site boundaries (Sec. 2.5

expands on this topic). However, for larger angular velocities (~Ω ∼ 0.1ER), the ΩLz-

term mixes in higher bands to a non-negligible extent. The primary effect of this mixing

is to modify the phase structure within sites. Consider a modified Wannier basis given

by

WR(x− xi) = exp

(

−im
~

∫ x

xi

A(x′) dx′

)

WS(x− xi) , (2.30)

where WR(x − xi) and WS(x − xi) are connected by the transform,

ΠWR(x − xi) = exp

(

−im
~

∫ x

xi

A(x′) dx′

)

~

i
∇WS(x − xi) . (2.31)

This choice captures some of the effect of higher bands by making the azimuthal phase

gradient within a site proportional to Ω. The lower limit in the integral is chosen to

coincide with the site center to ensure that at x = xi the Wannier orbital is real, i. e.,

WR(0) = WS(0). A path of integration needs to be chosen such that the basis set

defined by WR(x − xi) is orthonormal. In addition, calculations for the square-lattice

problem are greatly simplified if the choice of path allows for each two-dimensional

Wannier orbital to be decoupled into a product of one-dimensional Wannier orbitals.

One particular choice of path that meets both criteria is along straight lines parallel to

the lattice axes (dashed lines in Fig. 2.5).

Testing orthonormality: The relevant path integral can be broken into two
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Figure 2.5: A particular choice for the path of integration (Eq. 2.32) is along straight
lines (dashed) parallel to the lattice axes.

parts,

∫ x

xi

A(x′).dx′ =

∫ xx̂+yiŷ

xix̂+yiŷ
A(x′).dx′ +

∫ xx̂+yŷ

xx̂+yiŷ
A(x′).dx′ =

∫ x

xi

Ωyidx
′ +

∫ y

yi

(−Ωx) dy′

= Ωyi(x− xi) − Ωx(y − yi) = Ω [2xyi − xiyi − xy] (2.32)

The norm of the newly defined Wannier functions is trivially equal to unity since

the new Wannier functions only differ by a phase factor. Now consider the inner product

of Wannier functions centered on nearest neighboring sites. This quantity should be

equal to zero for the orthogonality condition to be satisfied.

∫

dx W ∗
R(x − xi)WR(x − xj)

=

∫

dx ei(mΩ/~)(2xyi−xiyi−xy−2xyj+xjyj+xy)W ∗
S(x − xi)WS(x − xj)

= ei(mΩ/~)(xiyi+xjyj)

[∫

dx ei(mΩ/~)(2x(yi−yj))W ∗
S(x− xi)WS(x− xj)

×
∫

dy W ∗
S(y − yi)WS(y − yj)

]

(2.33)

To evaluate Eq. 2.33, we consider the two cases of neighboring sites along the x- and y-

directions respectively:

• Case i. xj = xi ± d; yj = yi

∫

dx W ∗
R(x − xi)WR(x − xj) = ei(mΩ/~)(xiyi+xjyj)

×
[∫

dx W ∗
S(x− xi)WS(x− xj)

∫

dy W ∗
S(y − yi)WS(y − yi)

]

= 0 . (2.34)
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• Case ii. xj = xi; yj = yi ± d

∫

dx W ∗
R(x − xi)WR(x − xj) = ei(mΩ/~)(xiyi+xjyj)

×
[∫

dx e∓i(mΩ/~)(2xd)W ∗
s (x− xi)Ws(x− xi)

∫

dy W ∗
s (y − yi)Ws(y − yj)

]

= 0 . (2.35)

Hence the Wannier basis set represented by WR(x − xi) is orthonormal and can be

factorized into one-dimensional Wannier functions along the cartesian axes for the path

that we have chosen (Fig. 2.5). Note that this path is not unique. Also, factorization of

the 2D Wannier function, while it simplifies computations, is not necessarily required

to to evaluate the overlap integrals. A quantitative assessment using imaginary-time

propagation techniques presented in the next section shows that the modified Wannier

basis set WR(x− xi) describes the phase gradient within a site better than the regular

Wannier basis WS(x− xi).

Using the modified Wannier basis WR(x − xi), the field operator can now be

expressed as

Φ̂(x) =
∑

i

âiWR(x − xi) , (2.36)

where âi is a site-specific annihilation operator. A modified Bose-Hubbard Hamilto-

nian is obtained by substituting Eq. (2.36) into Eq. (2.27) and using the tight-binding

approximation,

Ĥ2 = −
∑

〈i,j〉

(

J +
m(Ω2 − ω2)

2
A1

)

(âiâ
†
je

iφij + â†i âje
−iφij )

+
∑

i

(

ǫ− m(Ω2 − ω2)

2
(r2i +A2)

)

n̂i +
U

2
n̂i(n̂i − 1) , (2.37)

where 〈i, j〉 indicates the sum over nearest-neighbor site pairs and n̂i ≡ â†i âi is the

number operator. The parameters J and ǫ are the overlap integrals defined in Eqs. 2.7

and 2.8 respectively and are identical to the hopping and onsite zero-point energies



24

0 5 10 15 20
−0.2

−0.1

0

V
0
  [E

R
]

A
1 [d

2 ]

0 5 10 15 20
0

0.2

0.4

V
0
  [E

R
]

A
2 [d

2 ]

Figure 2.6: Overlap integrals A1 (Eq. 2.39) and A2 (Eq. 2.40) as a function of lat-
tice depth for a standing-wave optical lattice described by V (lat)(x) = V0(cos

2(πx/d) +
cos2(πy/d)). The lattice depth is given in units of the recoil energy ER = ~

2π2/2md2.
A1 and A2 are in units of d2. In the tight-binding regime (V0/ER > 5), A1 ≈
−0.273 exp

(

−V 0.656
0

)

and A2 ≈ 0.368 exp
(

−V 0.337
0

)

.

associated with the standard Bose-Hubbard model [28]. The phase in the hopping term

is

φij ≡
m

~

∫ xi

xj

A(x′) · dx′ =
mΩ

~
(xiyj − xjyi) . (2.38)

Here, the angular velocity Ω is expressed in units of ER/~. The modifications to the

hopping and onsite energies due to rotation are proportional to (Ω2 − ω2) and to two

new overlap parameters given by

A1 ≡
∫

dx W ∗
S(x− xi) (x− xi)

2 WS(x− xj) , (2.39)

A2 ≡ 2

∫

dx W ∗
S(x− xi) (x− xi)

2 WS(x− xi) . (2.40)

There is an additional factor of two in A2 because of identical onsite overlaps along

the x- and y-directions. Changes in the lattice potential affect both new parameters
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(Fig. 2.6). The last term in the Hamiltonian describes the onsite interaction energy

(Eq. 2.10) which remains unchanged.

There are three main approximations implicit in our approach. The first is the

tight-binding approximation. This approximation becomes valid when V0 exceeds 5ER.

Our numerical calculations are well in the tight-binding regime with typical lattice

depths, V0 = 10ER. The second approximation is the use of infinite-lattice Wannier

functions for a finite lattice. Due to this, edge effects are not accounted for correctly

when only Wannier functions from the lowest band are used although the approximation

gets better with increased lattice size. The third and most severe approximation stems

from using only the lowest Bloch band. While this approximation is perfectly valid for

stationary systems, it comes under pressure in the presence of rotation as higher states

are mixed in.

Note that the modified Bose-Hubbard Hamiltonian in Eq. 2.37 is obtained using

the symmetric gauge for the vector potential A(x). An expression equivalent to that

used by Jaksch et al. [39] can be obtained using the Landau gauge in which AL(x) = Ωyx̂

and setting the trapping frequency equal to the angular velocity (ω = Ω). The two

different Hamiltonians are connected though the transformation ĤLandau = PLĤ2P
−1
L

where ĤLandau is the Hamiltonian in the Landau gauge and,

PL = exp

(

i
mΩ

~

∫ x

x0

x′dy′
)

. (2.41)

One useful way of describing the difference between the two gauge choices in the context

of the rotating lattice problem is to show how a particle picks up phase on going around

a plaquette. In the symmetric gauge, the particle can pick up phase along four sides of

the plaquette (defined below) while in the Landau gauge, the particle picks up phase

only along either the x-direction or the y-direction. Other salient features of the latter

are illustrated in Sec. 2.5.3 where connections are drawn to the Harper equation using

the Landau gauge.
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Figure 2.7: Schematic for a particle going around a plaquette in a square lattice. Regions
shaded dark correspond to lattice sites and the light regions indicate maxima in the
lattice potential. In the tight-binding regime, the particle can tunnel through the grey
regions connecting sites. Using Eq. 2.38, it can be shown that the particle picks up a
phase of 2πα = 2md2Ω/~ as it returns to its original position as marked by the solid
circle. If the path of the particle encloses P plaquettes then the phase picked up is
2παP .

2.3.1 Mapping angular velocity onto winding number

Several two-dimensional problems are characterized by multiply-connected do-

mains where singularities in the topology are typically due to quantized magnetic flux

lines (e. g. Aharonov-Bohm effect [2]) or strongly repulsive particles (e. g. quantum

Hall effect [42, 78]). In this context, it is useful to introduce a winding number 2πα

that describes the phase picked up by a particle when it goes around such a singularity.

Inaccessible regions in the topology can also be created by means of a suitable restrictive

potential.

Consider the lattice potential shown in Fig. 2.7. The light shaded regions cor-

respond to peaks in the lattice potential that are inaccessible to particles in the tight

binding regime. The phase accumulated by a particle adiabatically going around one

such simply-connected inaccessible region (a plaquette) can be calculated by first break-

ing the loop into four parts as indicated. For each part, the phase change associated

with destroying a particle at a site and creating it in a neighboring site is given by



27

Eq. 2.38. This phase is identical to that associated with the hopping term in the Hamil-

tonian (Eq. 2.37). The relationship between the angular velocity Ω and α is obtained

by summing the contributions and is given by

α =
md2

π~
Ω =

π

2

(

~Ω

ER

)

. (2.42)

For large Ω, in the absence of a lattice, the vortex density is given by nv = mΩ/π~ [65]

and α describes the number of vortices contained in a cell of area d2.

2.4 Method

We exploit Hamiltonians Ĥ1 and Ĥ2 by first constructing a truncated Fock-

number basis for the desired number of sites. In the two-state approximation for strongly

repulsive (hard-core) bosons, the allowed Fock states for each site are |0〉 and |1〉 and

each state can be considered as a binary number where each place corresponds to a site.

If the particle number is not fixed, the largest system that is numerically tractable on

our computers4 is four particles in a 16-site lattice. However, both Hamiltonians, Ĥ1

and Ĥ2 are number-conserving and are therefore block-diagonal with each block corre-

sponding to a fixed number of particles. The problem of determining the basis set for

each block (i. e. for a fixed number of particles) can be solved recursively where the nth

particle is moved around as the remaining n− 1 particles are held fixed. This allows for

an order of magnitude improvement in the size of the system that can be studied (up to

4 particles in a 36-site lattice). In addition, larger systems can be studied for a smaller

numbers of particles (2 particles in a 256-site lattice). The lattices are truncated using

infinite box boundary conditions.

Using this basis set, the diagonal components of Hamiltonian are easy to con-

struct. The off-diagonal components are obtained by identifying states which are con-

nected by a hopping term. For example, if the basis states in the two-state approx-

4 The basic configuration used for these calculations was a desktop machine with a 3.6-3.8 GHz dual
processor CPU with 2 GB of RAM.
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imation are in an ordered set then the hopping term â†i âj connects states which are

2j−1 − 2i−1 places apart. The Hamiltonian obtained is sparse and the lowest eigen-

values/eigenstates can be extracted using standard Matlab or Mathematica routines to

obtain both, energy spectra and energy eigenstates. The version of Matlab we used

could diagonalize matrices of maximum size ∼ 60, 000× 60, 000 corresponding to 4 par-

ticles in a 36-site lattice (Fig. 6.1). Operators can be constructed in a manner similar to

that used for building the Hamiltonian. Expectation values are obtained using matrix

multiplication.

2.5 Comparison between approaches

Sections 2.2 and 2.3 presented two different Hamiltonians, Ĥ1 (Eq. 2.24) and

Ĥ2 (Eq. 2.37). An important step at this juncture is to reconcile the two — both

qualitatively and quantitatively. Comparisons establish that both Ĥ1 and Ĥ2 share

similar symmetry properties and are equivalent for small α. However, as α gets larger,

the description afforded by Ĥ1 suffers because the phase space it describes is confined

to the lowest Bloch band. The Hamiltonian Ĥ2 fares better for bigger α by including an

approximate description for the phase modification due to higher bands. Quantitative

differences between the two approaches for small systems are studied using imaginary-

time propagation techniques.

2.5.1 Equivalence in the small α limit

In this discussion, Ĥ1 is first rewritten in terms of α and then shown to be

equivalent to first order to a Taylor expansion in α of Ĥ2.

The site-dependent hopping parameter Kij in Ĥ1 given by Eq. 2.22 can be rewrit-

ten in terms of φij (Eq. 2.38),

Kij ≡ β
φij

πα
(2.43)
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Also, from Fig. 2.4, we know that in the tight-binding regime,

β ≈ −4.93J ∼ −π
2

2
J (2.44)

An alternative expression for the rotation-dependent portion of Ĥ1 can be obtained by

substituting for Ω (Eq. 2.42) and using the just defined relationships in the expression

for ĤL (Eq. 2.21),

ĤL = −i~Ω
∑

〈i,j〉

Kij

(

âiâ
†
j − â†i âj

)

= i
2

π
α · π

2

2
J
∑

〈i,j〉

φij

πα

(

âiâ
†
j − â†i âj

)

= iJ
∑

〈i,j〉

φij

(

âiâ
†
j − â†i âj

)

(2.45)

Replacing for ĤL in Eq. 2.24, we get,

Ĥ1 = −J
∑

〈i,j〉

(

âiâ
†
j + â†i âj

)

− iJ
∑

〈i,j〉

φij

(

âiâ
†
j − â†i âj

)

+ ǫ
∑

i

n̂i +
U

2

∑

i

n̂i (n̂i − 1)

= −J
∑

〈i,j〉

[

âiâ
†
j(1 + iφij) + â†i âj(1 − iφij)

]

+ ǫ
∑

i

n̂i +
U

2

∑

i

n̂i (n̂i − 1) . (2.46)

Now consider Ĥ2 without a harmonic trapping potential. The small-α Taylor expansion

for the exponential in Eq. 2.37 is,

exp (iφij) = exp [iπα (xiyj − xjyi)] = 1 + iφij + O(α2) + . . . (2.47)

Substituting for Ω in Eq. 2.37 and expanding in α,

Ĥ2 ≈−
∑

〈i,j〉

(

J +
mπ2~2

2m2d4
A1α

2

)

[

âiâ
†
j(1 + iφij + O(α2)) + â†i âj(1 − iφij + O(α2))

]

+
∑

i

(

ǫ− mπ2
~

2

2m2d4
(r2i +A2)α

2

)

n̂i +
U

2
n̂i(n̂i − 1) . (2.48)

Dropping terms O(α2) and higher, we arrive at,

Ĥ2 ≈− J
∑

〈i,j〉

[

âiâ
†
j(1 + iφij) + â†i âj(1 − iφij)

]

+ ǫ
∑

i

n̂i +
U

2
n̂i(n̂i − 1) , (2.49)

which is identical to Eq. 2.46. Hence the two Hamiltonians are equivalent in the tight-

binding regime for small α to O(α).
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Figure 2.8: Projection of the ITP ground state onto the Hilbert space spanned by the
eigenvectors obtained using Ĥ1 (solid line) (Eq. 2.24) and Ĥ2 (dashed line) (Eq. 2.37)
for a 2 × 2 lattice with a lattice depth of V0 = 10ER. The overlap is good even up to
Ω = ER/~ ∼ 50J where J is the hopping energy.

2.5.2 Quantitative comparison

Many aspects of studying the characteristics of bosons in a rotating optical lat-

tice map onto the extensively studied problem of Bloch electrons in the presence of a

magnetic field [43, 14, 82, 36]. This subsection makes a connection with the electron

problem, while exploring, in parallel, the limitations of using the lowest-band Bose-

Hubbard Hamiltonian. A Hamiltonian similar to Ĥ2 has been used earlier to study

bosons in an optical lattice in the presence of an effective magnetic field [39, 60] and for

bosons in a rotating optical lattice [86].

In this subsection, the two approaches discussed in Secs. 2.2 and 2.2 are compared

with results for a single particle obtained from imaginary time propagation (ITP) in a

2 × 2 lattice. The ITP is performed using the continuous first-quantized Hamiltonian

i. e. without invoking Wannier functions. We reach three conclusions:
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Figure 2.9: Spatial ground state number density (left) and phase (right) for one particle
in a 2 × 2 sinusoidal lattice with Ω = 0.5ER/~ and V0 = 10ER obtained using (a)
Imaginary time propagation, (b) Hamiltonian Ĥ1 (Eq. 2.24) and (c) Hamiltonian Ĥ2

(Eq. 2.37).
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Firstly, the ground state of the Hamiltonian Ĥ1 described in Eq. 2.24 no longer

depends on the increase in Ω once a maximum phase difference of π/2 between neighbor-

ing sites has been reached,i. e., all the vortex entry transitions possible within the lowest

band have occurred. For one particle in a 2 × 2 lattice, the corresponding maximum

phase winding is 2π. This limitation does not apply to the Hamiltonian Ĥ2 (Eq. 2.37).

Secondly, the Hilbert spaces spanned by the eigenstates of both Hamiltonians

Eq. 2.24 and Eq. 2.37 capture most of the exact ground state wavefunction for ~Ω ≤ ER.

Note that ~Ω ∼ ER is large from an experimental point of view. For the case of one

particle in a 2 × 2 lattice, the projection of the exact wavefunction on either Hilbert

space is ≥ 90% for ~Ω ∼ 0.5ER (Fig. 2.8). Both approaches yield accurate density

profiles for large Ω (∼ ER/~) but differ from the ITP-result, and from each other, with

regard to the velocity pattern. Note that Ĥ1 and Ĥ2 involve different approximations

to the phase gradient. The Hamiltonian Ĥ1 allows for phase changes only in the region

of overlap of next-neighbor Wannier functions WS(x − xi),i. e., yields a uniform phase

around the site center (Fig. 2.9(b)). The Hamiltonian Ĥ2 requires phase gradients to be

proportional to Ω and allows for non-zero phase gradients within each well (Fig. 2.9(c)).

The density is low between sites so the phase in that region is not as crucial as the phase

within a site. Better description of the in-site phase (such as that afforded by Ĥ2) gives

better estimates for quantities such as the kinetic energy.

Finally, the lattice rotation frequencies at which the first vortices appear (see also

Sec. 3.2) are different in the two cases over the range of interest due to the different

influence of higher bands in the three formulations.

2.5.3 Harper Equation

In the previous subsection, a quantitive case was presented for the analogy be-

tween bosons in a rotating lattice and electrons in a magnetic field. In this subsection,

the analogy is extended by formally obtaining the Harper equation from the modified
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Bose-Hubbard Hamiltonian Ĥ2 derived in Sec. 2.3. The Harper equation was the ex-

pression originally used to obtain the single particle energy spectra for a Bloch electron

in a magnetic field or the ‘Hofstadter butterfly’ by Hofstadter in 1976 [36]. For this

subsection only, a two index subscript is used to label sites with the indices representing

site numbers along the x- and y- directions respectively.

Consider the modified Bose-Hubbard Hamiltonian Ĥ2 (Eq. 2.37). As in the pre-

vious subsection, the centrifugal force due to the rotation (∼ mΩ2r2/2) is cancelled

out by setting the 2D harmonic trap frequency equal to the rotation frequency. The

interaction term vanishes since we are considering a single-particle picture. Including

these two changes and switching to a two index notation, the modified Bose-Hubbard

Hamiltonian is,

Ĥ2 = −J
∑

〈ij,kl〉

âij â
†
kle

iφij,kl + â†ij âkle
−iφij,kl (2.50)

Kets and wavefunctions in real space can be defined in the usual manner,

|ψij〉 = â†ij |0〉 , (2.51)

ψ (xi, yj) = 〈x|ψij〉 . (2.52)

From the definition of creation and annihilation operators, the effect of the hopping

term in Eq. 2.50 is to transfer a particle from one site to the next.

〈x| â†i+1,j âi,j |ψij〉 = 〈x|ψij〉 = ψ (xi + d, yj) . (2.53)

Now consider φ in the Landau gauge A = Ω(0, x, 0).

φij,(i+1)j = −2m

~

∫ i+1,j

i,j
A(x′) · dx′ = 0 (2.54)

φij,i(j+1) = −2m

~

∫ i,j+1

i,j
A(x′) · dx′ = −2Ωd2m

~
i (2.55)

Hence, in the Landau gauge, a particle picks up a phase hopping along the y-direction

and nothing along the x-direction. For a loop around an unit cell,

φunitcell =
2Ωd2m

~
[0 + (i+ 1) − 0 − i] =

2Ωd2m

~
= 2πα . (2.56)
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Letting the Hamiltonian act on the wavefunction at one lattice site, we pick up linkages

to neighboring sites. The time independent Schrödinger equation becomes,

Ĥ2 |Ψi,j〉 = −t
(

|ψi+1,j〉 + |ψi−1,j〉 + e−i2παxi/a |ψi,j+1〉 + ei2παxi/a |ψi,j−1〉
)

= E0 |ψi,j〉 ,

(2.57)

or,

ψ (xi+1, yj) + ψ (xi−1, yj) + e−i2παxi/aψ (xi, yj+1) + ei2παxi/aψ (xi,ψj−1) = εψ (xi, yj) ,

(2.58)

where ε = −E0/J . Rewriting xi = md, yj = nd with m,n ∈ Z,

ψ ((m+ 1)d, nd) + ψ ((m− 1)d, nd) + e−i2παmψ (md, (n + 1)d)

+ ei2παmψ (md, (n − 1)d) = εψ (md,nd) . (2.59)

Since the coefficients are independent of n, we can assume a plane wave solution along

the y-direction, i. e., ψ(md,nd) = einνg(m). Substituting this in Eq. 2.59, we get

einνg(m+ 1) + einνg(m− 1) + e−i2παm+i(n+1)νg(m) + ei2παm+i(n−1)νg(m) = εeinνg(m) .

(2.60)

After some algebra, this becomes

g(m+ 1) + g(m− 1) + [−ε+ 2cos (2παm− υ)] g(m) = 0 (2.61)

Equation 2.61 is called the Harper equation and, was most famously, used to study the

energy spectra of a single Bloch electron in the presence of a magnetic field in 1976 by

Hofstadter [36].

2.5.4 Single-particle energy spectra

Having derived the Harper equation starting from Ĥ2, a useful crosscheck is to

compare the single-particle energy spectrum with that for a Bloch electron in the pres-

ence of a magnetic field (Fig. 2.10a). The energy spectrum for a single particle in a
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(a) Infinite lattice energy spectra for a single Bloch electron in the
presence of a magnetic field.
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(b) Finite lattice energy spectra for a single boson in a rotating lattice

Figure 2.10: (a) This plot was obtained from the original Hofstadter paper [36]. The x-
axis describes α = d2H/2π(~c/e) where H is the magnetic field and the y-axis describes
energy. (b)Single particle energy spectra as a function of the rescaled angular velocity α
for a 40×40 lattice. The x− axis here describes α = d2Ω/2π(~/2m) and y-axis describes
energy in units of the hopping energy. Darker shading indicates greater density of states.
The origin of the y-axis has been shifted to coincide with the onsite energy.
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40 × 40 lattice obtained using exact diagonalization is plotted as a function of α in

Fig. 2.10. The energy contribution due to the centrifugal force is eliminated by setting

the trapping frequency equal to the angular velocity (ω = Ω). This is identical to the

condition necessary to reach the highly degenerate lowest Landau level (LLL) for the

same problem in the absence of a lattice. Applying the LLL condition in the lattice con-

text has two consequences for the energy spectrum: first, the spectrum becomes periodic

as a function of α with a periodicity ∆α = 1 and second, the spectrum is symmetric

about α = 0.5 and takes on the shape of the Hofstadter butterfly — originally used to

describe the energy spectra for an electron in a periodic potential in the presence of a

magnetic field [36]. For ω 6= Ω, both the symmetry of the energy spectra about α = 0.5

and the periodicity are disrupted as the entire spectrum shifts up or down as a function

of
(

Ω2 − ω2
)

. As shown by Analytis et al. [4], the fractal nature of the spectra becomes

increasingly well-defined as the size of the lattice under consideration grows.

The grayscale in Fig. 2.10 describes the density of states and the finite nature

of the lattice manifests itself in the sparse energy levels between bands. For α ≪ 1,

the lowest bands (regions with a high density of states) are linearly proportional to α

leading one to draw comparisons to the Landau energy spectra for a single particle in a

2D harmonic oscillator. The Landau energy levels are given by En = (n+1/2)~ωc where

n is an integer and ωc is the cyclotron frequency. For small α in the spectra shown in

Fig. 2.10, the slopes (ratios of band energy to α) are not similarly proportional to the

band index, e. g., for the five lowest bands, the slopes are ∼ 6, 17, 27, 35 and 43.

2.6 Conclusions

In the tight-binding limit, bosons in a co-rotating lattice can be studied using a

Bose-Hubbard Hamiltonian (Ĥ2) with modified hopping and onsite energy terms. The

new hopping term leads to a 2πα change in the phase of the many-body wavefunction

when a particle goes around a plaquette. For small angular velocities, a simpler Hamilto-
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nian Ĥ1 with the same symmetry properties is sufficiently accurate. For larger angular

velocity, the lowest-band restriction is more severe for Ĥ1 than it is for Ĥ2. In the

continuum limit, Ĥ2 can be used to obtain the Harper equation and the single-particle

energy spectrum is given by the Hofstadter butterfly. The system is equivalent to spin-

polarized Bloch electrons in the presence of a magnetic field (without the long-range

Coulombic repulsion between electrons).



Chapter 3

Symmetry

3.1 Introduction

Many classical rotating systems possess continuous rotation symmetry and are

rigid. When this is true, the structural description of the system can be encapsulated in

the moment of inertia tensor and dynamical quantities of interest such as the angular

momentum1 can be expressed as derivatives of the azimuthal angle. Quantum rotating

systems, on the other hand, feature many interesting phenomena, particularly when the

system has a significant condensate fraction. The condensate fraction is present and

significant when the largest eigenvalue of the one-body density matrix is macroscopic

[63] (i. e. of O(N) whereN is the total number of particles). Systems with a macroscopic

condensate fraction often display superfluid properties. This was first demonstrated

in liquid Helium by Kaptiza [40] in 1937. A striking property of superfluids is that

of irrotational flow. A superfluid placed in a slowly rotating bucket will not rotate

uniformly with the bucket. Rotation is, instead, characterized by the entry of vortices

with change in the phase winding of the superfluid order parameter.

The theoretical study of superfluid Helium is complicated in particular owing

to the presence of strong interactions between particles. The system that we have

undertaken to study — hardcore bosons in a rotating lattice — is further complicated

1 More precisely, the angular momentum about the principle axes of the moment of inertia tensor is
accessible using the derivative of the azimuthal angle.
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by a lattice potential that breaks continuous rotational symmetry. Due to this, it is

imperative that the language used to describe classical and quantum rotating systems

be re-examined carefully in the new context. This chapter uses fundamental symmetry

arguments to do this. The second section of this chapter establishes the possibility of

seeing vortices in the system just described. The third section discusses the concept of

quasi-angular momentum — a quantity that captures the discrete rotational symmetry

of the system. The last section shows how the idea of discrete rotational symmetry can

be used to demonstrate quantum phase transitions in the system.

Section 3.2 presents unpublished work while parts of Secs. 3.3 and Secs. 3.4 were

published in Refs. [10, 12, 62].

3.2 Circulation and vorticity

Superfluidity and vortex properties have been explored in depth for continuously

connected systems (see, for instance, Ref. [63]). On the other hand, particle currents

in a lattice are described by inter-site tunneling, which establishes phase relationships

across the system much like the phase of the superfluid order parameter. We term as

‘circulation’ the current flow due to inter-site hopping and restrict the use of the moniker

‘vortex’ for quantized circulation as seen in a superfluid. In this section, the connection

of circulation to superfluidity is drawn by trying to answer two questions:

(1) How does the circulation of a superfluid change when a deep lattice is superim-

posed?

(2) To what extent does a condensate remain condensed in the presence of a lattice

and rotation?

The first question is answered by using imaginary-time propagation (as described in

Appendix A) to numerically find the ground state wavefunction for different lattice

depths. The second can, similarly, be answered numerically by looking at the structure
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of the one-body density matrix. Note that the calculations in this section are free of the

lowest-band and tight-binding approximations entailed in the Bose-Hubbard approach

discussed in the previous chapter because we use the full Hamiltonian (Eq. 3.1).

3.2.1 Vortex formation in a box (in the absence of a lattice)

Consider the toy model of a single particle in a 2 × 2 lattice bounded by a box.

Since there is only one particle, the system has a well-defined phase at all times. Before

we examine the effects of the lattice, it is useful to establish vortex properties for a

particle in a box rotating about its center. The single-particle Hamiltonian for the

system in rotating-frame coordinates, (see also Sec. 2.2) is,

H = − ~
2

2m
∇2 + Vbox(x, y) + i

2

π

~
2

m
α (x∂y − y∂x) . (3.1)

where, Vbox(x, y) describes the potential corresponding to a box with very high walls.

In the absence of significant numerical noise, the imaginary-time propagation

method preserves the topology of the initial state, i. e. if an initial state has a partic-

ular phase winding, the final state will correspond to the lowest energy level for that

particular phase winding. We use this property to obtain the energy-level diagram cor-

responding to the lowest energies for phase windings equal to 0, 2π, 4π and 6π (Fig. 3.1).

As the rotation increases, there is an exact level crossing (around α ∼ 1.25) as the en-

ergy of the state with a single vortex becomes smaller than the energy of the state

without a vortex. This can be corroborated by looking at the ground-state number-

density distribution before and after the crossing (Fig. 3.2). The ground state density

distribution before the level crossing has the familiar profile for a particle in a box with

hard boundary conditions (ρ(x) ∼ (4/L2) cos2(πx/L) cos2(πy/L)). The center of the

box gets depleted with the entry of a vortex. This corresponds to a vortex core. The

annular shape corresponding to the l = 1 density distribution is modified by the hard

box boundaries in the latter distribution.
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for α = 1.5. The center of the box is depleted and marks the vortex core. The additional
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Taking a slice of the vortex density distribution in Fig. 3.2(right) along the y = 0

line confirms that the number density drops to zero in the center (Fig. 3.3 (left)). The

last piece of evidence for the presence of a vortex is obtained by looking at the phase

description (Fig. 3.3(right)). The phase profile shows a winding of 2π once a vortex has

entered the system.

3.2.2 Vortex phase distribution and circulation

In this subsection, we consider the effects of imposing a lattice on the single-

particle system just described. The two aspects of the problem that are discussed below

are the effect of lattice depth on vortex entry and the change in the phase description

when the lattice depth is increased into the tight-binding regime. Also presented is a

brief discussion of the superfluid velocity and the quantization of circulation.

Figure 3.4 is a plot of the critical winding number αentry of vortex formation

(position of level crossing) as a function of lattice depth. As the lattice depth increases,

αentry decreases. Once the system enters the tight binding regime (V0 ≥ 5ER), the
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2π2/mL2. Once well in

the tight-binding regime, αentry converges to 0.5

single-band physics dominates and the vortex entry point converges to α = 0.5.

Now consider the phase description of the system as the lattice depth changes.

When the lattice depth is increased, it becomes more difficult for the particle to tunnel

from one site to the next. This is reflected in the phase description of the wavefunction.

The particle number density along the site boundaries decreases as the lattice depth

increases and the density peaks at the site centers. In order to keep the current constant,

the phase gradient between two sites keeps increasing with increasing lattice depth

indicating that the particles actually tunnel faster between sites for deeper lattices.

Figure 3.5 illustrates how the phase cross-section for a unit vortex changes with lattice

depth. The phase gradient is uniform when there is no lattice (V0 = 0) and the phase

between two sites converges to a step-like description for increasing lattice depth.

Figure 3.6 shows the superfluid phase around a loop for the case of a single particle

in a 2 × 2 lattice in the tight-binding regime (V0 = 10ER). There is a 2π winding in
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the phase description of the system and a loop is chosen by joining the centers of the

sites (Fig. 3.6 (left)). The phase gradient along the chosen path is not uniform with a

steeper value between site centers (Fig. 3.6 (right)). The superfluid velocity given by the

gradient of the phase along the loop accordingly peaks between sites. The circulation

is defined by,

Γ =

∫

v · ds =

∫

∂φ

∂s
· ds. (3.2)

For a discrete set of points, the integral reduces to,

Γ =
∑

loop

(φi+1 − φi)

h
× h (3.3)

where h is the spacing between two grid points. Summing around the phase loop in

Fig. 3.6,

Γ = . . . φi+1 − φi + φi − φi−1 + . . . = 2π (3.4)

where the 2π is picked up on going from the red to the blue. Hence, the circulation

described is quantized.
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3.2.3 Condensate fractions

Penrose and Onsager [63] argued that for a Bose-Einstein condensate to be

present, the single particle density mode with the largest eigenvalue must be macro-

scopically occupied. For a lattice system, the elements of the single particle density

matrix are obtained by evaluating,

ρji ≡ 〈Ψ0| â†i âj |Ψ0〉 , (3.5)

where Ψ0 is the ground state of interest and â†i (âj) is the usual site-dependent creation

(annihilation) operator. The eigenvectors of ρ are the single-particle modes for the

ground state and the corresponding eigenvalues give the occupation of these modes.

We probe the ground-state condensate fraction as a function of rotation for a

small many-particle system by first numerically diagonalizing the Hamiltonian to ob-
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Figure 3.8: Condensate fraction as a function of angular velocity. Both plots show a
significant condensate fraction as a fraction of angular velocity for 4 particles in a 4× 4
lattice with lattice depth V0 = 10ER. The plots were generated using Ĥ1(top) and
Ĥ2(bottom) respectively. The sharp dips mark the position where the ground state
topology changes.
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tain the ground state and then finding the largest eigenvector of the single particle

density matrix [65]. As shown in Fig. 3.8, even a rudimentary calculation shows that

the condensate fraction is significant (at least for small systems). In general, when the

ground state changes, the change in the condensate fraction is discontinuous. In the

example illustrated, the dips are continuous because the number of particles is commen-

surate with the symmetry of the system. Further discussion of this topic is presented

in Sec. 3.4.

Note that the plot generated using Ĥ1 (Eq. 2.24) has Ω as a measure of angular

velocity while the plot obtained using Ĥ2 (Eq. 2.37) has α for the same purpose. The

relationship between the two is given by Eq. 2.42. We use the different notations to keep

distinct the results obtained using Ĥ1 and Ĥ2. Since both show the similar four-fold

rotational symmetry properties, the simpler Ĥ1 is used for the rest of this chapter.

3.3 Discrete rotational symmetry and quasiangular momentum

The presence of the lattice breaks the continuous rotational symmetry of the sys-

tem. The eigenvalues of the angular-momentum operator are therefore no longer good

quantum numbers because the rotational symmetry associated with L̂ has been replaced

with a discrete rotational symmetry. In this section, ideas of discrete translational sym-

metry and Bloch’s theorem are mapped onto the discrete rotational symmetry problem

to generate quasi-angular momentum states. We present exact results for the modi-

fied Bose-Hubbard model in the context of a single particle one-dimensional ring, and

connections are made with the square lattice.

Consider a one-dimensional lattice with periodic boundary conditions,i. e., a ring

lattice of N sites. A rotation of 2π/N leaves the system invariant and hence the rotation

operator R (2π/N) commutes with the Hamiltonian. This is also true for a square

(N = 4) because the site dependent parameter Kij in the Hamiltonian (Eq. 2.24)

depends on the perpendicular distance of the line connecting two nearest-neighbor sites
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Figure 3.9: (a) Energy-quasi angular momentum dispersion relationship for a 12-site
ring. Positive and negative m12 values indicate rotation in opposite directions. The
velocity of the particles in any state is given by the slope of the dispersion curve at
the point. Accordingly, the velocity is maximum at m = ±3 (b) Energy—quasi-angular
momentum dispersion relationship for a 12-site ring with a small four-fold periodic
potential. Note the lines joining states are obtained by extrapolating for an infinite
system.

from the center of rotation. The energy eigenstates can be labeled using the eigenvalues

m of R (2π/N):

R (2π/N) |m〉 = ei2πm/N |m〉 : m ∈ {0, . . . , N − 1}, (3.6)

where the original eigenstate is retrieved after applying R (2π/N) N times.

At this point, it is useful to make a connection with conventional Bloch theory.

R(π/2) is analogous to the discrete translation operator T(d) for a stationary one-

dimensional lattice of period d [6],

T(d)Ψ(x1, . . . , xn) = eiqdΨ(x1, . . . , xn), (3.7)

where Ψ(x1, . . . , xn) is an eigenfunction of the translation operator. The eigenvalues of
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T(d) are described by the quasi-momentum q. In a way exactly analagous to that of

quasi-momentum Bloch states for a discrete translation operator, we can identify the

m-values in Eq. (3.6) as quasi-angular momenta. Note that this discussion so far is

completely general and applies to both the single-particle and many-particle cases.

To illustrate the role of the quasi-angular momentum and the connection with the

quasi-momentum in systems with discrete translational symmetry, consider one particle

in a 12-site static ring. Each of the sites is indexed by the azimuthal coordinate φi. The

energy spectrum takes on the well-known dispersion relation observed for the lowest

Bloch band of a particle in a 1D lattice with periodic boundary conditions in the tight-

binding regime (Fig. 3.9(a)). Since the system has 12-fold symmetry, the quasi-angular

momentum, m, can take on 12 possible values. The slope of the energy plot provides

the velocity of the particle. As discussed before (Chapter 2), rotation is introduced by

adding a term, −(~Ω/i)∂φ, to the Hamiltonian in order to obtain the ground state in

rotating-frame coordinates. As Ω is ramped in a particular direction, the ground-state

quasi-angular momentum changes from m = 0 to m = 3 in steps of 1 (not shown here).

The m = 3 state corresponds to the maximum slope of the dispersion and the largest

particle velocity. A particle in the m = 4 state has the same velocity as the m = 2

state but with a higher energy. Quasi-angular momenta m = 7, . . . , 11 correspond to

m = −5, . . . ,−1 and describe circulation in the opposite direction. This is described by

the C12 point symmetry group.

Consider now a 12-site ring perturbed by a four-fold symmetric periodic potential.

The Hamiltonian, H = H12 + V , is the sum of two terms, the 12-site Hamiltonian H12

which has a 12-fold rotation symmetry and a potential V which has a four-fold rotation

symmetry. Figure 3.9(b) is the energy dispersion relation as a function of quasi-angular

momentum for this system. Since the potential increases the rotational symmetry from

d = 2π/12 to d = 2π/4, the Brillouin zone is narrowed down to m = −2, . . . , 2. Three

energy bands are created in place of one. States on adjacent bands with the same m
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value — for example m12 = −2 and m12 = 2 — are mixed by the four-fold symmetric

potential V , thereby leading to an energy gap at this m value.

An analogous situation occurs when we try to qualitatively understand the prop-

erties of a square 4× 4 lattice, which has 12 sites on the boundary. We adopt a pertur-

bative approach by breaking the system into two non-interacting 12-site and 4-site rings

and considering an interaction between them,i. e., H = H12 +H4 + V . The interaction

with the four-site ring breaks the 12-fold symmetry of the outer ring, reducing it to a

four-fold discrete rotational symmetry.

The above example illustrates that a particle in a square lattice is characterized

by a four-fold discrete rotational symmetry. The same symmetry considerations hold for

many particles in the system. Hence, the energy eigenstates for many particles in a four-

fold symmetric potential are quasi-angular momentum states with m ∈ {−2, 1, 0, 1, 2}.

In the following, we show how the rotation of the lattice leads to a change in

quasi-angular momentum in the groundstate of the system in the single-particle case

(Sec. 5.5.1) and in the many-body case (Sec. 3.4). In addition, we show how these

transitions affect other properties of the system, such as its average angular momentum

and its vorticity.

3.3.1 Single-particle analysis

This section examines the response of one particle in a square lattice to rotation.

The advantage in first considering only one particle is that it allows one to distinguish

general characteristics of the system from interaction effects.

Figure 3.10 describes the response of the system as a function of the angular

velocity Ω. Figures 3.10(a) and 3.10(b) show that for increasing Ω the ground-state

energy E0 in the rotating frame decreases with a discontinuous derivative as different

states become energetically favorable. Note that 〈Lz〉 takes on non-quantized values

which illustrates that the energy eigenstates are not eigenstates of continuous angular
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Figure 3.10: One particle in an 8 × 8 lattice. (a) Ground state energy, E0 vs. Ω. (b)
Average angular momentum 〈Lz〉 vs. Ω. Note that the expectation value of angular
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The phase winding, Θ/2π, vs. Ω. For the 8 × 8 lattice, the maximum phase winding is
7 × 2π.
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momentum.

The abrupt changes in average angular momentum 〈Lz〉 are connected to changes

in the quasi-angular momentum m of the groundstate as seen in Fig. 3.10(b) and (c).

Since the lattice has four-fold rotational symmetry, the values that the quasi-angular

momentum can take are m ∈ {0, 1, 2, 3}. For additional transitions, m repeats itself in

behavior analogous to that of linear quasi-momentum as one crosses the first Brillioun

zone.

The changes in quasi-angular momentum are associated with changes in the phase

winding of the single-particle wavefunction. The phase winding Θ jumps by 2π each time

the quasi-angular momentum of the groundstate changes (Fig. 3.10(d)). The maximum

phase winding of 14π for an 8× 8 lattice corresponds to a maximum phase difference of

π/2 between any two sites on the lattice boundary, which in turn, corresponds to the

condition for the maximum current attainable within the lowest band Bose-Hubbard

model. This result can be generalized to a lattice of size L × L. The number of sites

on the circumference of the lattice is 4(L− 1) and for a phase difference of π/2 between

two adjacent perimeter sites, the maximum phase winding around the circumference

is 2π(L − 1) within the lowest band. Since the notions of an order parameter and of

superfluidity do not apply to single-particle systems, states with non-zero phase winding

can not be referred to as quantized vortices. However, as will be shown in the follow-

ing, these single-particle results extend to many-particle systems in a straightforward

manner.

3.4 Quantum phase transitions

This section probes the effect of strongly repulsive interactions in a many-particle

system. We first test the symmetry considerations discussed in Section 3.3. The effect

of a symmetry-commensurate filling is explored by considering two different systems -

(1) four particles in a 4 × 4 lattice and (2) five particles in a 4 × 4 lattice. These two
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Figure 3.11: Quasi-angular momenta for one through four strongly repulsive bosons in
a 6 × 6 lattice. For multiple particles in the lattice and increasing rotation, the quasi-
angular momenta cycles through values given by m = nl mod 4, l = 0, 1, 2, 3, where n
is the number of particles. (a) n = 1 : m = 0, 1, 2, 3, 0, 1 (b) n = 2 : m = 0, 2, 0, 2, 0, 2
(c) n = 3 : m = 0, 3, 2, 1, 0, 3 (d) n = 4 : m = 0.

systems correspond to fillings commensurate and incommensurate with the four-fold

symmetry of the lattice, respectively.

As discussed in Section 3.3, the four-fold rotational symmetry allows labeling of

the many-body states by their quasi-angular momenta. In a static lattice, the ground-

state is always characterized by m = 0. This value may change when the lattice is

rotated at angular velocity Ω, as has been demonstrated in the single-particle case. In

contrast to the single-particle case, the many-body groundstate does not necessarily cy-

cle through all possible m-values as Ω is increased. Instead, the values of quasi-angular

momenta it can take on depend on the number of particles. As illustrated in Fig. 3.11,
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we see that for n particles in the system, the quasi-angular momentum of the ground

state cycles through values satisfying the relation

m = nl mod 4 , (3.8)

where l ∈ {0, 1, 2, 3}. The validity of this expression has been verified both numerically

for various lattice sizes and particle numbers and analytically within a Jordan-Wigner

transformation approach to hard-core bosons in a ring [62]. Hence, only for odd n does

the quasi-angular momentum of the groundstate cycle through all values of m. Cases

in which the particle number is commensurate with the four-fold symmetry n = 4, 8, . . .

are of particular interest in that these systems always stay in an m = 0 state. Note that

a simplistic explanation for the validity of Eq. 3.8 is obtained if all particles occupy a

condensate mode with quasi-angular momentum m = 0, 1, . . ., yielding a total quasi-

angular momentum equal to 0 when n = 4.

3.4.1 Symmetry-commensurate filling

When the number of particles is commensurate with the four-fold rotational sym-

metry, the ground state always has zero quasi-angular momentum. This does not ex-

clude the entry of quantized vortices into the system. To give an example, we analyze

the case of four particles in a 4 × 4 lattice. The largest eigenvalue of the ground state

one-body density matrix is found to be 50 − 74% of the total particle number. Since

all other eigenvalues are significantly smaller, this number is large enough to refer to

the corresponding eigenmode as the condensate wavefunction. The phase winding Θcf

of the condensate wavefunction increases in steps of 2π to a maximum of 6π as the

lattice is rotated faster and faster (see Fig. 3.12(a)). This corresponds to a maximum

of L − 1 = 3 quantized vortices, with L × L being the size of the lattice. As in the

single-particle case, the maximum phase winding that can be observed within a lowest

band model is limited by the maximum phase difference of π/2 between neighboring
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Figure 3.12: Four particles in a 4 × 4 lattice. (a) Number of vortices, Θcf/2π, vs. Ω.
Three vortices enter the 4 × 4 lattice. (b) Quasi-angular momenta, m vs. Ω. The
symmetry of the ground state as indicated by the quasi-momentum m = 0 does not
change even with three vortices entering the system. (c) Zoom-in of lowest two energy
levels around the entry of the second vortex shows an avoided energy level crossing.
The mixing of states is possible because the ground states on either side have the same
discrete rotational symmetry.

sites.

Each vortex entry is associated with an avoided crossing between ground state and

first excited state. This is possible because both states have quasi-angular momentum

m = 0, allowing them to be coupled near the vortex entry point. This is demonstrated
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in Fig. 3.12(c) for the entry of the second vortex.

3.4.2 Symmetry-incommensurate filling
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Figure 3.13: Five particles in a 4 × 4 lattice. (a) Number of vortices Θcf/2π vs. Ω.
As before, a maximum of three vortices enter the system (b) Quasi-angular momenta
m vs. Ω. Since the filling is incommensurate with the symmetry, the quasi-angular
momenta takes on values m = 0, 1, 2, 3 (Eq. 3.8). (c) Zoom-in of lowest two energy
levels around the entry of the second vortex shows an energy level crossing as the
ground state symmetry changes as a function of a parameter in the Hamiltonian, Ω.

In behavior similar to that for four particles, the eigenmode corresponding to

the condensate wavefunction is macroscopically occupied, and Θcf for a symmetry-

incommensurate number of particles increases in steps of 2π up to a maximum of
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2π(L − 1). Yet, in contrast with a symmetry-commensurate filling, the discrete ro-

tational symmetry of the system changes with each vortex entry. This is demonstrated

in Fig. 3.13(a) and (b) where we plot both the phase winding and the quasi-angular

momentum as a function of Ω for the case of five particles in a 4 × 4 lattice. In this

setting, the maximum phase winding is given by 6π while the quasi-angular momentum

takes the values m = 0, 1, 2, 3 in accordance with Eq. (3.8).

For symmetry-incommensurate filling, the symmetry of the many-body wave-

function is different on either side of the jump in the phase winding. Hence, transitions

between vortex states cannot occur via the mixing of energy eigenfunctions with the

same symmetry. Hence, changes in vorticity are not associated with an avoided cross-

ing between the ground state and the first excited state. Instead, the transition occurs

as the energy of an excited state with different quasi-angular momentum and phase

winding drops low enough to become the new ground state. The signature of vortex

entry is thus a crossing of energy levels with different discrete rotational symmetry and

phase winding. Fig. 3.13(c) depicts the level crossing associated with the entrance of a

second vortex into a system of five particles in a 4 × 4 lattice. The level crossings are

a non-trivial result for many particles since they correspond to a symmetry change in

the ground state as a function of a parameter of the Hamiltonian and are indicative of

quantum phase transitions [69].

3.5 Conclusions

A superfluid displays vorticity on being rotated even when loaded in a deep lattice.

The phase structure of the superfluid order parameter associated with the vorticity is

modified by the lattice. However, the angular momentum of the system is no longer

quantized due to the discrete rotational symmetry of the lattice. The discrete rotation

operator commutes with the Hamiltonian and hence energy eigenstates can be labelled

using quasi-angular momenta. The values of quasi-angular momentum that a system can
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take on is determined by the filling. For symmetry-incommensurate fillings, quantum

phase transitions are expected when the quasi-angular momentum of the ground state

changes as a function of the angular velocity.



Chapter 4

Transport

This section deals with the transport of bosons in optical lattices. Three main

topics will be discussed — the derivation of inter-site current and onsite density oper-

ators for particles in a lattice, the effect of interactions on current and the derivation

of a Kubo formula. In the first section, starting from the continuity equation in real

space, we derive the current operator in Wannier space and contrast it with the current

operator. We also develop expressions for the discrete position operators. In the second

section, the effect of repulsive interaction on current flow in a lattice is illustrated us-

ing numerical simulations of interacting bosons on a one-dimensional ring. In the final

section, we derive a Kubo formula in the context of an ac perturbation for the lattice

system. The formalism developed will be used to study the Hall effect in Chapter 5.

4.1 Transport operators in real space

The second-quantized operators for onsite density and intersite current are for-

mally obtained in this section. The first subsection describes the real-space onsite

density operator and shows how it converges to the familiar number density operator

for deep lattices. The single-particle Nöther current is obtained in the next subsection

using first-quantized notation. The subsequent discussion recasts the expression for the

single-particle current using field operators.
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4.1.1 The onsite density operator in real space

When representing states using the Fock basis, it is common to evaluate the

occupation of a state using the operator n̂i ≡ â†i âi, where â†i (âi) is the creation (annihi-

lation) operator for a particle in state i. For our lattice discussions, the Fock basis are

single-particle Wannier states indexed by i as described in Ch. 2. Though a particular

Wannier state is centered at site i, it spills over to neighboring sites (Fig. 2.1). In this

subsection, we define a real-space onsite density operator ρ̂i that returns the particle

number within the confines of a lattice site in real space. For an infinite lattice with

uniform particle density, the expectation value of the real-space onsite density operator

coincides with that of n̂i.

The density field operator is, ρ̂(r) = Ψ̂†(r)Ψ̂(r). An on-site density operator can

be defined,

N̂i =

∫

dr Θi(r)ρ̂(r) , (4.1)

where Θi(r) = 1 if r is inside site i (i. e. xi − d/2 < x < xi + d/2 and yi − d/2 <

y < yi + d/2) and equal to zero otherwise. Expanding the field operators in terms of

annihilation and creation operators,

N̂i =

∫

dr Θi(r)Ψ̂
†(r)Ψ̂(r)

=

∫

dr Θi(r)
∑

j,k

â†j âkW
∗
R(r − rj)WR(r − rk)

= B1â
†
i âi +B2

∑

〈i,j〉

(

âiâ
†
je

iφij + â†i âje
−iφij

)

, (4.2)

where, φij is the phase picked up when a particle hops from site i to site j (Eq. 2.38)

and B1 and B2 are overlap integrals given by,

B1 =

∫

dr Θi(r)W
∗
R(r − ri)WR(r− ri), and (4.3)

B2 =

∫

dr Θi(r)W
∗
R(r − ri)WR(r− rj). (4.4)
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Figure 4.1: Overlap integrals B1 and B2 which appear in the onsite density operator ρ̂i

(Eq. 4.2) as a function of lattice depth V0.

For our calculations we use a lattice depth of V0 = 10ER where B1 = 0.9969 and

B2 = 1.6591 × 10−5 respectively. Figure 4.1 shows the dependence of B1 and B2 on

lattice depth. For very deep lattices, B1 and B2 approach one and zero respectively.

4.1.2 Current

The standard expression for the current in stationary-frame coordinates (in first-

quantized notation), JS(r) = ψ†(r)(−i~∇ψ(r)) + (−i~∇ψ(r))†ψ(r), is obtained using

the Schrödinger equation of motion and its conjugate (e. g., see Fetter and Walecka [26]).

In this subsection, we obtain an expression for the current in rotating-frame coordinates.

The expression for the current maps on to the Nöther current where the derivative is

replaced by the covariant derivative.

The single particle Schrödinger equation of motion in rotating frame coordinates
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for a single particle in a 2D harmonic trap with ω = Ω is

i~
∂

∂t
Ψ = HΨ =

1

2m

(

~

i
∇−mA(x)

)2

Ψ , (4.5)

where Ψ ≡ Ψ(r) is the single-particle wavefunction. Multiplying Eq. 4.5 and adding the

complex conjugate of the equation we obtain,

∂

∂t
Ψ∗Ψ =

1

i~
[Ψ∗HΨ − (HΨ)∗ Ψ] . (4.6)

Using the full form of the Hamiltonian Eq. 4.5, the right hand side becomes,

1

i~
[Ψ∗HΨ − (HΨ)∗ Ψ] = − ~

2mi

[

Ψ∗∇2Ψ −
(

∇2Ψ
)∗

Ψ
]

+ [Ψ∗A · ∇Ψ + A · (∇Ψ)∗ Ψ + Ψ∗ (∇ · A)Ψ]

= − ~

2mi
∇ · (Ψ∗∇Ψ − (∇Ψ)∗ Ψ) + ∇ · (Ψ∗AΨ)

= − 1

2m
∇ ·
[

Ψ∗

(

~

i
∇−mA

)

Ψ +

((

~

i
∇−mA

)

Ψ

)∗

Ψ

]

.

(4.7)

We integrate both sides of Eq. 4.6 over an infinitesimal volume V with surface A and

apply Stokes’ law to the right hand side to obtain a conservation equation,

d

dt

∫

V
Ψ∗(r)Ψ(r)dV = −

∫

V
dV∇ · 1

m
Re [Ψ∗ (p−mA)Ψ] (4.8)

d

dt

∫

V
ρ(r) =

∫

A

1

m
Re [Ψ∗ (p−mA) Ψ] · da = −

∫

A
JR(r) · da. (4.9)

The expression for the current in rotating frame coordinates is obtained by comparing

the integrands in the last two expressions,viz.

JR(r) =
1

2m

[

Ψ∗

(

~

i
∇−mA

)

Ψ +

((

~

i
∇−mA

)

Ψ

)∗

Ψ

]

. (4.10)

4.1.3 Second-quantized current operator in rotating frame coordinates

The annihilation operator is defined in terms of the Wannier states (Eqs. 2.3 and

2.30),

Ψ̂(r) =
∑

i

âiWR(r − ri) =
∑

i

âi exp

[

i
m

~

∫ r

ri

A(r′) · dr′
]

WS(r − ri). (4.11)



64

The second quantized current density operator is obtained by replacing the single par-

ticle wavefunction by the field operator in Eq. 4.12,

ĴR(r) =
1

2m

[

Ψ̂†(r)

(

~

i
∇−mA(r)

)

Ψ̂(r) + Ψ̂(r)

(

−~

i
∇−mA(r)

)

Ψ̂†(r)

]

=
~

2mi

∑

i,j

â†i âje
−iφij [WS(r − ri)∇WS(r− rj) −WS(r− rj)∇WS(r− ri)] .

(4.12)

In the expression above, note that the terms with i = j cancel. Further, in the tight-

binding regime, only overlaps between Wannier orbitals in nearest-neighboring sites are

significant. The even parity of Wannier functions about their site centers provides the

relationship: WS(r−rj)∇WS(r−ri) = −WS(r−ri)∇WS(r−rj). The last two ideas can

be used to convert the sum over sites i, j into a sum over links 〈i, j〉 and the expression

for the current rewritten as a sum over currents across nearest-neighbor sites is,

ĴR(r) = − ~

mi

∑

〈i,j〉

[

âiâ
†
je

iφij − â†i âje
−iφij

]

(WS(r − ri)∇WS(r− rj)) . (4.13)

At this point, the current operator is still a function of the position r. An inter-

site current operator ĴR,ij can be defined by integrating the component of ĴR(r) normal

to the line separating the two sites,

ĴR,ij = − ~

mi

[

âiâ
†
je

iφij − â†i âje
−iφij

]

∫

s
ds (WS(r − ri)∇WS(r − rj))⊥ . (4.14)

For example, if the two sites are nearest neighbors along the x-direction (xj = xi+d, yi =

yj), the integral is,

∫ yi+d/2

yi−d/2
dy (WS(r− ri)∂xWS(r − rj)) = WS

(

xi +
d

2
− xi

)

∂xWS

(

xi +
d

2
− xi − d

)

×
∫ yi+d/2

yi−d/2
dyW 2

S (y − yi) . (4.15)

Putting it together,

ĴR,ij ≈ − ~γ

mi

[

âiâ
†
je

iφij − â†i âje
−iφij

]

, (4.16)



65

(a)

(b)

Figure 4.2: Intersite current flow for a single particle in 6 × 6 lattice for (a) winding
number α = 0.1 and (b) α = 0.3. The length of the each arrow is proportional to the
expectation value of the inter-site current (Eq. 4.16) across that link.
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Figure 4.3: Current J12 between adjacent sites of a 2×2 site cell lattice as a function of
total number of particles n for different values of the ratio between repulsive interaction
and hopping U/J at large rotation (~Ω ∼ 0.6ER ≫ J). For weak interaction, U = 0.5J ,
the particles can freely cross each other and the current is proportional to the number
of particles. As the interaction increases, the current per particle drops as a function of
filling. For U = 1000J , the current for three particles is the same as that for one particle,
indicating a particle-hole symmetry. The current was evaluated using a four-state Fock
basis on each site, which allowed three particles per site.

where, the constant γ = W 2
S

(

d
2

) ∫ d/2
−d/2 dy

′W 2
S(y′). Note there are additional contribu-

tions to the current from adjoining sites. For a square lattice, these two additional

contributions will be much smaller and of order γ2 = W 2
S

(

d
2

) ∫ 3d/2
d/2 dy′W 2

S(y′) each. For

a lattice depth of V0 = 10ER, γ ≈ 0.094d2 and γ2 ≈ 7.5× 10−5d2. The algebraic sum of

currents entering or leaving a site is equal to zero. However, as can be seen in Fig. 4.2,

deciphering current flow patterns is not straightforward.

4.2 The effect of interactions on lattice current

Repulsive interactions between bosons inhibit current flow by making it difficult

for particles to cross each other. To demonstrate this we consider currents in a 2 × 2

site lattice using a four-state Fock basis on each site. Figure 4.3 is a plot of the current
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in the rotating frame J12 between two neighboring sites as a function of filling n for

different interaction strengths U (see Eq. 2.37 for full Hamiltonian) at fixed angular

velocity (~Ω ∼ 0.6ER ≫ J). The angular velocity is chosen such that one vortex has

entered the system. For weak interactions (U = 0.5J), the current is proportional to

the number of particles as they can flow independently of each other. However, the

current per particle drops with increasing interaction and filling. At large interaction

(U = 1000J), the current for one hole (three particles) is the same as for one particle

in the system. This particle-hole symmetry is characteristic of the regime where bosons

are impenetrable, i. e., of the regime where the two-state approximation applies [73]. In

fact, currents calculated for U ≥ 100J using the two-state approximation, where there

can be 0 or 1 particle per site, coincide with those obtained with a larger Fock space.

The main results of this thesis are obtained assuming the atoms to be impenetrable and

hence are expected to be quantitatively accurate in the regime U ≥ 100J for fillings

≤ 1.

4.3 Kubo formula

A Kubo formula captures the linear response of the system to a perturbation. In

this section, we present the Kubo formalism used to study the Hall effect in the next

chapter. The Hall effect describes the longitudinal and transverse transport responses of

a two-dimensional electron gas in the presence of a magnetic field to an applied electric

potential gradient. The mapping between magnetic flux density for the 2D electron

problem and angular velocity for a rotating gas is valid when the latter problem is

formulated in rotating frame coordinates. Accordingly the perturbation is introduced

in the rotating frame.

Consider the lattice system sketched in Fig. 4.4. The optical lattice is co-rotating

with the condensate about the z-axis with angular velocity Ω. The harmonic trap (not

shown) frequency is adjusted to ω = Ω such that the centrifugal force is cancelled.
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The perturbation is introduced by tilting the lattice along the x-axis in the rotating

frame and is modulated by a frequency ν to induce sloshing. An AC perturbation is

switched on at time τ = 0. A common mathematical trick to simultaneously extract

both quadrature components of the linear response of the system is to use a complex

perturbation. In this case, the sine and cosine (phase-shifted) components of V̂ will go

through and recombine to give a exp(iντ) factor in the final result. Accordingly, the

perturbation is written as,

V̂ (τ) = AΘ(τ)eiντ X̂ = AΘ(τ)eiντ
∑

j

xj n̂j , (4.17)

where A is the strength of the perturbation, xi is the x-coordinate of site i, and Θ(τ)

is the Heaviside function. The effect of the implicit infinite boundaries is mitigated by

making the time scales associated with the sloshing small compared to that associated

with hopping from one site to the next,i. e., ~ν >> J . A brief sketch of the derivation for

the change in the expectation value of an observable Ŷ due to the perturbation follows

(see Refs. [18, 48] for detailed discussions). The density matrix in the interaction picture

ρ̂I(τ) can be broken into a time-independent part ρ̂oand the change ∆ρ̂I(τ) due to the

perturbation,

ρ̂I(τ) = ρ̂0 + ∆ρ̂I(τ) , (4.18)

where the superscript I marks quantities in the interaction picture. The time-independent

part ρ̂0 corresponds to the density matrix for the unperturbed system. Retaining the

first-order terms in the Liouville equation of motion for the density matrix provides an

expression for the second term in Eq. 4.18,

∆ρ̂I(τ) = − i

~

∫ τ

−∞
e−η(τ−τ ′)

[

V̂ I(τ ′), ρ̂0

]

dτ ′ . (4.19)

Here η is used to fix the boundary conditions and we take the limit η → 0+ at the end

of the calculation. The expectation value of Ŷ is,

〈Ŷ (τ)〉 = Tr
{

Ŷ (τ)ρ̂(τ)
}

= Tr
{

Ŷ I(τ)ρ̂I(τ)
}

. (4.20)
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Figure 4.4: Scheme for creating a perturbative linear gradient potential in the system.
The lattice potential is tilted by an angle Θ along the x-direction. The 2D trapping
potential is cancelled out by the centrifugal force at ω = Ω and has not been shown.
In order to reduce the effect of the implicit infinite boundary potential walls in our
calculations, we consider an AC perturbation where the tilt angle is modulated by a
frequency ν = dΘ/dτ .

where Ŷ I is the operator in the interaction picture. The expectation value of the

response to the perturbation is,

〈∆Ŷ (τ)〉 = Tr
{

Ŷ I(τ)∆ρ̂I(τ)
}

. (4.21)

At low temperatures, the only contribution to the trace comes from the ground state,

i. e., ρ̂0 ≈ |ψ0〉〈ψ0|. The final expression for the expectation value of the response is

obtained using this approximation and substituting for ∆ρ̂I(τ) [Eq. (4.19)],

〈∆Ŷ (τ)〉 =
Aeiντ

~

∑

n>0

[

〈ψ0|Ŷ |ψn〉〈ψn|X̂ |ψ0〉
e−i(ωn−ωo+ν)τ−ητ − 1

(ωn − ωo + ν) − iη

+ 〈ψ0|X̂ |ψn〉〈ψn|Ŷ |ψ0〉
ei(ωn−ωo−ν)τ−ητ − 1

(ωn − ωo − ν) − iη

]

, (4.22)
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where |ψn〉 are energy eigenstates. The frequency-dependent exponents in the numer-

ators arise from the Fourier transform of the Heaviside function. Note that n > 0,

because 〈ψ0

∣

∣

∣X̂
∣

∣

∣ψ0〉 = 0 since the unperturbed ground state is symmetric about the

y-axis while X̂ is not. For the purposes of the discussions in this thesis, the linear

response (Eq. 4.22) is evaluated long after the perturbation is switched on (τ → ∞),

damping effects are ignored (η → 0+), and the prefactor exp(iντ) is excluded from

results shown.



Chapter 5

Hall effect

5.1 Introduction

Rotating Bose-Einstein condensates (BECs) have been a subject of great theoret-

ical and experimental interest over the last few years. Starting from the quantum engi-

neering of a single vortex [85], rotating condensates have been used to understand exotic

phenomena such as the formation of Abrikosov vortex lattices [47, 32] and the BCS-BEC

crossover [89]. Parallels have been drawn between atoms in a rotating condensate and

electrons in the presence of a magnetic field; in particular, the fractional quantum Hall

effect (FQHE) has been predicted for a two-dimensional (2D) condensate rotating at a

frequency matching that of the confining harmonic trap [84, 19, 83, 61, 27, 13]. This

strongly correlated FQHE regime has, however, been difficult to achieve experimentally

in cold quantum gases due to two problems. First, it is difficult to confine condensates at

rotation speeds matching the trapping frequency. Second, vortex shears destroy conden-

sates at high rotation. A potential solution to both problems is the use of a 2D lattice:

Introducing a co-rotating optical lattice in the tight-binding regime, in which particles

on a lattice site can only tunnel to adjacent sites, provides strong confinement and en-

hances interactions to enable entry into the strongly-correlated regime. A similar system

outside the tight-binding regime has recently been demonstrated experimentally [79]. In

this chapter, we study the possibility of realizing Quantum Hall-like effects for bosons

in a rotating optical lattice. Connections have previously been made to the FQHE for
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cold atoms in a lattice in the presence of an effective magnetic field [39, 60] or induced

tunneling loops [73].

The rest of this chapter is divided into four sections. The first provides a short

introduction to the Hall effect in a 2D electron gas. The second discusses the proof

by Niu et al. [59] showing the integer Hall effect to be a topological effect. This proof

holds even with an underlying lattice potential and hence is an important first step in

drawing our connections with the Quantum Hall effect for bosons in a rotating optical

lattice. In the third section, we add a perturbative lattice potential to the cold-atom

analog of the electronic Quantum-Hall setup and show that the Quantum Hall effect

is still present, even though the Hall resistivity is spatially modulated. In the last

and main section of this chapter, we use the Kubo formalism introduced in Sec. 4.3 to

describe the system’s current and density responses to a perturbative potential gradient.

Using a high-frequency perturbation to overcome finite-size effects, we observe FQHE

features in a single-particle system. In particular, the system demonstrates plateaus in

the transverse resistivity concurrent with dips in the diagonal resistivity for fractional

values of α. At these same values, in concordance with Jaksch et al. [39], the site number

density is modulated with a periodicity 1/α. Numerical results are also presented with

several particles. In direct analogy with the classical Hall effect, a pileup of particles

due to the Coriolis force is seen along the transverse direction.

5.2 Hall effect in a 2D electron gas

In 1879, Edwin Hall conducted an experiment where he passed a current through

a thin gold leaf and measured the voltage both along and perpendicular to the current

path [33]. In the presence of a perpendicular magnetic field, he found that the trans-

verse voltage was proportional to the strength of the magnetic field. This behavior is

now known as the Hall effect. The mechanism responsible for the Hall effect can be

understood as follows.
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Figure 5.1: (Left) Schematic for Hall effect. (Right) The classical Hall resistance RH as
a function of the magnetic field strength B in arbitrary units. The slope of the line is
1/en0 where e is the charge carried by an electron and n0 is the electron density.

Consider a classical electron with charge −e moving along the negative x-axis

with velocity v in the presence of a magnetic field B⊥ (Fig. 5.1(left)). The electron

experiences a Lorentz force

FLorentz = −ev × B⊥ . (5.1)

If the sample is finite-sized, there is a charge buildup along the upper and lower edges

in Fig. 5.1(left) leading to an electric potential difference Vy. Eventually, the potential

is large enough to stop the transverse motion, i. e.

Vy

d
= vxB⊥ , (5.2)

where d is the thickness of the two-dimensional sample along the y-axis and vx is the

x-component of the electron velocity. If the electron area density is n0, the current

along the y-axis is Ix = en0dvx. The Hall resistance as defined by

RH =
Vy

Ix
=
B⊥

en0
. (5.3)

Hence for a normal conductor, the Hall resistance is directly proportional to the mag-

netic field (Fig. 5.1(right)).

However a century later, in 1980, von Klitzing found that this simple behavior

does not hold for a truly effective 2D electron gas (Si MOSFET) [42]. The resistance
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still increases with the magnetic field but only in discrete steps of h/me2 where m was

an integer. The precision of the spacing between plateaus led to a new standard for

the quantum of resistance RK = h/e2 = 25.812807449(86) kΩ and Klaus von Klitizing

was awarded the Nobel Prize in 1985 for discovering what is now known as the integer

quantum Hall effect (IQHE). For a system such as that studied by von Klitzing, the

number of electrons that can fit into each Landau level is fixed by the magnetic field

and the area electron density. Now, consider the case when the LLL is completely full.

On lowering the magnetic field, at least one of the electrons has to jump across a finite

energy gap to the next Landau level. Surface defects or impurities act as reservoirs

for this change in occupancy keeping the Hall resistance steady. In very pure samples

such as those studied by Tsui et al. [78], plateaus appear, in the Hall resistance, even

at fractional values of h/e2 as shown in Fig. 5.2. This is called the fractional quantum

Hall effect (FQHE).

The FQHE can be explained in terms of composite particles created by bringing

together electrons and magnetic flux quanta. Instead of the integer m, one uses a filling

factor

ν =
No. of particles

No. of flux quanta
. (5.4)

For example, in the ν = 1/2 state, each particle is coupled with two flux quanta. If an

odd number of flux quanta is coupled to the particle, the composite particle is effectively

bosonic and can Bose-condense to generate the quantum Hall state. This explains the

drop of the diagonal resistivity to zero at fractional values of ν. The full discussion of the

theory behind the FQHE is rich and well beyond the scope of this brief introduction.

For a more indepth discussion, the reader is referred to the text by Ezawa [25] and

references therein.
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Figure 5.2: FQHE as seen in an ultrahigh-mobility modulation-doped GaAs/AlGaAs
2D electron system. Most of the steps correspond to fractions of the filling factor
corresponding to ν = p/(2p ± 1) where p is a positive integer. This plot was obtained
from a review paper [74] published by Störmer shortly he won the 1998 Nobel prize for
discovering the fractional quantum Hall effect along with Tsui and Gossard.

5.3 Hall conductance as a topological invariant

The discussion in this section is based on a beautiful proof by Niu et al.[59] for

the integer Quantum Hall effect and provides many intermediate steps not shown in the

original publication. This discussion is crucial to our study, because it establishes that

the features of the integer Quantum Hall effect can be expected even in the presence of

an external potential such as the lattice potential used in this thesis.
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5.3.1 Hamiltonian for a 2D electron gas

Consider the typical Hall setup — an interacting two-dimensional electron gas in

the presence of a magnetic field. The many-particle Hamiltonian for the unperturbed

system is

H =

N
∑

i=1

[

1

2m

(

−i~ ∂

∂xi

)2

+
1

2m

(

−i~ ∂

∂yi
− eBxi

)2
]

+

N
∑

i=1

V (ri)

+
N
∑

j=1

N
∑

i=1<j

U(|ri − rj|) , (5.5)

where i is the particle index of the N electrons with mass m and charge −e. The

position vector ri has two components (xi, yi). The magnetic field strength is denoted

by B. The external single-particle potential is described by V (ri) and the interparticle

repulsion is determined by the isotropic potential U(|ri − rj|). We have neglected the

spin of the electron. The velocity operators are,

vx =

N
∑

i=1

1

m

[

−i~ ∂

∂xi

]

(5.6)

vy =
N
∑

i=1

1

m

[

−i~ ∂

∂yi
− eBxi

]

. (5.7)

Consider a section of the 2D sample of size Lx × Ly. The wavefunction is assumed to

satisfy periodic boundary conditions in the Landau gauge:

ψ(xi + Lx) = eiαLxei(eB/~)yiLxψ(xi) , and, (5.8)

ψ(yi + Ly) = eiβLyψ(yi) . (5.9)

A subtlety to note here is the appearance of yi in the first condition which ensures that

the magnetic translation operators commute with the Hamiltonian. The main objective

of this calculation, the Hall conductivity, is evaluated by averaging over all periodic

boundary conditions. We define a unitary transformation,

P = exp [−iα (x1 + x2 + . . .+ xn)] exp [−iβ (y1 + y2 + . . .+ yn)] , (5.10)
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with parameters α and β, which acts on an energy eigenfunction to give,

|φn〉 = P |ψn〉 . (5.11)

The transformed Hamiltonian is,

H ′ = PHP−1

=

N
∑

i=1

[

1

2m

(

−i~ ∂

∂xi
+ ~α

)2

+
1

2m

(

−i~ ∂

∂yi
− eBxi + ~β

)2
]

+

N
∑

i=1

V (ri)

+
N
∑

j=1

N
∑

i=1<j

U(|ri − rj|) . (5.12)

5.3.2 Hall conductivity

According to the Kubo formula (Sec. 4.3), the Hall conductivity, is given by,

σH =
ie2~

A

∑

n>0

〈ψ0|vx|ψn〉 〈ψn|vy|ψ0〉 − 〈ψ0|vy|ψn〉 〈ψn|vx|ψ0〉
(E0 − En)2

=
ie2~

A

∑

n>0

〈

φ0|PvxP
−1|φn

〉 〈

φn|PvyP
−1|φ0

〉

−
〈

φ0|PvyP
−1|φn

〉 〈

φn|PvxP
−1|φ0

〉

(E0 − En)2
.

(5.13)

Here A = LxLy is the area under consideration. Substituting the relations,

PvxP
−1 =

N
∑

i=1

1

m

[

−i~ ∂

∂xi
+ ~α

]

=
1

~

∂H ′

∂α
(5.14)

PvyP
−1 =

N
∑

i=1

1

m

[

−i~ ∂

∂yi
− eBxi + ~β

]

=
1

~

∂H ′

∂β
(5.15)

In the expression for σH , we find

σH =
ie2

A~

∑

n>0

〈

φ0

∣

∣

∣

∂H′

∂α

∣

∣

∣
φn

〉〈

φn

∣

∣

∣

∂H′

∂β

∣

∣

∣
φ0

〉

−
〈

φ0

∣

∣

∣

∂H′

∂β

∣

∣

∣
φn

〉〈

φn

∣

∣

∣

∂H′

∂α

∣

∣

∣
φ0

〉

(E0 − En)2
. (5.16)

The individual matrix elements are obtained by solving,

〈

∂φ0

∂α

∣

∣

∣

∣

H ′

∣

∣

∣

∣

φn

〉

+

〈

φ0

∣

∣

∣

∣

∂H ′

∂α

∣

∣

∣

∣

φn

〉

+

〈

φ0

∣

∣

∣

∣

H ′

∣

∣

∣

∣

∂φn

∂α

〉

= 0 (5.17)

For example, the first matrix element in Eq. 5.16 is,

〈

φ0

∣

∣

∣

∣

∂H ′

∂α

∣

∣

∣

∣

φn

〉

= −
[

En

〈

∂φ0

∂α

∣

∣

∣

∣

φn

〉

+ E0

〈

φ0

∣

∣

∣

∣

∂φn

∂α

〉]

. (5.18)
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Note that,

〈

∂φn

∂β

∣

∣

∣

∣

φ0

〉

= i 〈φn| (y1 + y2 + . . . + yN ) |φ0〉 = −
〈

φn

∣

∣

∣

∣

∂φ0

∂β

〉

. (5.19)

The matrix elements in Eq. 5.16 reduce to ,

〈

φ0

∣

∣

∣

∣

∂H ′

∂α

∣

∣

∣

∣

φn

〉〈

φn

∣

∣

∣

∣

∂H ′

∂β

∣

∣

∣

∣

φ0

〉

= E2
n

〈

∂φ0

∂α

∣

∣

∣

∣

φn

〉〈

φn

∣

∣

∣

∣

∂φ0

∂β

〉

−EnE0

〈

∂φ0

∂α

∣

∣

∣

∣

φn

〉〈

φn

∣

∣

∣

∣

∂φ0

∂β

〉

− EnE0

〈

∂φ0

∂α

∣

∣

∣

∣

φn

〉〈

φn

∣

∣

∣

∣

∂φ0

∂β

〉

+ E2
0

〈

∂φ0

∂α

∣

∣

∣

∣

φn

〉〈

φn

∣

∣

∣

∣

∂φ0

∂β

〉

= (E0 − En)2
〈

∂φ0

∂α

∣

∣

∣

∣

φn

〉〈

φn

∣

∣

∣

∣

∂φ0

∂β

〉

(5.20)

Note that, from parity,

〈

∂φ0

∂β

∣

∣

∣

∣

φ0

〉

= −i 〈φ0| (y1 + y2 + . . . + yN) |φ0〉 = 0 =

〈

∂φ0

∂α

∣

∣

∣

∣

φ0

〉

. (5.21)

That allows us to drop the constraint n > 0 in the summations in Eq. 5.16. Equation

5.16 becomes,

σH =
ie2

A~

∑

n

(E0 −En)2
〈

∂φ0

∂α

∣

∣

∣
φn

〉〈

φn

∣

∣

∣

∂φ0

∂β

〉

− (E0 − En)2
〈

∂φ0

∂β

∣

∣

∣
φn

〉〈

φn

∣

∣

∣

∂φ0

∂α

〉

(E0 −En)2

=
ie2

A~

[〈

∂φ0

∂α

∣

∣

∣

∣

∂φ0

∂β

〉

−
〈

∂φ0

∂β

∣

∣

∣

∣

∂φ0

∂α

〉]

. (5.22)

Defining θ = αLx and φ = βLy,

σH =
ie2

~

[〈

∂φ0

∂θ

∣

∣

∣

∣

∂φ0

∂φ

〉

−
〈

∂φ0

∂φ

∣

∣

∣

∣

∂φ0

∂θ

〉]

(5.23)

Since we are interested in the bulk conductivity, we average over all boundary conditions.

The averaged conductivity is then ,

σ̄H =
1

(2π)2
ie2

~

∫ 2π

0

∫ 2π

0
dφdθ

[〈

∂φ0

∂θ

∣

∣

∣

∣

∂φ0

∂φ

〉

−
〈

∂φ0

∂φ

∣

∣

∣

∣

∂φ0

∂θ

〉]

(5.24)

5.3.3 Quantization of σ̄H

In this subsection, using a coordinate transform we show that the Hall conduc-

tivity, as defined in Eq. 5.16, is quantized. Consider an abstract 2D space spanned by
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θ and φ going from 0 to 2π each. In this space, we define a vector

F =
1

2

[〈

∂φ0

∂θ

∣

∣

∣

∣

φ0

〉

−
〈

φ0

∣

∣

∣

∣

∂φ0

∂θ

〉]

θ̂ +
1

2

[〈

∂φ0

∂φ

∣

∣

∣

∣

φ0

〉

−
〈

φ0

∣

∣

∣

∣

∂φ0

∂φ

〉]

φ̂ . (5.25)

The curl of F is,

∇× F =
1

2

∂

∂θ

[〈

∂φ0

∂φ

∣

∣

∣

∣

φ0

〉

−
〈

φ0

∣

∣

∣

∣

∂φ0

∂φ

〉]

− 1

2

∂

∂φ

[〈

∂φ0

∂θ

∣

∣

∣

∣

φ0

〉

−
〈

φ0

∣

∣

∣

∣

∂φ0

∂θ

〉]

=

[〈

∂φ0

∂φ

∣

∣

∣

∣

∂φ0

∂θ

〉

−
〈

∂φ0

∂θ

∣

∣

∣

∣

∂φ0

∂φ

〉]

+
1

2

[〈

∂2φ0

∂θ∂φ

∣

∣

∣

∣

φ0

〉

−
〈

φ0

∣

∣

∣

∣

∂2φ0

∂θ∂φ

〉

+

〈

∂2φ0

∂φ∂θ

∣

∣

∣

∣

φ0

〉

−
〈

φ0

∣

∣

∣

∣

∂2φ0

∂φ∂θ

〉]

.(5.26)

Before reducing the expression in the second set of braces, we define operators,

X̂ = (x̂1 + x̂2 + . . .+ x̂N ) , (5.27)

Ŷ = (ŷ1 + ŷ2 + . . .+ ŷN ) . (5.28)

We have,
〈

φ0

∣

∣

∣

∣

∂φ0

∂θ

〉

= − i

Lx
〈φ0| X̂ |φ0〉 (5.29)

and,

〈

∂2φ0

∂θ∂φ

∣

∣

∣

∣

φ0

〉

= −〈φ0| X̂Ŷ |φ0〉 =

〈

φ0

∣

∣

∣

∣

∂2φ0

∂θ∂φ

〉

, (5.30)

〈

∂2φ0

∂φ∂θ

∣

∣

∣

∣

φ0

〉

= −〈φ0| Ŷ X̂ |φ0〉 =

〈

φ0

∣

∣

∣

∣

∂2φ0

∂φ∂θ

〉

. (5.31)

The last term in parenthesis in Eq. 5.26 disappears on substituting Eqs. 5.30 and 5.31

reducing the curl of F to,

∇× F =

〈

∂φ0

∂φ

∣

∣

∣

∣

∂φ0

∂θ

〉

−
〈

∂φ0

∂θ

∣

∣

∣

∣

∂φ0

∂φ

〉

= 〈φ0| Ŷ X̂ − X̂Ŷ |φ0〉 . (5.32)

One can get a deeper understanding of the physical significance of F by explicitly pulling

out the phase component of |φ0〉,

|φ0〉 = eiΦ(φ,θ) |χ(φ, θ)〉 (5.33)
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where Φ is a real function. Then we find,

〈

∂φ0

∂φ

∣

∣

∣

∣

= −i∂Φ

∂φ
e−iΦ 〈χ| + e−iΦ

〈

∂χ

∂φ

∣

∣

∣

∣

(5.34)

〈

∂φ0

∂φ

∣

∣

∣

∣

φ0

〉

= −i∂Φ

∂φ
+

〈

∂χ

∂φ

∣

∣

∣

∣

χ

〉

(5.35)

〈

φ0

∣

∣

∣

∣

∂φ0

∂φ

〉

= i
∂Φ

∂φ
+

〈

χ

∣

∣

∣

∣

∂χ

∂φ

〉

. (5.36)

Using

〈

∂χ

∂φ

∣

∣

∣

∣

χ

〉

=

〈

χ

∣

∣

∣

∣

∂χ

∂φ

〉

(5.37)

〈

∂φ0

∂φ

∣

∣

∣

∣

φ0

〉

−
〈

φ0

∣

∣

∣

∣

∂φ0

∂φ

〉

= −2i
∂Φ

∂φ
(5.38)

we eventually obtain

F =
1

2

[〈

∂φ0

∂θ

∣

∣

∣

∣

φ0

〉

−
〈

φ0

∣

∣

∣

∣

∂φ0

∂θ

〉]

θ̂ +
1

2

[〈

∂φ0

∂φ

∣

∣

∣

∣

φ0

〉

−
〈

φ0

∣

∣

∣

∣

∂φ0

∂φ

〉]

φ̂

= −i
[

∂Φ

∂θ
θ̂ +

∂Φ

∂φ
φ̂

]

≡ −i~∇θ,φΦ(θ, φ) (5.39)

So F is the gradient of the phase of φ0(φ, θ) in an abstract(θ, φ) space. Now consider

the integral over all boundary conditions,

σ̄H =
1

(2π)2
ie2

~

∫ 2π

0

∫ 2π

0
dφdθ

[〈

∂φ0

∂θ

∣

∣

∣

∣

∂φ0

∂φ

〉

−
〈

∂φ0

∂φ

∣

∣

∣

∣

∂φ0

∂θ

〉]

=
1

(2π)2
ie2

~

∫ 2π

0

∫ 2π

0
dφdθ ~∇θ,φ × F

=
1

(2π)2
ie2

~

∮

F · ds =
1

(2π)2
ie2

~

∮

(

−i~∇θ,φΦ(θ, φ)
)

· ds

=
1

(2π)2
e2

~

∮

dΦ (5.40)

Here the integral in the last line is over a closed path. It is equal to 2πm where m is an

integer because Φ has to be single-valued. This gives,

σ̄H = m
e2

h
, (5.41)

which is the result for the integer quantum Hall effect, that is the Hall conductivity is

quantized in multiples of e2/h independent of the external potential V . Correspondingly
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the Hall resistivity is,

ρ̄H =
1

m

~

e2
=

1

m
R0 . (5.42)

5.4 Quantum Hall effect in a weak lattice potential

Here, in contrast to the previous section, we consider a 2D rotating cloud of atoms

in a harmonic potential. As described earlier, when the angular velocity Ω of the cloud

is equal to the frequency ω of the harmonic trap, this system can be mapped to a 2D

electron gas in the presence of a magnetic field. The FQHE is seen in the latter setup

when a potential difference is applied across one direction and the resistance measured

in the perpendicular direction. In this section, we introduce a weak lattice potential

and study the change in the Hall resistance.

The single-particle Hamiltonian for a 2D particle in the presence of rotation is,

H0 = −Π2

2m
+

1

2
m
(

w2 − Ω2
)

r2 , (5.43)

where Π is the 2D covariant momentum operator (Eq. 2.28). For the lowest Landau level

(LLL) condition (Ω = ω), the unperturbed single particle executes cyclotron motion by

circling around a guiding center. The guiding center coordinates are,

X ≡ x+
1

mΩ
Πy , (5.44)

Y ≡ y − 1

mΩ
Πx . (5.45)

In parallel with the commutation relationships listed on Page 158 in Ref. [25], one has

the following for a rotating system,

[X,Y ] = −il2B , (5.46)

[Πx,Πy] = i
~

2

l2B
, (5.47)

[X,Πx] = [Y,Πy] = 0 , (5.48)

[X,Πy] = [Y,Πx] = 0 , (5.49)
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where the harmonic oscillator length lB=
√

~/mΩ. To obtain the quantum Hall effect, a

field Ex is applied along the x−axis as a perturbation, H1 = xmEx. The perturbation

corresponding to H1 could, for example, be introduced by tilting the system in the

presence of a gravitational field. The effect of doing this is analogous to introducing

an electric field to charged particles. In the presence of a gravitational field, the mass

m is analogous to the charge. In the presence of that perturbation, the single-particle

Hamiltonian for the LLL is,

H = −Π2

2m
+ xmEx. (5.50)

The equations of motion for the guiding center of the particle are,

i~
dX

dt
= [X,H] =

[

X,
1

2m

(

Π2
x + Π2

y

)

+ xmEx

]

= 0 , (5.51)

i~
dY

dt
= [Y,H] =

[

Y,
1

2m

(

Π2
x + Π2

y

)

+XmEx − Πy

mΩ
mEx

]

= mEx [Y,X] = imExl
2
B , (5.52)

dY

dt
=

Ex

Ω
. (5.53)

For a system with a uniform particle density ρ0 , the current along the y-direction is

given by the product of the number of particles and the relevant component of the

velocity of the guiding centers (Eq. 5.53),

Jy = mρ0Ex/Ω . (5.54)

Now consider the lattice potential as a perturbation

V lat(x, y) = V0

(

cos2 πx

d
+ cos2 πy

d

)

, (5.55)

where V0 is small in comparison to the other energy scales ~Ω,Ex in the problem. The

equations of motion for the guiding center (Eqs. 5.53 and 5.52) are now,

i~
dY

dt
= imExl

2
B +

[

Y, V lat
]

(5.56)

i~
dX

dt
=

[

X,V lat
]

(5.57)
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Consider the equation of motion for Y first. Equation 5.56 reduces to,

i~
dY

dt
= imExl

2
B +

[

Y, V0

(

cos2 π

d

(

X − 1

mΩ
Πy

)

+ cos2 π

d

(

Y +
1

mΩ
Πx

))]

. (5.58)

The following commutation relationships can be derived (See Appendix B) by using a

Taylor series expansion for the cosine function and [Y,Xn] = inl2BX
n−1:

[

Y, cos
(π

d
X
)]

= −il2B
π

d
sin
(π

d
X
)

, and, (5.59)

[

Y, sin
(π

d
X
)]

= il2B
π

d
cos
(π

d
X
)

. (5.60)

It is also straightforward to show

[

Y, sin
( π

mΩd
Πy

)]

=
[

Y, cos
( π

mΩd
Πy

)]

= 0 . (5.61)

Plugging these commutation relationships into Eq. 5.58 we find (the reader is referred

to Appendix B for details of the calculation):

[

Y, cos2 πx

d

]

= −il2B
π

d
sin

(

2πx

d

)

, (5.62)

[

Y, cos2 πy

d

]

= 0 . (5.63)

The modified equation of motion for Y is,

i~
dY

dt
= imExl

2
B − il2B

π

d
V0 sin

(

2πx

d

)

, (5.64)

dY

dt
=

Ex

Ω
− V0

mΩ

π

d
sin

(

2πx

d

)

. (5.65)

Similarly,

dX

dt
=

V0

mΩ

π

d
sin

(

2πy

d

)

. (5.66)

If the density ρ0 is assumed to be constant, which is reasonable if the lattice potential

is weak, we find for the current along the y-direction (Eq. 5.54),

Jy(x) = mρ0
dY

dt
= mρ0

[

Ex

Ω
− V0

mΩ

π

d
sin

(

2πx

d

)]

. (5.67)
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The Hall resistance RH is then given by

1

RH(x)
=
Jy(x)

Ex
= mρ0

[

1

Ω
− V0

mExΩ

π

d
sin

(

2πx

d

)]

. (5.68)

In the condensed matter literature on the FQHE, one encounters a filling factor defined

by the ratio of magnetic flux lines to the number of electrons per unit area. The

equivalent quantity in our calculations is

ν = 2πl2Bρ0 . (5.69)

Rewriting the expression in terms of ν,

RH(x) =
h

m2ν

[

1 − V0

mEx

π

d
sin

(

2πx

d

)]−1

=
R0

ν

[

1 − V0

mEx

π

d
sin

(

2πx

d

)]−1

, (5.70)

where R0 = h/m2. The quantity R0 maps onto the quanta of resistance in electronic

systems (h/e2). Expanding RH to first order in V0/mExd, we find

RH(x) ≈ R0

ν

[

1 +
V0

mEx

π

d
sin

(

2πx

d

)]

. (5.71)

As is well-known for the electronic QHE (in the absence of a lattice), the Hall

resistivity takes on simple fractional values of R0 at fractional filling factors [25]. This

calculation shows that the Hall resistance quantum is modulated spatially by a weak

lattice potential. The diagonal resistance RD is similarly modulated about a mean value

of zero,

RD(y) =
Ex

Jx(y)
= −R0

ν

[

V0

mEx

π

d
sin

(

2πy

d

)]−1

. (5.72)

A useful connection stemming from this calculation is the connection between the filling

factor ν (Eq. 5.69), as defined in the electronic QHE literature, and the flux per plaquette

α that we have been using in Chaps. 2,3 and 4:

ν = 2πl2Bρ0 =
2π~

mΩ
ρ0 =

2d2

α
ρ0 = 2

Nn

α
, (5.73)

where Nn is the filling factor defined by the average number of particles per lattice site.

The use of α to denote the flux per plaquette will be favored for the rest of this chapter.
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5.5 Quantum Hall effect in rotating lattices: AC response

In this section, we study a BEC in a rotating 2D optical lattice using a Bose-

Hubbard Hamiltonian modified by the rotation. Expectation values of observables are

computed using wavefunctions calculated by diagonalization. We impose box boundary

conditions on the wavefunctions. There are two advantages to using box boundary

conditions over periodic boundary conditions. First, periodic boundary conditions are

suitable only for values of α in a narrow region around rational values [60], while box

boundary conditions can be used to study the system response for both rational and

irrational values of α. Second, non-periodic elements (such as a trapping potential or

a lattice tilt) can be introduced easily using box boundary conditions. In the case of

box boundary conditions, these advantages come with the twin costs of non-negligible

boundary effects and limited access, as the study of many-particle systems via the exact-

diagonalization method quickly becomes intractable when increasing either lattice size

or the number of particles. Since the particles we study carry no charge there is no

space charge field created when particles get piled up. Hence it is advantageous to use

an ac perturbation. The ac perturbation also mitigates the effects of the infinite box

boundary conditions.

5.5.1 Single-particle response

This section presents numerical results for the linear transport response of a

single particle in a rotating 40 × 40 lattice. The system is subjected to a perturbation

modulated at high-enough frequency ν = ER/~. The linear response is characterized in

terms of the change in end currents and the sample averaged resistivity.

The ideal way to study the current and voltage characteristics of the system would

be to connect it to reservoirs and compute currents between the system and reservoirs, as

done in studying open quantum systems. However, this approach becomes numerically
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Figure 5.3: Top-view schematic depicting end currents for an 8 × 8 lattice. The arrows
crossing the solid lines mark the longitudinal end currents 〈ĴE

x 〉 while the arrows crossing
the dashed lines indicate the transverse end currents 〈ĴE

y 〉. The lattice is tilted to the
right.

intractable for systems of size > 4− 6 sites [64]. For an isolated system, proxies for the

in and out current response of the system are the end currents — the current response

of the system very close to the boundaries of the system. Note that this is true only for

a linear response study. The operators for the end currents are obtained by summing

current operators across end links as shown in Fig. 5.3. End currents along each direction

are added on either side of the lattice in order to capture only additional currents due

to the perturbation. The underlying currents and circulation of the system due to the

rotation have been described in the previous chapter.

The expectation values for the end currents along the longitudinal and transverse

directions are plotted in Fig. 5.4 as a function of the flux per plaquette α defined

in Eq. 2.42. The longitudinal end current in Fig. 5.4(a) displays well-defined peaks at

fractional values of α. At these fractional values of α = p/q (where p, q are integers), the
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Figure 5.4: Expectation value of end currents, (a) 〈ĴE
x 〉 (along the x-direction) and

(b) 〈ĴE
y 〉 (along the y direction), as a function of α for a single particle in a 40 × 40

lattice subject to a linear ramp perturbation of amplitude Amodulated with a frequency
ν = ER/~. The mass of the particle is m and γ is a parameter described after Eq. 4.16.

energy spectrum in Fig. 2.10 breaks up into exactly q bands [36]. For low perturbation

frequencies (~ν ∼ J), the denominator in the Kubo response (Eq. 4.22) is very small

for nearly degenerate states within the same band and the linear response is, in general,

large. The system described in this section has implicit infinite potential walls due

to the box boundary conditions and the perturbation frequency is far off resonance

(~ν = ER ∼ 50J) in order to eliminate Bloch oscillations. Therefore, the denominator

in Eq. 4.22 does not become resonant for any value of α. The peaks appear due to

bigger off-diagonal current matrix elements at fractional values of α and are small due

to their non-resonant character. For high frequencies, the height of the peaks goes as

1/ν.
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Figure 5.5: (a) Diagonal and (b) transverse resistivity Eq. 5.75 as a function of angular
velocity for a single particle in a 40 × 40 lattice subject to a linear-ramp perturbation
of amplitude E modulated with a frequency ν = ER/~.

The plot of the transverse current in Fig. 5.4(b) displays peaks or dips at the same

values of α as Fig. 5.4(a). The transverse end current is antisymmetric about α = 0.5.

To understand this, consider a value of α = 1 − β. The corresponding angular velocity

is Ω = (π~/Md2)(1−β) according to Eq. 2.42. The phase picked up by a particle going

around a plaquette is 2πα = (2π− 2πβ) ≡ −2πβ as shown in Fig. 2.7. The latter phase

winding can equivalently be created by rotation in the opposite direction with angular

velocity Ω = −(π~/Md2)β for which the Coriolis force (∼ v × Ω) is in the opposite

direction.

As the size of the lattice under consideration gets bigger, the peak structure in

Fig. 5.4 becomes more well-defined in two ways. First, the peaks become narrower as

they get centered closer to exact fractional values of α, and second, more peaks appear
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Figure 5.6: The Mott insulator-superfluid phase boundary for the first three Mott lobes
as presented by Umucalilar et al. [80]. In their notation, the hopping term is denoted
by t (≡ J) and the winding parameter is φ (≡ α). The shape of the diagonal resistivity
plot (Fig. 5.5(a)) resembles the cross-section of the Mott Insulator lobe at µ/U = 0.5.
The system behaves as an insulator for the parameter regime within the shell and as a
superfluid outside.

at other fractional values of α. Both of these effects correspond to better resolution

of the fractal nature of the energy spectra with bigger lattice size. The height of the

peaks, however, decreases exponentially with lattice size. For example, consider the

current plotted in Fig. 5.4(a). The height of the central peak empirically scales as

∼ 1.7 exp(−0.6L) where L is the number of sites along a side of the lattice.

A spatial average of the current response across the system smooths out the peaks

in Fig. 5.4. The conductivity tensor σij describes the response of the sample averaged

current. With a perturbation along the x-direction, we can access the elements

σxµ =
〈∆Ĵµ〉
A

, (5.74)

of the conductivity tensor where ∆Ĵµ is the sample averaged current along the µ di-

rection, (i. e. the sum of all current operators for links along the µ direction). The
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resistivity tensor elements are derived from the conductivity tensor using,

ρxµ =
σxµ

σ2
xx + σ2

xy

. (5.75)

The sample-averaged longitudinal and transverse resistivities are shown as a function

of α in Fig. 5.5. The plot of the longitudinal resistivity has dips at all fractional

values of α, though the dips are now seen only around prominent fractions such as

α = 1/2, 1/3, 2/3, . . .. These fractions are the most common in the sense that for a

given range of integers, these fractions can be constructed in the most number of ways.

The plot of the transverse resistivity shows plateaus at values of α corresponding to

these dips. Both features are signatures of the FQHE seen in a 2D electron gas. This

appearance of a many-particle effect in a single-particle system is intriguing. A tentative

explanation is given by considering the effect of the optical lattice. In a 2D electron

gas, the combined effect of the magnetic field and the Coulombic interaction is to ar-

range the electrons into a lattice. For a filling factor of one, the electrons fill the lowest

Landau level, forming a hexagonal lattice in the nearest neighbor approximation. The

lattice spacing is 2
√

π/3lB , where lB ≡
√

~/eB⊥ is the magnetic length determined by

a magnetic field B⊥ [25]. In addition, the two-dimensional geometry in which electrons

cannot cross each other leads to a change in phase equal to 2πα each time one electron

circles another. These effects are reproduced when a lattice is introduced in such a way

that the particle picks up a phase of 2πα going around a plaquette as illustrated in

Fig. 2.7.

In Fig. 5.7, square periodic density structures are seen for the single-particle case

at certain values of α, where the expectation value of the ground-state site number

density for the unperturbed system has been defined as 〈n̂i〉 = 〈â†i âi〉. At values of

α = p/q ({p, q} ∈ integers) corresponding to dips in the longitudinal resistivity, 〈n̂i〉 has

a periodicity q = π~/md2Ω. This stems from the periodicity of the hopping term in

the Hamiltonian Eq. 2.37 (see also Refs. [73, 60, 80]). Bragg scattering is a promising
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probe for such structures [39]. Note that the periodicity goes as 1/Ω and not as 1/
√

Ω

as might be expected by direct comparison with the electron gas system.

As discussed in Ref. [60], for α ≪ 1 in an infinite system, the length scale of the

wavefunctions is much larger than the lattice spacing and in this continuum limit, the

ground state of the system is the one-half Laughlin state. In addition, the site number

density distributions for α and 1−α are identical (e. g., Figs. 5.7(b) and (f)). Therefore,

the number density distribution for α = 1 is the same as that for α = 0 and corresponds

to a system without rotation or lattice. The concentration of particles at the center

[Fig. 5.7(h)] is due to the 2D infinite box potential.

5.5.2 Many-particle response

The introduction of more hard-core bosons to the two-dimensional system de-

scribed earlier adds additional degrees of freedom to the problem. In the single-particle

system, circling a plaquette added a phase of 2πα. This is still true in the many-particle

system but there is an additional phase when two particles are exchanged [41], i. e.,

Ψ(x1,x2) = exp(i2πα′)Ψ(x2,x1), where α′ is a dimensionless winding rate similar to α.

This substantially complicates the problem. This section extends the earlier analysis to

many-particle systems using numerical results for small systems.

The energy spectrum for two hardcore bosons in a 8 × 8 lattice is plotted in

Fig. 5.8. The overall butterfly outline seen in Fig. 2.10 is preserved. From numerical

calculations, we see that for N particles, the total energy band width defined by the

maximum energy difference at α = 0, is ∆Emax = 8JN . The gray shading describes

the density of states which is marked by degeneracy at energy E = 0. It is difficult to

delineate a band structure (if present) due to finite lattice size. However, at the most

distinct regions (α ∼ 0.5), there appear to be three bands as opposed to two seen in

Fig. 2.10. Diagonalization of larger many-particle systems quickly becomes intractable

due to the exponential scaling of the Hilbert space dimension with particle number.
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Figure 5.7: Unperturbed ground state site number-density distributions for a single
particle in a 40 × 40 lattice for (a) α = 1/4, (b) α = 1/3, (c) α = 2/5, (d) α = 1/2, (e)
α = 3/5, (f) α = 2/3, (g) α = π/11, and (h) α = 1. For simple fractions such as α = 1/4
(a) or α = 1/3 (b), the site number-density distribution has peaks separated by 4 and 3
sites respectively. For a fractional value such as α = 2/5 (c), the number distribution has
periodically arranged rings with centers separated by 5 sites. The density distributions
for any value of α are the same as those for 1 − α (compare (b) and (f) or (c) and
(e)). For non rational values, e. g. α = π/11 (g), the periodicity is complicated, if not
destroyed. Figure 5.7(h) can be used as a reference for the color scheme: the number
density increases a maximum value towards the center of the lattice. The centered 2D
Gaussian-like envelope seen in all the subplots is due to 2D box boundary conditions.
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Figure 5.8: Energy spectrum for two particles in a 8×8 lattice. The gray shading marks
the density of states on a natural logarithmic scale. The trapping frequency ω is set
equal to the angular velocity Ω for LLL. See Fig. 2.10 for the single-particle spectra for
a much larger lattice.

A useful tool for understanding the structure of a many-body state is the long

range order, which, for a lattice system, can be quantified by the asymptotic behavior

of the correlation function

g
(2)
ij (xi − xj) =

〈â†j â
†
i âiâj〉

〈â†j âj〉〈â†i âi〉
. (5.76)

The hardcore nature (U → ∞) of the particles results in an anti-correlation envelope

in the ground state seen most clearly for α = 0 in Fig. 5.9(a). The periodicity in the

Hamiltonian for rational α discussed earlier is seen in the long range order of the ground

state plotted for α = 1/2 and α = 1/3 in Figs. 5.9(c) and 5.9(e). The Fourier transforms

of the long range order in Figs. 5.9(d) and 5.9(f) show peaks at q = 1/2d and q = 1/3d

corresponding to periodicities of two and three lattice sites respectively. Interestingly,

every second site is correlated for α = 1/2 while every third site is anti-correlated for
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Figure 5.9: Ground state correlations Eq. 5.76 in position (x) and quasi-momentum
space (q) for two particles in a 16 × 16 lattice show long range order at |x| = xmax

and q = 0. The ground states are calculated for α = 0 [(a) and (b)], α = 1/2 [(c) and
(d)], and α = 1/3 [(e) and (f)]. One of the two points xi is fixed close to the center of
rotation while the other point xj is moved to the boundary parallel to one of the edges
of the lattice. The asymmetry in (a),(c) and (e) is due to xi being closer to one of the
infinite walls. Note that the size of the lattice under consideration is greater than 8× 8
sites. This is possible here because only the ground state is needed while all eigenstates
are required for the other calculations in this section.
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Figure 5.10: End current response per particle for one (dashed, n = 1) and two (solid,
n = 2) particles in an 8× 8 lattice along the (a) longitudinal direction, 〈ĴE

x 〉/n, and (b)
along the transverse direction, 〈ĴE

y 〉/n. The perturbation is modulated at a frequency
ν = ER/~.

α = 1/3.

The features of the end current response in Fig. 5.3 as a function of α for two

particles in a 8× 8 lattice are altered considerably due to finite-size effects in Fig. 5.10.

The longitudinal
(

〈JE
x 〉
)

and transverse
(

〈JE
y 〉
)

end currents display similar features

close to α = 1/2, 1/3, 2/3, 1/4, 3/4 . . . though the transverse end currents are antisym-

metric about α = 0.5. Both single-particle and two-particle end-current responses are

similar with a few additional peaks in the latter. In the single-particle analysis, the first

distinct peaks (α = 1/2, 1/3, 2/3) start emerging for lattice sizes > 10 × 10, a size just

beyond our linear-response numerical methods (that include all excited states) for two

particles.
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Figure 5.11: Transverse(a) and diagonal(b) resistivity scaled by the number of particles
n as a function of α for one (dashed) and two (solid) particles in a 8× 8 lattice. In the
low filling (particles per lattice site) limit, the effect of the interactions is to decrease
the conductivity per particle. The perturbation is modulated at a frequency ν = ER/~.

The resistivity in Eq. 5.75 scaled by the number of particles as a function of

α is plotted in Fig. 5.11. In the low-filling limit (particles/site < 0.1), the effect of

the interactions between particles is to enhance the scaled resistivity or, equivalently,

lower the sample-averaged conductivity per particle. This is consistent with earlier

findings [10], where increasing interactions reduced the current per particle. The two

particle resistivity also shows weak dips (inflections) in the longitudinal (transverse)

resistivity at fractional values of α. Note that this calculation is in the very dilute limit,

where the physics is largely dominated by single-particle effects.

One feature of the Hall effect is the breaking of number-density symmetry along

the y–axis despite the perturbation being along the x–axis. This leads to charge buildup
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Figure 5.12: Differential density response for four particles in a 4 × 4 lattice in the
strongly repulsive (solid) and non-interacting (dashed) limits. The two dashed lines
describe the same limit but are displayed at different magnifications. In the strongly
interacting limit, the redistribution due to the Coriolis force for this particular system
is three orders of magnitude greater than that in the non-interacting limit.

and eventually creates a stopping Hall potential. The number-density asymmetry can

be quantified by the difference in the number of particles on each half, where the lattice

is divided in two along the direction of the perturbation. This quantity, ∆ρ = 〈∆ρ̂y>0〉−

〈∆ρ̂y<0〉, is plotted as a function of α for four particles in a 4 × 4 lattice in Fig. 5.12.

The effect of interaction on ∆ρ is examined by comparing the weak (U = 0) and strong

(U = ∞) interaction limits. In the strongly interacting regime, the redistribution (as

quantified by ∆ρ) due to the Coriolis force is three orders of magnitude greater than

that in the non-interacting limit. The change in the direction of particle accumulation

at α = 0.5 marks the change in the direction of the Coriolis force. Since the particles

are charge neutral in this system, the retarding potential along the transverse direction

is created by strong repulsive interaction between particles.
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5.5.3 Conclusion

The quantum Hall effect can be interpreted as a topological effect independent of

the underlying external potential. The presence of an external weak periodic potential

spatially modulates the Hall resistance. Hardcore bosons in a deep rotating optical lat-

tice are probed for the Hall effect using linear-response theory. The single-particle case

exhibits fractional quantum Hall features. Density redistribution in small, strongly-

correlated many-particle systems shows the equivalent of the classical effect and the

mapping between the Coriolis and Lorentz forces. However, larger many-particle sys-

tems need to be considered to find the FQHE as described by dips (plateaus) in the

diagonal (transverse) elements of the conductivity tensor as a function of α.



Chapter 6

Monte Carlo simulation for non-abelian systems

6.1 Introduction

The numerical results presented till now were obtained using either imaginary

time propagation or exact diagonalization techniques. The former was useful to under-

stand the implications of discretization as one adopted a Bose-Hubbard like model while

the latter helped bring out important physical insights for small systems. However, ex-

act diagonalization quickly suffers from the exponential catastrophe as the Hilbert space

increases exponentially with an increase in the number of particles or the size of the

system. The natural logarithm of the Hilbert space size is plotted as a function of the

number of particles for several lattices in Fig. 6.1. As can be seen, the number of states

quickly overwhelms our computational resources. In this context, it is useful to explore

Monte Carlo methods for studying systems which are of an experimentally relevant size.

Monte Carlo methods refer to a general approach where analytically intractable

integrals are evaluated by averaging over the value of the integrand at a set of randomly

sampled points within the region of integration. In many physical problems, the inte-

grand usually consists of a weighting function (typically the probability density) and

the quantity of interest. For such problems, the region of integration can be profitably

sampled in proportion to the weighting function using procedures such as Metropolis

acceptance or heat-bath acceptance [81]. A major benefit of using Monte Carlo methods

over other procedures (such as exact diagonalization) is scalability. In contrast to the
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constraints, the computational software that we use (Matlab) can diagonalize only ma-
trices smaller than a certain size. That limit is marked by the dashed line above. The
number of states for the 16-site curve drops after 8 particles because of the particle-hole
symmetry.

exponential increase in computational time seen for the exact diagonalization method,

the amount of time required for Monte Carlo approaches scales linearly (in one dimen-

sion), or at worst polynomially, with the number of particles and the size of the lattice

under consideration.

The field of Monte Carlo simulations was initiated by Lord Rayleigh in 1899 when

he showed that a random walk in one dimension could be used to obtain an approximate

solution to a parabolic differential equation [67]. Soon after, A. A. Markov published

his landmark paper on Markov chains in 1906 [49, 50]. In a chain of Markov events,

each future event depends only on the current event and is completely independent of

past events. The famous Russian mathematician Andrey Kolmogorov first made the

connection between Markov processes and certain differential equations on a long boat
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trip down the Volga and published his results in 1931 [44] kicking off the study of diffu-

sion theory that would eventually show up separately again in Green’s function Monte

Carlo simulations half a century later. The field of Monte Carlo simulations benefited

substantially from the Manhattan project during the war years with major contributions

from Fermi, Ulam, Neuman and Metropolis. In 1949, Metropolis and Ulam published

a statistical approach to evaluating integro-differential equations [53] and coined the

phrase ‘Monte Carlo methods’. In 1953, Metropolis et al. [54] brought together the idea

of using Markov chains to generate a suitably weighted distribution using a ‘Metropolis

acceptance’ criterion where each element in the chain differed only slightly from the pre-

vious and was accepted or rejected in keeping with the desired probability distribution.

By the late seventies, computers had well and truly arrived in physicial simulations and

it became possible to do classical and quantum Monte Carlo (QMC) simulations. An

important breakthrough for lattice problems arrived with the Suzuki-Trotter decompo-

sition [75], which allows for a particular path integral, or a particular World Line, to

be written as a product of easily computed matrix elements. Using this decomposition,

Hirsch proposed the World Line Monte Carlo (WLMC) algorithm in 1982 [35].

The WLMC approach evaluates the partition function of a system by consider-

ing it as a path integral over imaginary time (or inverse temperature) with periodic

boundary conditions along the Trotter (imaginary time) axis. The Trotter axis is then

divided into small discrete time steps and the matrix elements for the evolution of the

system from one time step to the next are easily available. Each configuration of world

lines constitutes an element in the Markov chain. The configuration space is explored

by deforming a world line and accepting (or rejecting) the deformation using Metropolis

acceptance. The advantages of the WLMC algorithm are: The formalism is a direct

representation of the physical system; The procedure is fairly quick for small systems,

and; Modifications to the system can easily be incorporated. The disadvantages are

two-fold: The amount of time required to reach the desired precision increases dramati-
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cally as the temperature of the system approaches zero, and; The world line deformation

procedure, known as the ‘local update’ method, fails to sample all of the configuration

space. Many improvements to the local update procedure have since been proposed

such as the loop/cluster algorithm [24], the worm algorithm [66] and the directed-loop

algorithm [76]. All of the new methods are focussed on replacing the local update

procedure with a faster and more effective procedure and these new algorithms have

produced remarkable results for otherwise intractable systems, for example, strongly

interacting bosons. However, due to the non-local nature of the updates, the newer up-

dating procedures do not lend themselves to grappling with non-abelian systems such

as particles in a two-dimensional system with a vector potential. When applied to such

systems, the more recent algorithms succumb to a cousin of the infamous ‘sign problem’

associated with the QMC simulations for fermionic systems. For rotating systems, this

effect manifests itself in one of two ways: Either the system always converges (‘slips

down’) to the bosonic solution or the statistical noise increases dramatically as the

winding number α associated with the vector potential increases. For this reason, we

shall revert back to the original WLMC algorithm proposed by Hirsch and try to adapt

it for hardcore bosons in a two dimensional rotating lattice. Other attempts to study

non-abelian systems using QMC methods include efforts by Barnes et al. [8, 87] and

Nielaba et al. [51, 52]. A discussion of these approaches will be presented towards the

end of this chapter when the context for the descriptions is more readily available.

The first section will provide a brief sketch of the general Markov Chain Monte

Carlo (MCMC) approach using Metropolis acceptance. Section 6.3 will be used to

provide an outline of the WLMC algorithm as proposed by Hirsch. We will use this

section as a starting point for our approach and, in particular, use comparisons with

exact results for hardcore bosons in a non-rotating lattice to weed out systematic errors

in the abelian limit. The non-abelian aspect of the simulation is introduced in Sec. 6.4.

The source of the sign problem is identified and two potential approaches to mitigate
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the problem are presented. The last section of this chapter describes other alternatives

and further discussion on fundamental difficulties associated with modeling non-abelian

systems using QMC methods.

6.2 Markov Chain Monte Carlo methods

Monte Carlo methods refer to a set of sampling and averaging techniques useful for

evaluating difficult/complicated integrals especially when the integrals are not tractable

analytically and beyond direct numerical reach. In physical problems, these integrals

could be path integrals, norms, expectation values or traces. This section will provide

a brief general introduction to these methods.

Consider an integral of the form I =
∫

A dx f(x) where A denotes the region of

interest. To illustrate how the Monte Carlo methods work, we consider the example of

a one dimensional space where f(x) = sin(x) with x ∈ [0, π/2], i. e.

I =

∫ π/2

0
dx sinx = 1 . (6.1)

For the purposes of Monte Carlo integration, we consider the integral as,

I ≡ length of interval × average value of f(x)

=
π

2
× 1

N

N
∑

i=1

f(xi) . (6.2)

An estimate for the average value of f(x) can be obtained by randomly selecting N

samples xi within the interval x ∈ [0, π/2] and averaging f(x) for the sample set. As

expected, the estimate for I obtained this way improves considerably as the sample

size increases. As predicted by the Central Limit theorem, the error scales as 1/
√
N

(Fig. 6.2). This approach works well for simple integrals. In many cases, the integrand

might be peaked in a small region. When this is true, it is beneficial to sample the space

A with a frequency proportional to a probability distribution (or weighting function)

p(x). The distribution function provides for greater sampling around the peaks of f(x)
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Figure 6.2: The error ∆I (blue) in evaluating integral I (Eq. 6.1) using Monte Carlo
simulations as a function of sample size N . The calculation converges to zero as the
sample size become large. The error goes as 1/

√
N (green) as described by the central

limit theorem.

thus improving Monte Carlo efficiency. This technique is called importance sampling. In

the context of quantum mechanical expectation values, p(x) becomes the wavefunction

probability density. To illustrate how importance sampling is used, suppose that x is

distributed according to the function p(x) where
∫

A dx p(x) = 1. The expectation value

of a function f(x) is,

〈f〉 =

∫

A p(x)f(x) dx
∫

A p(x) dx
(6.3)

≈ 1

N

∑

{xi}

f(xi) (6.4)

where the sample set {xi} is distributed according to the distribution p(x). Such a

sample set can be generated by deploying the algorithm:

• Step 1 : Pick a random number xi ∈ A

• Step 2 : Generate another random number yi ∈ [0, 1]
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• Step 3 : If yi < p(xi), include xi in {xi} and increment N , else discard

• Step 4 : Return to Step 1.

This method of importance sampling works quite well for small systems where p(x) is

easy to compute. However for many systems, p(x) is very expensive to compute and

sometimes not available at all. This is where Markov chains become important. As

described in the introduction to this chapter, a Markov chain is a series of events (or

states) where all future events depend only on the current event and are completely

independent of past events. Metropolis et al. [53] put forward the idea of using a chain

where each state xi in the chain differs only slightly from the previous one (xi−1). In

many cases, the ratio R = p(xi+1)/p(xi) is available and easy to compute. A uniformly

distributed random number r ∈ [0, 1] is generated. If r < R, then the state xi+1 is

accepted else the old state is retained (xi+1 = xi). This method of selecting states

in a Markov chain is called Metropolis acceptance [54]. Sometimes, depending on how

sensitive the system is, a slightly different acceptance condition is used viz. r < R/(1 +

R). For the Metropolis acceptance procedure to work well, two conditions must be

satisfied—ergodicity and detailed balance.

Ergodicity, in this context, means that it should be possible to sample the com-

plete phase space of the system. To quote Ceperley [17] — There is a non-zero proba-

bility of making a move from any state to any other state in a finite number of moves.

Detailed balance ensures that after many iterations,i. e., once a steady state has been

reached, the probability P (xi → xi+1) of going from state xi to xi+1 and vice-versa

satisfies the relationship,

P (xi → xi+1) p(xi) = P (xi+1 → xi) p(xsi+1). (6.5)

For further discussion on the technical aspects, the reader is referred to several excellent

reviews on the topic available such as Ref. [9, 17, 81] and references therein.
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6.3 World Line Monte Carlo

The World Line Monte Carlo (WLMC) method is a way of studyingD-dimensional

quantum systems by doing classical simulations in D + 1-dimensions. This section is

divided into three parts: The first part lays down the formalism esoteric to the WLMC

method; The second part outlines the WLMC algorithm; the third compares WLMC

results to those obtained from exact diagonalization for non-rotating systems in order

to understand the effects of the Trotter error [75] and see how the algorithm scales with

lattice size and particle number.

6.3.1 Formalism

A world line tracks the evolution of a particle inD-dimensional real or momentum

space as a function of time. Accordingly, the World Line Monte Carlo (WLMC) method

is a Markov chain method in D + 1 dimensions where the different world lines are

randomly sampled using Metropolis acceptance. One can think of WLMC as Path

Integral Monte Carlo (PIMC) applied to a lattice model [17]. Hence, there are many

close connections to PIMC but one major difference between the two approaches is that

the PIMC formalism starts with the action while the WLMC approach starts with the

expression for the partition function given by,

Z = Tr
(

e−βĤ
)

, (6.6)

where β is the inverse temperature (we use units with kB ≡ 1), and Ĥ the Hamiltonian

for the system under consideration. If the Hamiltonian can be written as a sum of M

non-commuting parts, Ĥi, the Suzuki-Trotter decomposition [75] can be deployed to
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rewrite the trace as,

Z = Tr

(

exp

[

−β
M
∑

i

Ĥi

])

≡ Tr

([

exp

(

− β

m
Ĥ1

)

exp

(

− β

m
Ĥ2

)

. . . exp

(

− β

m
ĤM

)]m)

+ O
(

β2

m2

)

= Zm + O
(

β2

m2

)

. (6.7)

Here, the subscriptm indicates that Zm is themth-approximant of Z. One can also think

of the inverse temperature β as the imaginary time. Then dividing β by m corresponds

to dividing the imaginary time axis into slices of width ∆τ = β/m. The last term in

Eq. 6.7 above is called the Trotter error and is the error due to the non-commutativity

of Ĥi. For the two-dimensional Bose-Hubbard Hamiltonian we are interested in, one

can rewrite the Hamiltonian as the sum of four non-commuting parts,

Ĥ ≡ Ĥx,odd + Ĥx,even + Ĥy,odd + Ĥy,even (6.8)

where the terms on the right hand side represent the energy associated with the links

marked in Fig. 6.3. For the purposes of this chapter the system we study is described

by the Hamiltonian,

Ĥ = −J
∑

〈i,j〉

(

âiâ
†
je

iφij + â†i âje
−iφij

)

, (6.9)

discussed in Eq. 2.37. Note that the onsite energy terms have been dropped. They can

easily be included after rewriting them to reflect their contribution to links as opposed

to sites. The trace of the approximate partition function Zm is evaluated by inserting

complete sets of Fock states |vi〉,

Zm =
∑

{v1}

〈

v1

∣

∣

∣
e−∆τĤx,odde−∆τĤx,evene−∆τĤy,odde−∆τĤy,even . . .m times

∣

∣

∣
v1

〉

=
∑

{v1,v2...v4m}

〈

v1

∣

∣

∣
e−∆τĤx,odd

∣

∣

∣
v2

〉〈

v2

∣

∣

∣
e−∆τĤx,even

∣

∣

∣
v3

〉

. . .
〈

v4m

∣

∣

∣
e−∆τĤy,even

∣

∣

∣
v1

〉

.

(6.10)
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Figure 6.3: Schematic for disaggregating a 2D lattice model into four non-commuting
sets of links: x,odd - horizontal solid; x,even - horizontal dashed; y,odd - vertical solid,
and ; y, even - vertical dashed. An alternative decomposition is obtained by considering
the lattice to consist of two intersecting sets of plaquettes as bounded by the solid and
dashed lines [68].

Consider a particular matrix element [81]:

〈

v1

∣

∣

∣e−∆τĤx,odd

∣

∣

∣ v2

〉

=

〈

v1

∣

∣

∣

∣

∣

∣

exp



∆τJ
∑

〈i,i+1〉x

âiâ
†
i+1e

iφi,i+1 + â†i âi+1e
−iφi,i+1





∣

∣

∣

∣

∣

∣

v2

〉

=
∏

i odd

〈RiRi+1|
∏

〈i,i+1〉

exp
[

∆τJ
(

â†i+1âie
iφi,i+1 + â†i âi+1e

−iφi,i+1

)]

∏

i odd

∣

∣

∣
R′

iR
′

i+1

〉

=
∏

〈i,i+1〉

〈

RiRi+1

∣

∣

∣
exp

[

∆τJ
(

â†i+1âie
iφi,i+1 + â†i âi+1e

−iφi,i+1

)]∣

∣

∣
R′

iR
′
i+1

〉

. (6.11)

Here i is a site index and Ri ∈ [0, 1] indicates whether the site is occupied or not by

a hardcore boson. All matrix elements can be tabulated since Ri can take on only the

values 0 or 1 (see Appendix C for details of the calculation):

〈

10
∣

∣

∣e−∆τĤij

∣

∣

∣ 10
〉

=
〈

01
∣

∣

∣e−∆τĤij

∣

∣

∣ 01
〉

= cosh (J∆τ)

〈

01
∣

∣

∣e−∆τĤij

∣

∣

∣ 10
〉

=
〈

10
∣

∣

∣e−∆τĤij

∣

∣

∣ 01
〉†

= eiφij sinh (J∆τ)

〈

00
∣

∣

∣e−∆τĤij

∣

∣

∣ 00
〉

=
〈

11
∣

∣

∣e−∆τĤij

∣

∣

∣ 11
〉

= 1 . (6.12)
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Note that these matrix elements are very similar to those discussed by Hirsch et al.

[35] except for the phase term introduced when the particle hops from one site to a

neighboring site. This phase accumulates when the particle continues hopping and

represents the flux1 . We present a more detailed discussion on the implications of the

additional phase factor in the next section. The trace of the partition function (Eq.6.10)

Figure 6.4: (Left) Unit cell of the three-dimensional checkercube. Each time slice is
divided into four sub-slices with each sub-slice corresponding to the action of one part
of the Hamiltonian in Eq. 6.8. World lines live along the edges of the shaded tiles and
can only diagonally across shaded tiles; (Right) An illustration of a local update. The
solid line is the original world line and the dashed line describes the proposed move.
The full dots are occupied time-space coordinates. A segment of the world line is shifted
by one lattice spacing after determining that the target sites are vacant and the move
only includes diagonal traversals of shaded tiles. Both schematics were obtained from
Ref. [56]

can be considered as a sum of worldlines that have periodic boundary conditions along

the Trotter time axis. Each worldline can be represented on a checkercube with each

layer corresponding to an imaginary time slice (Fig. 6.4). The shaded tiles correspond

1 In analogy with magnetic flux, the flux here is the product of the area enclosed by the path and
the scaled angular velocity α.
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to the action of the individual Hamiltonian components described in Eq. 6.8. If the

world line goes along the side of a shaded tile, it picks up a factor of cosh (J∆τ) and if

it crosses a shaded tile it picks up a factor of exp (±iφij) sinh (J∆τ). Accordingly the

trace of the partition function is,

Zm =
∑

{W}

ei
P

W φij sinhNd(W ) (J∆τ) coshNs(W ) (J∆τ) , (6.13)

where the sum is over all possible world lines and
∑

W φij adds the phases from all

diagonal jumps along a given world line. The exponents Nd(W ) and Ns(W ) correspond

to the number of diagonal and straight edges of a particular world line W . The sum

of phase factors is resolved in the following way: Consider a single particle world line

represented by {(xi, yi)} where xi and yi indicate the position of the particle at the ith

time slice. When a particle hops from one site (at time i) to another (at time i + 1),

the phase picked up by the particle is given by,

φij = 2πα · 1

2
(xiyi+1 − xi+1yi) (6.14)

The total phase picked up by the world line is

∑

W

φij =

m−1
∑

i=1

φij = 2πα

m−1
∑

i=1

1

2
(xiyi+1 − xi+1yi) = 2παΦ(W ) . (6.15)

Geometrically, the sum represents the area enclosed by a polygon whose coordinates are

given by (xi, yi). Hence, Φ(W ) is the total area enclosed by the worldline or the flux

associated with the world line. For the next two sub-sections, we shall keep α = 0 for

robust implementation of the standard procedure.

6.3.1.1 Algorithm

The WLMC algorithm for the two-dimensional Bose-Hubbard Hamiltonian (Eq. 6.8)

is as follows:

Step 1 - Initialize state: Generate a random starting 2D configuration: Let

the sites be labelled by i = 1..Ns; Choose a site at random and put a particle there;
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Figure 6.5: Front and side views of the checkercube containing the initial world lines
for two particles in a 4 × 4 lattice. World lines are created by replicating the initial
configuration along the Trotter time axis.

Repeat with remaining unoccupied sites until all particles have been placed.

Step 2 - Create world lines: The initial world lines are created by imposing

periodic boundary conditions along the Trotter time axis and connecting the ends with

straight lines as shown in Fig. 6.5.

Step 3 - Make a local update: As described earlier, due to the nature of the

decomposition, each worldline can only travel along the sides or diagonally across dark

shaded tiles. These world lines are updated as described in Fig. 6.4, i. e., by moving the

worldline across the light colored regions. The updates are accepted or rejected using

Metropolis acceptance. To illustrate the update procedure, consider a move along the

x-axis. A quantity s can be defined as follows,

s = n(i, j, t) + n(i, j′, t+ 1) + n(i, j′′, t+ 2) + n(i, j′′′, t+ 3)

− n(i+ 1, j, t) − n(i+ 1, j′, t+ 1) − n(i+ 1, j′′, t+ 2) − n(i+ 1, j′′′, t+ 3). (6.16)

where n(i, j, t) = 1 if the site indexed by (i, j) is occupied at time slice t and is zero

otherwise. The fixed y-coordinates for this move are labelled by j′, j′′, j′′′. A move is

possible if s = 4 indicating that the sites one step to the right are vacant. The ratio of

the contributions of the new and old configurations to the partition function is

R = tanh2u (J∆τ) cosh−2v(J∆τ) (6.17)



112

Figure 6.6: Front and side views of the checkercube showing the same world lines in
Fig. 6.5 after 100 update sweeps.

where u = 1 − n(i + 1, j, t − 1) − n(i + 1, j, t + 4) (see also Hirsch [35]) and v is the

incremental change in the number of shaded tiles with a world line on either side. Note

that u ∈ {0,±1} and that the other sinh and cosh factors cancel since the rest of the

world line remains unchanged. The update is accepted with probability,

P = min

(

1,
R

1 +R

)

(6.18)

The current implementation differs from that used by Hirsch in terms of using a second

data structure for keeping track of world lines and making updates along the worldlines

as opposed to sweeping the lattice. The advantages of doing this are mostly tactical:

It becomes possible to keep track of the flux associated with each world line, and; The

updates are more efficient because sweeps are confined to only worldlines in contrast to

the examining the entire checker cube.

Step 4: Thermalize the system The system is warmed up by running

multiple local update sweeps. Shown in Fig. 6.6 are the world lines for 2 particles

in a 4x4 lattice with 48 time slices after 100 update sweeps. The worldlines appear to

intersect because they are in different planes. The amount of real space sampled goes

up directly with the number of time steps. The total number of shaded squares with

world lines going diagonally across are counted towards Nd.
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Step 5: Start accumulating quantities of interest For example, the ex-

pectation value for the energy can be calculated using [81],

E = − 1

Zm

∂Zm

∂β

= −
∑

{W}

ξNd(W )

Zm
ζmNp × J

[(

4Np −
1

m
Nd(Wp)

)

ξ +
1

mξ
Nd(Wp)

]

(6.19)

where ξ = tanh (J∆τ) and ζ = cosh (J∆τ). Since the Markov chain is generated

with the probability, P ≡ ξNd(W )/Z (the cosh term gets cancelled in the Metropolis

acceptance test). The average value for the energy is given by,

E = −4J

M

∑

{W}

[

Npξ +
Nd(W )

m

(

1

ξ
− ξ

)]

(6.20)

where M is the total number of measurements. Other accessible expectation values

include the site number density and density-density correlation function [81]. It is

important to note that the distribution generated by the Metropolis acceptance satisfies

the ergodicity condition only for α = 0. For α 6= 0, it is non-trivial to generate the right

world line distribution using Metropolis acceptance.

6.3.2 Comparison with exact diagonalization solutions for zero rotation

As a starting point, we implement the WLMC routine for hard core bosons in a

2D lattice with box boundary conditions using the usual Bose - Hubbard Hamiltonian,

Ĥ = −J
(

â†i âj + âiâ
†
j

)

. (6.21)

To test the routine, we compare ground state energies with zero-temperature results

obtained using exact diagonalization. The temperature for the following Monte Carlo

runs was held constant at T = β−1 = 4/ (∆τm) = 4/ (0.1 × 1024) = 0.039J .

Single particle simulations: In the first set of runs, we compare the single

particle ground state energy as obtained using the WLMC routine with the energy

obtained using exact diagonalization. Figure 6.7 shows the ground state energy as
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Figure 6.7: Comparison of WLMC results for the ground state energy compared with
those obtained using exact diagonalization for a single particle in a non-rotating lattice
of size NL = {16, 36, 64, 100}. The WLMC results converge to exact diagonalization
results with a decrease in the Trotter time step size and with increase in lattice size.
The thermalization for the simulations in this section comprises of 10000 sweeps and
measurements were made for an additional 10000 sweeps.

a function of Trotter time step size squared (∆τ2) for different lattice sizes (NL =

{16, 36, 64, 100}). The dashed lines mark the ground state energies obtained via exact

diagonalization. As expected for small ∆τ , the error EMC − Eexact ∼ O
(

∆τ2
)

. In

addition, the Trotter error decreases with increasing lattice size, i. e.,

∆E = EMC − Eexact ∝ −∆τ2

Na
L

. (6.22)

where a is an uncalculated constant. Simulation time only marginally scaled with lattice

size but was directly proportional to the number of time slices (and inversely propor-

tional to ∆τ).

Many-particle simulations: In the second set of runs, we fix the lattice

size at NL = 36 sites and perform simulations for n = 1, 2, 3 and 4 particles. Exact
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Figure 6.8: Comparison of WLMC results for the ground-state energy compared with
those obtained using exact diagonalization for n = 1, 2, 3, 4 particles in a non-rotating
6 × 6 lattice. As before, the WLMC results converge to the exact results with a de-
crease in the Trotter time-step size and deteriorate with increase in particle number.
The thermalization for the simulations in this section comprised of 1000 sweeps and
measurements were made for an additional 5000 sweeps.

diagonalization results (using our earlier methods) are not available for more particles

in a similar lattice because the requirements to store and work with the massive Hilbert

space were numerically infeasible. The runs indicate that the Trotter error increases

with the number of particles (Fig. 6.8),

EMC − Eexact ∝ −∆τ2nb , (6.23)

where b is another unknown constant. Also importantly, the simulation time scaled

linearly with the number of particles.

In conclusion, the WLMC routine works well for studying particles in stationary

lattices: The Trotter error can be reduced to an arbitrarily small number by choosing

a small Trotter step size. (however, for smaller Trotter step sizes, the acceptance ratio
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is also smaller and hence the simulation becomes more inefficient),

∆ETrotter = EMC − Eexact ∝ −∆τ2nb

Na
L

, (6.24)

and; The time taken to perform the procedure scales linearly with the number of par-

ticles without being very sensitive to the lattice size.

6.4 WLMC for non-abelian systems

When rotation is switched on (i. e. α 6= 0), the WLMC method discussed

above produces imaginary transition probabilities. The probability ratio R as defined

in Eq.6.17 becomes,

R =
ei2παΦ(W ′)ξNd(W ′)ζNs(W ′)−Nadj(W

′)

ei2παΦ(W )ξNd(W )ζNs(W )−Nadj(W )
= ei2πα∆Φξ2uζ−2v , (6.25)

where ∆Φ = Φ(W ′) − Φ(W ) (∆Φ ∈ {0,±1}) and u, v are defined after Eq. 6.17. The

phase factor makes it impossible to use the Metropolis acceptance procedure as defined

since R or some derived expression thereof is to be compared with a random number

generated between 0 and 1. In this section, we describe three attempts to get around this

problem, each with limited success. The closely related negative sign error is discussed

in the context of the WLMC procedure.

6.4.1 Ratio correction

The expression for the energy in the presence of rotation2 is,

E =
Tr
(

Ĥe−βĤ
)

Tr
(

e−βĤ
)

= −
∑

{W} e
i2παΦ(W )ξNd(W )ζmNp × J

[

(

4Np − 1
mNd(Wp)

)

ξ + 1
mξNd(Wp)

]

∑

{W} e
i2παΦ(W )ξNd(W )ζmNp

. (6.26)

The ratio-correction method [34] is to associate the phase factor with the local energy

and treat the expression for the energy as a ratio of two averages. On dividing the

2 The rotation introduces a small additional term which goes as 1/β and can be neglected.
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Figure 6.9: WLMC results (blue line with error bars) for the ground state energy of a
single particle in a 4× 4 lattice using the ratio correction method (Eq. 6.28). The green
line indicates the exact diagonalization results. The error bars indicate the statistical
noise in the calculation. Both the numerator and the denominator start oscillating
significantly as α > 0.02 increasing the noise in the estimate for the energy.

numerator and the denominator by the partition function for the non-rotating system,

the energy is,

E = −
∑

{W} ξ
Nd(W )ζmNp ei2παΦ(W )J

[

(

4Np − 1
mNd(Wp)

)

ξ + 1
mξNd(Wp)

]

∑

{W} ξ
Nd(W )ζmNp

×
∑

{W} ξ
Nd(W )ζmNp

∑

{W} e
i2παΦ(W )ξNd(W )ζmNp

. (6.27)

If the world lines are sampled using the Metropolis acceptance as described in Eq. 6.17,

then world lines are sampled with probability ξNd(W )ζmNp/
∑

{W} ξ
Nd(W )ζmNp and the

Monte Carlo average for the energy is given by,

E ≈ −
∑

ei2παΦ(W )J
[

(

4Np − 1
mNd(Wp)

)

ξ + 1
mξNd(Wp)

]

∑

ei2παΦ(W )
. (6.28)

Here, the sum is over measurements. Unfortunately, as can be seen in Fig. 6.9, this

works well only for very small α (< 0.02). As α exceeds this value, the phase makes
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both the numerator and denominator oscillate wildly giving rise to increasing shot noise

as seen in the rapidly growing error bars in Fig. 6.9.

6.4.2 Complimentary world lines

One line of reasoning would be to combine world lines of equal but opposite

windings thus identifying real contributions to the partition function in the following

way:

ℜ (Zm) =
Zm + Z∗

m

2
=
∑

{W}

cos (2παΦ(W )) ξNd(W )ζ(4mNp−Nadj(W )) , (6.29)

where Nadj is the number of shaded tiles with a world line running on either side. If we

could accept each update (W ′) is accepted with probability

P = min

(

1,
R

1 +R

)

(6.30)

where R =
cos (2παΦ(W ′)) ξNd(W ′)ζ−Nadj(W

′)

cos (2παΦ(W )) ξNd(W )ζ−Nadj(W )
. (6.31)

we should be able to use Eq. 6.20 for the energy. However, the simulations using this

rationale fail. Figure 6.10 compares the results from the WLMC simulations (solid lines)

with the exact results (dashed lines) across α ∈ {0, 1} (the ‘Hofstadter test’). As can

be seen, the WLMC simulations using this acceptance procedure do not work well at

all because the system keeps sliding down to the bosonic solution3 . The cos terms in R

very quickly prevent the system from building up any reasonable amount of twist. To

illustrate this: for α = 0 (i. e. the cos terms does not act), the system picks up winding

up to Φ ∼ ±15−20 for a regular run but α = 0.1 the maximum phase winding is Φ = 2.

The reason for this can be seen easily by plugging in ∆Φ = ±1 in the expression for R

— very soon R turns negative preventing acceptance of further twists.

3 Sliding to the bosonic solution is also a common problem in fermionic Monte Carlo simulations.
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Figure 6.10: Comparison of WLMC results (solid) for the ground state energy compared
with those obtained using exact diagonalization (dashed) for a singe particle in a rotating
lattice. While the results are in good agreement for α = 0 and α = 1, the WLMC results
are not correct for other values of α. The statistical error was very small for the WLMC
calculations.

6.4.3 Smart acceptance

In this subsection, we present another attempt to salvage the WLMC method

with rotation. For small α, the Hamiltonian can be written as,

Ĥ ≈ −J
∑

〈i,j〉

(

âiâ
†
j + â†i âj

)

+ iJ
∑

〈i,j〉

φij

(

âiâ
†
j − â†i âj

)

(6.32)

The time dependent Schrodinger’s equation is,

Ĥ |Ψ〉 =
~

i
∂t |Ψ〉 . (6.33)
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Figure 6.11: Comparison of WLMC results using smart acceptance (solid) for the ground
state energy of one particle in a 4× 4 lattice compared with those obtained using exact
diagonalization (dashed) for a singe particle in a rotating lattice. The results using the
smart acceptance procedure are slightly better than those using ratio correction. The
negative-sign problem increases the statistical noise dramatically as α > 0.1.

Integrating both sides we obtain,

|Ψ(t)〉 = exp

(

i

~
Ĥ1t

)

|Ψo〉 (6.34)

≈ exp



−Jt
~

∑

〈i,j〉

φij

(

âiâ
†
j − â†i âj

)



 exp



− iJt
~

∑

〈i,j〉

(

âiâ
†
j + â†i âj

)



 |Ψo〉 .

(6.35)

The last step assumes that the two terms in Eq. 6.32 commute. However, they

do not and therefore this approximation gets worse with increasing α. Connecting back

to the world-line analysis, for a particular world line (that is periodic in time), the first

term just adds up the area covered by the particle as it travels in time, i. e.,

−
∑

〈i,j〉

φij

(

âiâ
†
j − â†i âj

)

∼ −2παΦ(W ) (6.36)
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where Φ(W ) is the flux area associated with the world line. This seems to suggest

that Eq. 6.36 is an appropriate weighing factor (at least for small α) in the Metropolis

acceptance, i. e.

R = exp (−2πα∆Φ) ξ2uζ−2v . (6.37)

The effect of the additional exponential term is to weigh world lines with smaller flux

more for larger α. This modification to the Metropolis acceptance is compensated for

by introducing a suitable factor in the expression for the energy (Eq. 6.27) and using

ratio correction, the Monte Carlo average for the energy is

E = −
∑

e(1+i)2παΦ(W )J
[

(

4Np − 1
mNd(Wp)

)

ξ + 1
mξNd(Wp)

]

∑

e(1+i)2παΦ(W )
. (6.38)

The ground state energy, thus obtained for a single particle in a 4 × 4 lattice is

plotted in Fig. 6.11 along with the energy obtained for the same parameters using exact

diagonalization. The smart acceptance procedure works well for small α (< 0.08). For

larger α, the statistical noise grows rapidly resulting in poor estimates for the energy.

6.4.4 Negative sign problem

The poor performance of the WLMC methods for rotating Bose-Hubbard systems

described in the previous sections can be attributed to the negative-sign problem. The

negative-sign problem is usually discussed in the context of Monte Carlo simulations

for many-particle fermionic systems where the exchange of two particles introduces a

negative sign in the many-body wavefunction. The problem usually manifests itself in

one of two ways. The final solution could slide down to the bosonic solution or the

statistical noise associated with the solution is very high. Troyer et al. [77] showed

that a certain set of Monte Carlo methods (Directed loop, worm and stochastic series

expansion (SSE)) methods cannot be used for Hubbard Hamiltonians where the hopping

coefficient is not real. It is useful to expand on the negative sign problem in the context

of the WLMC method.
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For the 2D rotating lattice problem, a particle picks up a phase of 2πα on going

around a plaquette. For α = 0.5, the many-body wavefunction picks up a negative sign

when the particle goes around a plaquette once and Monte Carlo simulations for α = 0.5

behave in a fashion similar to that of MC simulations of fermionic systems. Hence, one

would expect the negative-sign problem to worsen with increasing α with the statistical

noise peaking at α = 0.5. The origin of the negative sign problem is interesting to trace.

For WLMC, the sign problem comes from the algorithm, in particular the Metropolis

acceptance procedure, being unable to correctly weigh the more important world lines

because of the oscillation introduced by the phase factor. Consider the expression for

the partition function obtained after the Suzuki-Trotter decomposition:

Zm =
∑

{W}

ei2παΦ(W )ξNd(W )ζNs(W )−Nadj(W ) (6.39)

where the sum is over all world lines. The right hand side can also be considered as a sum

over a distribution of the number of diagonal edges ND of each world line and the flux

Φ(W ) associated with each. The two quantities are strongly correlated in a non-trivial

way making the evaluation of the sum difficult. For the non-rotating case (α = 0), the

Metropolis acceptance does a fine job of picking out the more important distributions.

The factor ξ is less than one and so the greater the value of Nd(W ), the smaller the

contribution of that particular worldline to the partition function. Hence, the world

lines picked by the Metropolis acceptance have smaller diagonal edges compared to those

randomly chosen by setting R = 1. As demonstrated by Figs. 6.7 and 6.8, the subset

of worldlines chosen by the Metropolis acceptance test gets very close to reproducing

the exact solution. However, for α 6= 0 the phase factor up front is non-zero and starts

to oscillate. These oscillations cancel out even the more important contributions and

hence the Metropolis acceptance has difficulty isolating the more important world lines.

The smart algorithm described earlier also has difficulty isolating the relevant

ND − Φ phase space. The phase space sampled by the smart algorithm is only a little
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shifted from that sampled by the usual Metropolis but still close to the origin.

6.5 Conclusions

The WLMC method provides results in good agreement with exact solution for

abelian systems but seems suspectible to the negative-sign problem when applied to a

non-abelian system such as bosons in a 2D rotating lattice (or an effective magnetic

field). The negative sign problem stems from the inability of the importance sampling

procedure to isolate the most important worldlines. An importance-sampling method

better suited than the ones we have tested could potentially give better results for small

α but the outlook for circumventing the negative sign problem using this method seems

bleak.

Mention must be made of one alternative method which works better than the

WLMC algorithm (but is less efficient than the exact diagonalization methods used

earlier in the thesis). Zhang et al. [87] describe a method where world lines are described

in a fashion similar to that used in this chapter. However, the world lines are no longer

periodic along the Trotter time axis and one end (the tail) of the world line is free. A

histogram for the position of the tail as a function of Trotter time is obtained by using

imaginary-time propagation. The ground state is obtained after a sufficiently long time

interval after which the energy changes negligibly. This method too suffers from the

negative sign problem when α is no longer small.



Chapter 7

Summary and outlook

This thesis is a study of bosons in a two-dimensional rotating lattice. The rotation

and two-dimensional nature of the system make it non-abelian while the presence of a

lattice introduces a discrete rotational symmetry. In the tight-binding limit, this sys-

tem can be studied using a modified Bose-Hubbard Hamiltonian. The approximations

implicit in the derivation of the single-band Bose-Hubbard Hamiltonian are appropriate

for small angular velocities as rotation mixes in the effects of the higher bands. The

single-particle Hamiltonian is identical to that for a Bloch electron in the presence of a

magnetic field.

A superfluid in a deep lattice demonstrates vorticity in the presence of rotation.

The effect of the lattice is to modify the phase structure. The geometry of the lattice

allows for the definition of a discrete rotation operator that commutes with the Hamil-

tonian and hence, the system exhibits quantum phase transitions when the discrete

rotational symmetry of the ground state changes as a function of rotation. Topological,

perturbative and linear-response analyses indicate the presence of fractional quantum

Hall features. In particular, many-body fractional quantum Hall features are seen in the

single-particle system. Periodicities in the single-particle density and two-body correla-

tion functions of the ground state are seen at fractional values of the winding parameter

α. World Line Monte Carlo simulations for this system are challenging and fraught with

the negative-sign problem.
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The outlook for the future study of this system can be considered along three

directions. The first includes analytical approaches. One could guess at a Laughlin-like

many-body wavefunction for the system. Alternatively, instead of associating flux with

each plaquette, one could build up a composite-particle picture by attaching Chern-

Simons flux to each particle. The second direction is the development of a quantum

Monte Carlo algorithm to study experimentally relevant sized systems. The prospects

for developing an effective numerical method are poor because of the negative-sign error.

However, possibilities of identifying additional wavefunction constraints cannot be ruled

out. This would aid the formulation of an appropriate acceptance method. The third

direction encompasses experimental approaches. The first rotating-lattice experiments

in the weakly-interacting regime are being carried out at Boulder (JILA) by Tung et

al. [79]. The rotating optical lattice in the JILA setup could be tilted to open up the

possibility of studying the effects of the Coriolis force. The weakly-interacting system

used consists of a stacked set of identical two-dimensional layers. If the layers are stacked

along the z-axis and the lattice is tilted along the x–axis, the effect of the Coriolis force

would be to break the two-fold symmetry in the density distribution along the y-axis.

An AC field gradient could be created by introducing a jitter in any of the mirrors for

the lasers used to create the 2D lattice in the setup described in Ref. [79]. Alternatively,

a perturbing potential can be created via the AC Stark shift by adding an off-center

Gaussian optical field with the appropriate dynamics. An observable to characterize

this is obtained by imaging the density distribution along the z-axis and evaluating the

differential density response to the perturbation. For the case of uncharged particles,

the signature of the current response is more subtle. A recent paper [62] discusses the

detection of quasi-angular momentum states of the unperturbed system using time of

flight images. We have found theoretically that the current response to the perturbation

can be seen clearly in the residuals obtained by rotating the time-of-flight image by 90

degrees and subtracting from the original. This emphasizes the x− y asymmetry. The
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strongly-interacting limit can be achieved by tuning the two-body scattering length

using a Feshbach resonance. In this limit, the ground state can be examined via Bragg

scattering. Another experimental avenue to realize rotating optical lattices would be

with holographic projections using spatial light modulators [31]. Understanding more

about bosons in a two-dimensional rotating lattice can potentially lead to exciting new

physics such as the realization of composite particles in cold gases and the measurement

of the equivalent of the flux quantum for mass transport.
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Appendix A

Imaginary time propagation

Consider a wavefunction expanded in an eigen basis,

|ψ(t)〉 =
∑

i

|ψi(t)〉 =
∑

i

ci(t) |ψi(0)〉 (A.1)

defined by the eigenvalues of

H |ψi(0)〉 = Ei |ψi(0)〉 (A.2)

The Schrödinger Equation of motion is given by,

i~∂t |ψ(t)〉 = H |ψ(t)〉 = H
∑

i

ci(t) |ψi(0)〉 (A.3)

i~∂t

∑

i

|ψi(t)〉 =
∑

i

Eici(t) |ψi(0)〉 =
∑

i

Ei |ψi(t)〉 (A.4)

Solving separately for each component,

|ψi(t)〉 = e−i
Ei
~

t |ψi(0)〉 (A.5)

For imaginary time propagation, t→ −iτ

|ψi(t)〉 = e−
Ei
~

τ |ψi(0)〉 (A.6)

At each time step, the state with the smallest eigenvalue decays the slowest and on

renormalization, |ψ(t)〉 has larger ground state character. Doing a first-order Taylor
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expansion,

|ψi(t+ dt)〉 =

(

1 − Ei

~
dτ

)

|ψi(t)〉 (A.7)

|ψ(t+ dt)〉 =
∑

i

(

1 − Ei

~
dτ

)

|ψi(t)〉 = |ψ(t)〉 − dτ
∑

i

Ei

~
|ψi(t)〉 (A.8)

= |ψ(t)〉 − dτ

~
H |ψ(t)〉 (A.9)

The ground state is eventually obtained on successive iteration if parameters such as

the size of the time step and tolerance are balanced. The norm at this point is,

N = 〈ψ(t+ dt)|ψ(t+ dt)〉 = 〈ψ(t)|ψ(t)〉 − 2dτ

~
〈ψ(t)|H |ψ(t)〉

+

(

dτ

~

)2

〈ψ(t)|H2 |ψ(t)〉 (A.10)

Ignoring the second order term for small time steps, the norm and the ground-state

energy are

N = 1 − 2dτE0

~
(A.11)

E0 =
~(1 −N)

2dτ
. (A.12)



Appendix B

Hall effect in the presence of a perturbative lattice

Following the discussion from Ch. 5.4, the equation of motion for the y-coordinate

of the guiding center is,

i~
dY

dt
= [Y,H + Vlat]

=

[

Y,
1

2m

(

Π2
x + Π2

y

)

+

(

X − Πy

mΩ

)

mEx + V0

(

cos2
πx

d
+ cos2 πy

d

)

]

= imExl
2
B +

[

Y, V0

(

cos2 πx

d
+ cos2 πy

d

)]

(B.1)

[

Y, cos2 π

d

(

X − 1

mΩ
Πy

)]

=

[

Y,
(

cos
(π

d
X
)

cos
( π

mΩd
Πy

)

+ sin
(π

d
X
)

sin
( π

mΩd
Πy

))2
]

=
[

Y, cos
(π

d
X
)

cos
( π

mΩd
Πy

)

cos
(π

d
X
)

cos
( π

mΩd
Πy

)]

+
[

Y, cos
(π

d
X
)

cos
( π

mΩd
Πy

)

sin
(π

d
X
)

sin
( π

mΩd
Πy

)]

+
[

Y, sin
(π

d
X
)

sin
( π

mΩd
Πy

)

cos
(π

d
X
)

cos
( π

mΩd
Πy

)]

+
[

Y, sin
(π

d
X
)

sin
( π

mΩd
Πy

)

sin
(π

d
X
)

sin
( π

mΩd
Πy

)]

(B.2)

[Y,Xn] = Xn−1 [Y,X] +
[

Y,Xn−1
]

X

= Xn−1
(

il2B
)

+
(

Xn−2
(

il2B
)

+
[

Y,Xn−2
]

X
)

X

= Xn−1
(

il2B
)

+Xn−1
(

il2B
)

+ · · · + [Y,X]Xn−1

= inl2BX
n−1 (B.3)



136

[

Y, cos
(π

d
X
)]

=

[

Y, 1 − 1

2!

(π

d
X
)2

+
1

4!

(π

d
X
)4
. . .

1

2n!

(π

d
X
)2n

+ . . .

]

= − 1

2!

(π

d

)2
[

Y,X2
]

+
1

4!

(π

d

)4
[

Y,X4
]

+ . . .+
1

2n!

(π

d

)2n
[

Y,X2n
]

+ . . .

= − 1

2!

(π

d

)2
2il2BX +

1

4!

(π

d

)4
4il2BX

3 . . .+
1

2n!

(π

d

)2n
2nil2BX

2n−1 . . .

= −il2B
π

d

[

(π

d
X
)

− 1

3!

(π

d
X
)3

+ . . .+ (−1)n 1

(2n− 1)!

(π

d
X
)2n−1

+ . . .

]

= −il2B
π

d
sin
(π

d
X
)

(B.4)

[

Y, sin
(π

d
X
)]

=

[

Y,
(π

d
X
)

− 1

3!

(π

d
X
)3

+ . . .+ (−1)n
1

(2n− 1)!

(π

d
X
)2n−1

+ . . .

]

=
(π

d

)

[Y,X] − 1

3!

(π

d

)3
[

Y,X3
]

+ . . . + (−1)n
(π

d

)2n−1 1

(2n− 1)!

[

Y,X2n−1
]

+ . . .

= il2B
π

d
− 1
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(π

d

)3
· 3il2BX2 + . . .+ (−1)n

(π

d

)2n−1 1

(2n − 1)!
· (2n− 1) il2BX

2n−2 + . . .

= il2B
π

d
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1 − 1
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(π

d
X
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+ . . .+ (−1)n 1
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(π

d
X
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+ . . .

]

= il2B
π

d
cos
(π

d
X
)

(B.5)

[

Y, sin
( π

mΩd
Πy

)]

=
[

Y, cos
( π

mΩd
Πy

)]

≡ 0 (B.6)

[
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d
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d
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(B.7)
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(B.8)
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Putting it together,
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Similarly,

[

Y, cos2 πy
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]

=
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(B.14)

Similarly,

dX
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=
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mΩ

π

d
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(

2πx

d

)

. (B.15)
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If density is assumed to be constant, i.e, the lattice potential is perturbative,

Jy(x) = −mρ0
dY
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d
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(B.16)

The Hall resistance is then,
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=

Jy(x)

Ex
= −mρ0

[

1

Ω
− V0

mExΩ

π

d
sin

(

2πx

d

)]

ν = 2πl2Bρ0

1

RH(x)
= m

ν

2πl2B

[

1

Ω
− V0

mExΩ

π

d
sin

(

2πx

d

)]

=
m2ν

2π~

[

1 − V0

mEx

π

d
sin

(

2πx

d

)]

(B.17)

RH(x) =
h

m2ν

[

1 − V0

mEx

π

d
sin

(

2πx

d

)]−1

=
R0

ν

[

1 − V0
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(

2πx

d

)]−1
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Appendix C

Partition function matrix elements for the World Line Monte Carlo

method

This section of the appendix contains the intermediate steps used to obtain the

matrix elements in Eqs. 6.12. Consider the fragment of the Hamiltonian (Eq. 6.9)

describing the contribution of the link connecting sites i and j.

Ĥij = −J
(

âiâ
†
je

iφij + â†i âje
−iφij

)

. (C.1)

The relevant portion of the wavefunction is|Ψij〉 = |ninj〉where ni and nj are site density

operators which can take on values {0, 1} for hardcore bosons. The exponentiated form

of Ĥij as it appears in the partition function is,

e−∆τĤij = e
J∆τ

“

âiâ
†
jeiφij +â†

i âje−iφij

”

= 1 + (J∆τ)
(

âiâ
†
je

iφij + â†i âje
−iφij

)

+
(J∆τ)2

2

(

âiâ
†
j âiâ

†
je

i2φij + âiâ
†
j â

†
i âj + â†i âj âiâ

†
j + â†i âj â

†
i âje

−i2φij

)

+
(J∆τ)3

3!

(

âiâ
†
j âiâ

†
j âiâ

†
je

i3φij + âiâ
†
j âiâ

†
j â

†
i âje

iφij + âiâ
†
j â

†
i âj âiâ

†
je

iφij

+âiâ
†
j â

†
i âj â

†
i âje

−iφij + â†i âj âiâ
†
j âiâ

†
je

iφij + â†i âj âiâ
†
j â

†
i âje

−iφij

+â†i âj â
†
i âj âiâ

†
je

−iφij + â†i âj â
†
i âj â

†
i âje

−i3φij

)

+ . . . (C.2)

For hardcore bosons,

â†i â
†
i |Ψij〉 ≡ â†j â

†
j |Ψij〉 ≡ âiâi |Ψij〉 ≡ âj âj |Ψij〉 ≡ 0. (C.3)
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Using this, Eq.C.2 reduces to,

e−∆τĤij →hardcore 1 + (J∆τ)
(

âiâ
†
je

iφij + â†i âje
−iφij

)

+
(J∆τ)2

2

(

âiâ
†
j â

†
i âj + â†i âj âiâ

†
j

)

+
(J∆τ)3
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(

âiâ
†
j â

†
i âj âiâ

†
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†
j â

†
i âje

−iφij

)

+ . . .(C.4)

To get at the matrix elements, this operator above is allowed to act on the four different

states that |Ψij〉 can represent:

e−∆τĤij |10〉 = |10〉 + (J∆τ) eiφij |01〉 +
(J∆τ)2

2
|10〉 +

(J∆τ)3

3!
eiφij |01〉 + . . .

= cosh (J∆τ) |10〉 + eiφij sinh (J∆τ) |01〉 (C.5)

e−∆τĤij |01〉 = |01〉 + (J∆τ) e−iφij |10〉 +
(J∆τ)2

2
|01〉 +

(J∆τ)3

3!
e−iφij |10〉 + . . .

= cosh (J∆τ) |01〉 + e−iφij sinh (J∆τ) |10〉 (C.6)

e−∆τĤij |00〉 = |00〉 (C.7)

e−∆τĤij |11〉 = |11〉 . (C.8)

Alternatively, the matrix elements are given by,

〈

10
∣

∣

∣
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∣

∣

∣
10
〉

=
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∣
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∣
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∣

∣

∣ 01
〉†

= eiφij sinh (J∆τ)

〈
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∣

∣

∣e−∆τĤij

∣

∣

∣ 00
〉

=
〈

11
∣

∣

∣e−∆τĤij

∣

∣

∣ 11
〉

= 1 . (C.9)


