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Chirped pulse amplification (CPA) has been used for over twenty years to gener-

ate high power, sub-picosecond laser pulses. In a chirped pulse amplifier, an ultrashort

pulse is stretched, amplified, and compressed, usually using grating stretchers and com-

pressors. Despite the low efficiency (50–60%) of grating compressors, this CPA scheme

has remained virtually unchanged since the first demonstration [Strickland and Mourou,

Opt. Commun. 56, 219 (1985)]. In the first half of this thesis, a novel amplifier de-

sign, based on downchirped pulse amplification (DPA), is presented. The DPA design

utilizes a negative dispersion stretcher and a positive dispersion compressor, usually

a block of transparent material. This design avoids many of the limitations, such as

low efficiency and sensitivity to alignment, of traditional grating- and prism-based CPA

systems. In addition to presenting the first demonstration of a DPA based amplifier

system, the DPA scheme is combined with a simple, compact stretcher based on grisms

to construct an ultrafast amplifier scalable to >40 kHz, a previously underdeveloped

amplifier repetition frequency range.

CPA systems have also enabled the study of high-field physics, specifically high-

order harmonic generation. High-order harmonic generation is a process which generates

extreme-ultraviolet radiation through the interaction of an intense laser field with a

medium, usually a noble gas. Depletion of the neutral atoms, plasma defocusing, and

energy loss due to ionization limit the laser intensity and ultimately the highest possible

photon energy that can be generated. Using ions in a waveguide as the generating

medium can minimize these limitations, extending the maximum photon energy.
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In the second half of this thesis, a method for generating high harmonic radiation

from ions is demonstrated. A capillary discharge is used to preionize a low pressure

xenon gas before a high intensity, ultrashort pulse is injected. The discharge generates

ions and mitigates the plasma defocusing and ionization loss experienced by the ultra-

short laser pulse, allowing for the generation of photon energies much higher than those

previously observed in xenon. This method could be combined with the technique of

quasi-phasematching to efficiently generate short wavelength radiation.
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Chapter 1

Introduction

The technology of high power, ultrafast lasers has progressed rapidly in the past

20 years. An ultrafast laser system is one that can produce high energy pulses with pi-

cosecond and sub-picosecond duration, enabling investigation of previously inaccessible

phenomena. The short pulse widths produced by these laser systems are extremely use-

ful for studying protein dynamics [2] and chemical reactions [3] on extremely short time

scales, while the unique combination of a short pulse width and high pulse energy, pro-

vided by these laser systems, has advanced the fields of laser machining [4], laser particle

acceleration [5], and high-harmonic generation [6]. The rapid progress of the ultrafast

laser field can be attributed to a few key developments. First is the development of

the chirped pulse amplification (CPA) scheme [7]. The CPA scheme allowed ultrashort

pulses to be amplified to extremely high energies, while avoiding the nonlinear effects

and optical damage associated with the propagation of high power, ultrashort pulses,

by stretching the ultrashort pulse in time before amplification and then recompressing

it after amplification. The second key is the development of grating based stretchers

and compressors [8–12], which are attractive for several reasons. Pulse stretching can

be achieved by using any dispersive optical element, but grating based systems allow

for stretching and compressing without propagation through a transparent dielectric

material, which can introduce nonlinear effects. Also, employing grating stretchers and

compressors allows for large stretch/compression factors in a small amount of space.
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The last key that has contributed to the rapid progress of ultrafast laser technol-

ogy is the development of high quality, solid state crystals that have broad amplification

bandwidths (Ti:sapphire and Ytterbium-based crystals). The large bandwidth of these

crystals has allowed the generation of extremely short (few cycle) laser pulses [13]. In

addition, these crystals can store large amounts of energy, allowing for the development

of terawatt and petawatt laser systems [14,15].

Surprisingly, there has been very little development in stretcher/compressor de-

sign since CPA was first demonstrated, even though the efficiency of grating based

compressors reduces the overall amplifier efficiency by a factor of ∼2 due to loss from

the gratings in the pulse compression process. In the first part of this thesis, a novel

amplifier design, which stretches the pulse with negative dispersion instead of positive

dispersion, is demonstrated. Subsequently, a grism stretcher is used in this novel design

to build an amplifier in a previously underdeveloped range of amplifier repetition fre-

quencies. A grism is a compact optical element composed of gratings and prisms which

exhibits some of the advantages of both gratings and prisms.

The second part of this thesis will describe experiments designed to generate

high-order harmonic radiation from a preionized gas. High-order harmonic generation

(HHG) coherently upconverts laser light from the visible and infrared into the extreme-

ultraviolet (EUV) region of the spectrum. Over the past decade, HHG has been used

as an EUV light source for a wide range of applications, such as investigating surface

dynamics [16], holographic imaging [17], and probing static molecular structure [18,

19]. In HHG, the nonlinear interaction between a gas [20, 21] and an intense laser

field produces high order harmonics of the laser frequency. The laser field first ionizes

the atom, then accelerates the liberated electron away from the ion, finally generating

high-order harmonic photons when the laser field reverses and the oscillating electron

recollides with its parent ion. The highest photon energy that can be produced via this

interaction is predicted [22,23] by the cutoff rule to be h̄ωmax = Ip +3.17Up, where Ip is
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the ionization potential of the atom and Up ∝ ILλ
2 is the ponderomotive energy of the

electron in the laser field. Here IL is the peak laser intensity and λ is the wavelength

of the driving laser field. It is clear from this cutoff rule that the range of harmonic

photon energies generated is determined by the laser intensity.

However, in most experiments to date, the maximum observed photon energy

generated via HHG has been limited not by the available laser intensity (IL), but by

the intensity at which the target atoms are nearly completely (∼98%) ionized - or the

“saturation intensity” Is (< IL). To obtain the highest possible photon energy, this

saturation intensity can be increased either by using a shorter duration laser pulse, or

by using atoms with a higher ionization potential, both of which allow neutral atoms

to survive to a higher laser intensity. Using atoms with higher ionization potentials

is a good solution to this problem, but these atoms have smaller effective nonlinear

susceptibilities [24]. Therefore they can be used to generate higher photon energies, but

with lower photon flux. Generating harmonic radiation from ions has the potential to

circumvent both problems since ions can exhibit very large ionization potentials and

large effective susceptibilities.

There are many ways to generate ions for the purpose of high harmonic generation.

For the experiments described in this thesis, a fast capillary discharge was used to

generate the ions. A fast capillary discharge consists of a hollow capillary filled with a

low pressure gas and a pair of electrodes, one at each end of the capillary. A fast rising

current pulse is passed through the gas, simultaneously ionizing the gas and heating

the resulting plasma. Interaction of this hot plasma with the cold capillary walls causes

a radial temperature gradient in the plasma, with a maximum temperature on axis

and a minimum near the capillary walls. This temperature gradient leads to a density

gradient, with a minimum density on axis and a maximum near the capillary walls.

Since the index of refraction of a plasma is lower for regions of high electron density,

this concave density gradient comprises a plasma waveguide, allowing for the guiding of
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very high intensity pulses [25–28].

In addition to the plasma waveguide aspect of a capillary discharge, it is beneficial

to the high harmonic process to preionize the generating medium before the laser pulse

is injected. Intense laser pulses will ionize the medium during the high harmonic gen-

eration process, causing a reduction in laser intensity for two reasons. First, ionization

of the gaseous medium requires energy, which is provided by the laser pulse. Therefore,

the laser pulse will lose energy as it propagates through the ionizing medium. Second,

the ionization is an intensity dependent process, resulting in larger ionization on axis

and no ionization near the beam edge. This results in an electron density that is maxi-

mum on axis and minimum near the edge, which, for reasons outlined above, acts like

a negative lens. The negative lensing effect defocuses the laser beam, reducing the laser

intensity. Preionizing the gaseous medium can minimize both of these effects, leading

to higher laser intensities. This work shows the benefits of generating harmonics from

ions in a preformed plasma. In addition, a capillary discharge is shown to be an almost

ideal way to generate ions for the purposes of HHG.

Appendix A describes an attempt at amplifying HHG radiation in a capillary

discharge laser. Given the low conversion efficiency of the high harmonic generation

process, an external EUV amplifier would be extremely beneficial as it would signifi-

cantly increase the EUV pulse energy while preserving the short pulse nature of HHG.

Amplification of high harmonic radiation has been previously demonstrated [29–31] us-

ing laser created gain media, but there have been no published attempts using a capillary

discharge as the amplifier. Capillary discharges have been used as EUV lasers [32,33], so

they are a straightforward choice for an EUV amplifier. Unfortunately, this attempt did

not result in the amplification of HHG radiation, but the problem was reduced to align-

ment of the HHG with the gain medium. Seeing as this is not a fundamental limitation,

future experiments could prove successful with the necessary improvements.



Chapter 2

High-power, ultrafast laser amplifiers

2.1 Introduction

High-power ultrafast lasers produce high energy pulses with sub-picosecond pulse

widths. The short pulse nature of these lasers make them extremely useful for the study

of fast biological [2] and chemical [3] dynamics. In addition, the combination of short

pulse width and high pulse energy that these lasers produce make them ideal for high

field experiments [4–6]. Unfortunately, the large electric fields produced by these lasers

make amplification to high energy difficult. Therefore, most high-power ultrafast laser

amplifiers make use of the chirped-pulse amplification (CPA) technique [7] in which a

femtosecond pulse is positively chirped to increase its duration to 0.1-1 ns, amplified

and then recompressed back to femtosecond duration. The most successful architecture

uses a Ti:sapphire crystal, pumped by a green laser, as the gain medium. To date,

Ti:sapphire laser systems have been implemented in two basic configurations: very high

repetition rate systems (>100 kHz) with low pulse energy (<10 µJ), pumped by CW

lasers [34] and low to medium repetition rate systems (10 Hz - 10 kHz) with high pulse

energy (1 mJ - a few Joules) pumped by pulsed lasers [35,36]. Average powers available

from ultrafast laser systems have been increased from ∼1 W in the 1990’s, to ∼10 W

today through the use of cryogenic cooling of the Ti:sapphire crystal [36–38]. This has

allowed millijoule-level ultrafast laser systems to be implemented at repetition rates

greater than 10 kHz.
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A very large fraction of ultrafast laser applications require pulses with moderate

energy, in the tens of microjoules to a few millijoules range, and with typical peak

powers of gigawatts – for example, as an energy source for broadly-tunable optical

parametric amplifiers (OPA’s), or simply to generate a peak focused intensity of ∼

1014–1015 W/cm2 for material ablation or VUV/EUV harmonic generation. Although

these applications often require pulse energies in excess of that available from CW-

pumped amplifier systems, they benefit from higher repetition rates than those available

with amplifier systems pumped by pulsed lasers. In addition, the lower repetition rate

amplifier systems usually provide much more pulse energy than is needed. As a result,

a large fraction of the available laser energy is discarded.

2.1.1 Chirped pulse amplification

The chirped pulse amplification (CPA) method, shown schematically in Figure

2.1, is extremely useful for amplifying ultrashort laser pulses while avoiding the technical

problems associated with high peak laser power. A thorough discussion of high power

amplifiers already exists in the literature [35], so this section will provide a brief overview

of the chirped pulse amplification scheme. First applied to lasers by Mourou and his

co-workers [7, 39, 40], the first step in the CPA process is to stretch ultrashort light

pulses, originating from a mode-locked laser. These mode-locked, ultrashort pulses are

stretched in time either by passing them through a grating pulse stretcher [11], by

propagating the light through optical fiber [7], or through other means of introducing

positive (i.e. normal) dispersion on the pulse. By performing a Taylor expansion on the

phase in the frequency domain, the different orders of dispersion can be identified:

φ(ω) = φ0 +
dφ

dω

∣

∣

∣

∣

ω0

(ω − ω0) +
1

2

d2φ

dω2

∣

∣

∣

∣

∣

ω0

(ω − ω0)
2 +

1

3!

d3φ

dω3

∣

∣

∣

∣

∣

ω0

(ω − ω0)
3 + . . . (2.1)

where φ(ω) is the total phase and each of the derivatives are evaluated at the central fre-
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Figure 2.1: Schematic diagram of chirped pulse amplification.
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quency, ω0. The first derivative is defined as the group delay (τgd), the second derivative

is the second-order dispersion (SOD) (also know as group velocity dispersion (GVD)),

the third derivative is the third-order dispersion (TOD), and so on. In dielectric mate-

rials, dispersion results from a wavelength dependent index of refraction (n(λ)). This

index can be used to calculate the group delay, GVD, and higher order dispersion terms,

as outlined below:

φ(λ) =
2πn(λ)L

λ
(2.2)

τgd(λ) =
dφ

dω
=
dλ

dω

dφ(λ)

dλ

=
L

c

(

n(λ) − λ
dn

dλ

)

(2.3)

GVD(λ) =
λ3L

2πc2
d2n

dλ2
(2.4)

TOD(λ) =
−λ4L

4π2c3

(

3
d2n

dλ2
+ λ

d3n

dλ3

)

(2.5)

where L is the material length, λ is the vacuum wavelength and c is the speed of

light. Optical fiber stretchers use this material dispersion to stretch and compress

ultrashort pulses. On the other hand, grating stretchers (compressors) spatially disperse

the spectrum and have a longer physical path length for shorter (longer) wavelengths

(Fig. 2.2) [8–12]. It can be seen from Figure 2.2(a) that for a grating compressor the

optical path length ABC is given by:

P =
Lg

cos θ
(1 + cos(γ − θ)) (2.6)

where Lg is the perpendicular distance between gratings, θ is the diffracted angle, and

γ is the incident angle, as indicated in Figure 2.2(a). The diffracted angle can be

determined from the grating equation

sin γ + sin θ = λ/d (2.7)
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where d is the groove spacing. The group delay is the path length divided by the speed of

light (τgd = P/c) and, from this expression, the GVD and TOD for a grating compressor

can be determined (Eqs. 2.8 and 2.9).

GVD =
−λ3Lg

2πc2d2

[

1 −

(

λ

d
− sin γ

)2
]−3/2

(2.8)

TOD =
3λ4Lg

4π2c3d2











1 + λ
d sin γ − sin2 γ

(

1 −
(

λ
d − sin γ

)2
)5/2











(2.9)

From Equation 2.8, it can be seen that the GVD for a grating pair is always nega-

tive. These expressions are for a single pass through the optical system. To prevent

spatial chirp (i.e. different frequencies in the laser pulse have different spatial posi-

tions/divergence) in the output beam, the pulse is retro-reflected back through the

system, resulting in twice the dispersion, but zero spatial chirp.

In 1987, Martinez showed that, by placing a telescope between the gratings, the

dispersion is determined by the distance between the second grating and the image of

the first grating [11, 12]. By making this effective distance negative, the dispersion will

have the opposite sign of a grating pair. Either an anti-parallel grating pair separated

by an even number of lenses (Fig. 2.2(b)) or a parallel grating pair separated by an

odd number of lenses can achieve this negative effective distance. As can be seen from

Figure 2.2(b), the effective distance between the gratings is Lg = 2∆x, with a positive

distance occurring when the image of the first grating is in front of the second. By

combining this grating stretcher with a grating pair, a matched stretcher/compressor

pair is formed, with the GVD and TOD exactly canceling out.

The applied chirp can increase the duration of the light pulse by factors of 103 –

104, lowering the peak power of the pulse. This lower peak power makes it possible to

amplify the pulse to high energy without distorting the pulse due to nonlinear effects

(discussed below) or damaging the laser amplifiers by exceeding the damage threshold of
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11

the crystals and optics. Subsequently, a pulse compressor is used to provide a wavelength

dependent optical path length with negative chirp – opposite to that of the stretcher and

the amplifier medium. This regains an ultrashort duration pulse, but with dramatically

increased peak power. Progress in CPA lasers in recent years has been enabled in large

part by the development of very large area gratings, making it possible to generate peak

powers of up to a petawatt [14].

Despite its usefulness, CPA has significant limitations, particularly in the pulse

compression process. The technique of downchirped pulse amplification (DPA) was de-

veloped to bypass or overcome the limitations imposed by the CPA technique. The

results obtained with DPA establish it as a viable alternative to CPA, particularly for

Ti:sapphire amplifiers in the 10–100 kHz repetition frequency range. In addition, it may

be useful for very large amplifier systems to avoid the use of large area compressor grat-

ings or for very short pulses to avoid the bandwidth limitations of grating compressors.

2.1.2 Limitations of CPA compressors

Despite the recent advances in amplifier performance, chirped pulse amplification

has significant limitations, primarily associated with the pulse compression process.

Pulse compressors exhibit a high sensitivity to alignment, due to the fact that the

spectrum of the pulse is spatially dispersed. Small misalignments result in unwanted

high-order dispersion [41] and spatial-chirp [42]. High-order dispersion will prevent ef-

ficient recompression of a pulse, limiting the peak intensity. Spatial chirp will cause

a beam to focus to a spectrally dispersed line, which can cause dramatic, unwanted

effects in an experiment. As can be seen in Figure 2.2, the large number of optics in a

stretcher/compressor pair make accurate alignment difficult. Grating based compressor

systems have the added limitations of thermal loading and high energy and bandwidth

losses. Thermal loading is an effect where the intensity of the laser is high enough to

cause a local thermal expansion of the grating surface. Due to this expansion, the two
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grating surfaces are no longer parallel, introducing distortions on the laser pulse. This

local expansion will also cause a slight misalignment of the beam, adding to the pulse

distortions. As for grating losses, typical grating efficiencies are around 85–90%. Com-

pressors have two gratings and the pulse traverses this optical system twice to prevent

spatial chirp. This results in four reflections from the gratings, giving an overall grating

compressor efficiency of 50–65%, significantly limiting the amplifier output energy. The

output spectrum of CPA systems is strongly influenced by the wavelength-dependent

efficiency of diffraction gratings, which can cause minor reshaping of the spectrum and

significant bandwidth losses. Bandwidth losses can also occur due to the finite size of

the gratings. Depending on the amount of compression needed, the spectrum can be

dispersed to a spatial extent larger than that of the grating, resulting in clipping of the

edges of the spectrum. Prism compressors are an alternative to grating compressors and

are also commonly used in CPA. They do not suffer from thermal loading or large energy

losses, but they require much more table space for a given compression factor. Prism

compressors can suffer from non-linear phase distortions that are caused by propagating

an intense beam through a transparent material. In high energy applications, it may

be difficult or expensive to obtain prisms or gratings large enough to prevent non-linear

effects from distorting the beam. All of these limitations motivated the development of

a novel scheme for the amplification of microjoule to millijoule level energy, ultrafast

pulses.

2.1.3 Thermal lensing

Another limitation that affects all high power laser systems is thermal lensing.

When a high power pump laser is focused onto an amplifier crystal, such as Ti:sapphire,

the absorbed pump energy creates a temperature gradient, and thus an index gradient,

across the pump beam profile. The seed pulse experiences this index gradient as a

lens, affecting the pulse on each pass. This focusing can lead to lower efficiency due
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to a changing seed spot size or it can lead to more detrimental effects such as optical

damage to the amplifier mirrors or crystals. The focal length of this thermal lens is

given by [43]:

f =
2 k πr2

(dn/dT )E ν
=

2 k

(dn/dT )F ν
, (2.10)

where k is the thermal conductivity of the crystal, r is the pump radius, dn/dT is

the change in the index of refraction with temperature, E is the pulse energy, ν is

the repetition frequency, and F = E/(πr2) is the pump fluence. For Ti:sapphire at

300 K, k = 0.43 W/(cm K) [44] and dn/dT = 1.3 × 10−5 /K [45], while at 73 K,

k = 9.8 W/(cm K) [44] and dn/dT = 1.8 × 10−6/K [45]. Therefore, the focal length of

the thermal lens is increased from <1 cm for an uncooled crystal to approximately 6 m

for a cryogenically cooled crystal at 100 W pump power. Figure 2.3 shows the thermal

lens focal length, at 50 and 77 K, as a function of repetition rate, when the peak focused

fluence is kept constant at 3 J/cm2 for a gain of ∼5 per pass. A number of laser amplifier

systems have made use of cryogenic cooling for higher performance [36–38, 46]. As an

example, a 100 kHz system running at 50 K would have a thermal lens of ∼110 cm, while

the same system at 77 K would have a thermal lens of ∼36 cm, or at room temperature,

∼2 mm.

2.2 Downchirped pulse amplification

Downchirped pulse amplification (DPA) is similar to CPA, but avoids many of the

problems associated with CPA compressors, especially schemes which employ grating-

based compressors. In DPA, pulses from a mode-locked oscillator are passed through

an optical system that applies negative dispersion to stretch the pulse. Such negative

dispersion stretchers can easily be constructed without focusing optics, which are nec-

essary in positive dispersion grating-based stretchers, making accurate alignment more
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difficult. The downchirped pulses are then amplified and recompressed simply by pass-

ing the pulses through a block of transparent (dispersive) material. Pulse recompression

based on material dispersion has several significant advantages over standard grating-

based pulse compressors. First, the DPA scheme makes it much easier to implement a

“hands-free” amplifier design, since the compressor is insensitive to small misalignments

of the pulse compressor that can introduce high-order dispersion and spatial chirp. The

small beam size, low pulse energy, and absence of focusing optics in the stretcher makes

it easier to accurately align the stretcher and to avoid spatial chirp, while the alignment

free compressor makes the stretcher alignment more straightforward.

Second, the compressor has low (potentially near-zero) energy and spectral band-

width throughput losses, increasing the overall system efficiency. Most, if not all, of

the amplifier energy is usable for experiments. Third, for the case of high-average-

power systems, the DPA scheme avoids beam distortion due to thermal loading of the

compressor gratings. Fourth, this scheme can result in a simplified, compact amplifier

design. Finally, since DPA avoids any spatial-spectral dispersion of the beam in the high

power part of the system, it may be preferable for laser amplifier systems that generate

carrier-envelope stabilized pulses. It has been discussed that grating- or prism-based

dispersion can result in a coupling of beam pointing to the carrier-envelope offset, result-

ing in added noise in this parameter [47], although recent measurements have indicated

this is not a major issue [48,49]. In the DPA scheme, spatial-spectral dispersion is used

only in the low-power part of the system before amplification, therefore these optics can

be included “in-loop” at high repetition rates in any CEO feedback stabilization.

Furthermore, the DPA scheme also has advantages over amplifier designs that

use prism compressors to avoid grating throughput losses [50]. Prism compressors are

relatively bulky, and still have limited spectral aperture. Increasing beam aperture

in a large area prism compressor also increases required material path, which must

be compensated by further prism separation. Furthermore, nonlinear distortion in a
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prism-based compressor is accumulated during a time where the beam has angular and

spatial-spectral chirp, possibly resulting in complex beam distortions. In contrast, high-

intensity propagation of the pulse occurs exclusively during collimated propagation in

DPA, resulting in relatively little distortion.

At first glance, pulse compression by use of material dispersion seems counterin-

tuitive because the CPA scheme was designed, in part, to prevent the nonlinear pulse

distortion that results from propagation of a high-power beam in the amplifier system

material. Nonlinear pulse distortion arises from the nonlinear contribution to the index

of refraction:

n = n0 + n2I (2.11)

where n is the index of refraction of the material, n0 is the static index, n2 is the

nonlinear coefficient, and I is the intensity of the light. This intensity dependent index

of refraction gives rise to an intensity dependent phase. The nonlinear phase difference

between the center, most intense part of the beam, and the beam edge is called the

B-integral of the beam and is given by Equation 2.12.

B =
2πn2

λ

∫ L

0
I(z)dz, (2.12)

where n2 is the material nonlinear index, λ is the vacuum wavelength, L is the material

length, and I(z) is the pulse intensity at the beam’s center as a function of propagation

distance. It is a measure of the phase retardation of the most intense portion of the

beam. This phase retardation can cause a self-focusing effect, increasing the intensity

and thus the phase retardation. If the intensity is large enough, the self-focusing can

lead to intensity spikes and filamenting, all of which degrade the beam quality. The

spatial mode quality of the beam may be quantified by a factor denoted M2, which is

defined as
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M2 =
ωLθL

ω0θ0
, (2.13)

where ωL and θL are the waist radius and half-angle divergence of the laser beam,

respectively, and ω0 and θ0 are the waist radius and half-angle divergence of a perfect

TEM00 (i.e. Gaussian) mode, respectively. Therefore, a TEM00 mode will propagate in

free space with a half-angle divergence of

θ0 =
λ

πω0
(2.14)

where λ is the wavelength and ω0 is defined above. When higher order spatial modes

are present, as is the case with real laser beams, the beam will diverge faster:

θL =
M2λ

πωL
. (2.15)

Consequently, when a collimated TEM00 mode is focused by a lens, the resulting

focal spot radius is

ω0 =
λf

πω
(2.16)

where f is the lens focal length and ω is the beam radius on the lens. For a beam

composed of high order modes, the focal spot radius becomes

ω0 =
M2λf

πω
. (2.17)

M2 is a measure of how well a beam will focus in addition to being a measure of how

closely the spatial profile resembles a perfect Gaussian mode, therefore making it a

measure of beam quality.

Nonlinear distortions can be prevented by ensuring that the beam’s cross section is

large enough to keep the peak intensity low as the pulse propagates through the material

and recompresses. For high pulse repetition rate systems, the beam size required for
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this is typically smaller than would be required to prevent thermal distortions in a

conventional grating compressor. The material path length in the amplifier system

itself is also moderate compared with the final compression material’s path length to

ensure that the pulse does not compress significantly during amplification. Given these

considerations, the DPA approach is particularly suited to high repetition rate, high

average power, broadband Ti:sapphire laser amplifier systems. It has been recognized

that, in parametric amplification of signal pulses with positive chirp, the idler is emitted

with negative chirp and can be compressed by material dispersion [51]. DPA would also

be appropriate for optical parametric CPA (OPCPA) schemes [52]. Following this initial

work, OPCPA using downchirped pulse amplification has been implemented [53,54].



Chapter 3

Down-chirped pulse amplification experiments

3.1 Down-chirped pulse amplification

The previous chapter described the motivation for the down-chirped pulse ampli-

fication (DPA) scheme. This section describes the first demonstration of a DPA based

laser system [38]. A schematic of the DPA experimental setup is shown in Figure 3.1.

Pulses with a FWHM bandwidth of 85 nm, at a repetition rate of 88 MHz [55], and with

a pulse energy of 6 nJ, are stretched to 20 ps through a 2-stage pulse stretcher before

being injected into the amplifier. The first stage of pulse stretching consists of a pair of

600 g/mm gratings separated by a distance of 7.5 cm, with the laser beam incident on

these gratings at an angle of 70◦. The second stage consists of a pair of SF18 prisms

with a tip-to-tip separation of 123 cm, through which the beam makes four passes. The

second prism is inserted into the dispersed spectrum such that the tip corresponds to a

wavelength of ∼700 nm. The grating pair provides most of the stretch while the prism

pair precompensates for a third-order dispersion of 4.81 × 104 fs3 introduced by the

material-based pulse compressor (SF18).

Prior to amplification, the laser beam also passes through a Pockels cell pulse

selector, which selects a single pulse from the pulse train at a repetition rate adjustable

from 7–10 kHz. The downchirped pulses are then injected into a single stage, 12-pass,

ring amplifier that employs a cryogenically cooled, Ti:sapphire amplifier crystal [35,36].

The 6 mm thick, Brewster angle, Ti:sapphire crystal is enclosed in a vacuum cell and
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Figure 3.1: Experimental setup schematic for downchirped pulse amplification.
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cooled using a closed-cycle helium refrigerator to a temperature of 73 K.

The amplifier is pumped at a repetition rate of 7–10 kHz with a 100 W average

power, Q-switched, 532 nm laser (Quantronix Eagle). The amplifier ring uses two

1 m radius of curvature mirrors and a high angle of incidence, flat mirror. Following

amplification, the 4 mm diameter laser beam is then sent into the first of two telescopes.

The first telescope is constructed of two converging lenses with a pinhole at the focus.

This configuration expands the beam to a diameter of 1 cm and serves as a spatial

filter, removing high spatial frequencies from the beam profile. The first lens of the

spatial filter takes the input beam and generates the Fourier Transform of the spatial

profile at the focus. The pinhole at the focus acts as a low-pass filter and the second

lens reconstructs the filtered spatial frequencies into an almost perfect Gaussian profile.

The beam then makes three passes through a 10 cm long block of SF18 material to

reduce the pulse duration to 4.3 ps. The laser beam diameter is expanded to a diameter

of 2.5 cm and pulse compression is completed by passing the beam through another 20

cm of SF18. SF18 was chosen as the compressor material because it has a large amount

of group velocity dispersion (GVD) per length and a small nonlinear index, n2. A large

amount of GVD per length allows for less glass in the compressor. The second and

third order dispersion (TOD) are calculated from Eqs. 2.4 and 2.5. The wavelength

dependent index of refraction can be calculated from the Sellmeier equation [56] and

the Sellmeier coefficients for a given material [57, 58]. Typical values of second order

dispersion and third order dispersion per length for different materials at 800 nm are

given in Table 3.1.

3.1.1 Results

After 12 passes through the Ti:sapphire amplifier crystal, the output pulse energy

is 1.1 ± 0.1 mJ, corresponding to an extraction efficiency of 12 %. After passing through

the material compressor, the result is a recompressed pulse width of 29 ± 1 fs in a 1.1



22
Material GVD (fs2/cm) TOD (fs3/cm)

Fused Silica 363 277
BK7 448 323

Sapphire 583 425
SF18 1548 973

Table 3.1: Values of GVD per length and TOD per length for typical transparent optical
materials at 800 nm.

mJ energy pulse. The pulse duration (Fig. 3.2) was measured using frequency resolved

optical gating [59] based on second harmonic generation (SHG-FROG). Residual high

order dispersion is the main factor preventing full recompression to the transform-limited

pulse duration of 25 fs. To compensate this high order dispersion, a DPA based laser

system can include a pulse shaper, such as an LCD [60], acousto-optic modulator [61],

or deformable mirror set-up [62].

Figure 3.3 shows the average power of the compressed output pulses as a function

of amplifier repetition rate. For repetition rates of 7–10 kHz, the pump pulse energy was

maintained at 8.85 mJ. The average output power increased with increasing repetition

rate and the highest average power recorded was 10.7 W at 10 kHz, which corresponds

to an output pulse energy of 1.1 mJ. The pulse energy was between 1.0 and 1.1 mJ for

all repetition rates measured. The compressed extraction efficiency was 11–12% over

the entire repetition rate range tested. Most importantly, the throughput of the pulse

compressor is 90%, including a 5% loss in the spatial filter and surface losses. Typical

throughput of grating-based pulse compressors is 60%.

Limiting nonlinear effects in the compression stage is critical. As mentioned pre-

viously, nonlinear phase accumulation, represented by the B-integral (Eq. 2.12), can

lead to beam distortions which adversely affect beam quality and focusability. Calcula-

tions show that the B-integral for the entire amplifier system (n2 = 5.0× 10−16 cm2/W

for SF18), is 0.76 rad, with 0.44 rad accumulating in the first stage of compression where

the beam is 1 cm in diameter. The B-integral accumulated in the amplifier itself is only
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0.32 rad. The B-integral of 0.76 rad does not adversely influence focusing of the beam,

as shown in the focused spot size and beam profile (Figs. 3.4a and 3.4b). Using f/104

focusing optics, a waist diameter of 106 µm is expected for a perfect gaussian beam.

The measured M2 of the amplified beam was 1.57, increasing the expected waist diam-

eter to 166 µm. This is in very good agreement with the 164 ± 5 µm waist diameter

measured. It should be noted that in the course of this work, no beam distortions were

observed that could be attributed to energy absorption or thermal effects in the pulse

compressor. Total energy absorption in the compressor is <<1 W, distributed over a

large volume.

3.1.2 Discussion

In designing and constructing this downchirped pulse amplifier, a number of issues

arose relating to dispersion management. Early designs of the DPA system made it clear

that a simple grating pair would not suffice as a stretcher, due to the large TOD of the

glass. Thus, the two stage stretcher was developed to precompensate for this large TOD.

Unfortunately, optimization of this two stage stretcher was difficult due to the large

number of independent parameters (grating angle, grating separation, prism separation,

and minimum wavelength transmitted by the prism pair). Therefore, a LabVIEW

program, written by Dr. Sterling Backus, was used to find the optimal configuration

for the grating pair and prism pair. Minor experimental variations necessitated the

adjustment of the stretcher from this optimal configuration to obtain an amplified,

compressed pulse, but these adjustments were very minor.

In addition to the issue of optimizing the stretcher, another issue that arose was

determining how long to stretch the pulse. Large stretch factors meant large amounts

of glass and large amounts of TOD, while small stretch factors meant possible nonlinear

effects and damage in the amplifier. Preliminary experiments showed that small stretch

factors (<10 ps stretched pulse width) resulted in lower amplifier efficiency. This effect
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(a) (b)

Figure 3.4: Beam profiles of (a) focused beam waist using f/104 focusing, where the
beam diameter is 164 microns; (b) 2.5 cm diameter, unfocused, compressed output
beam, showing the good focusability of the amplified beam.
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is due to the finite lower state lifetime of Ti:sapphire, as will be shown later in this chap-

ter. Therefore, the 20 ps stretched pulse width was a compromise between extraction

efficiency and recompression.

3.1.3 Conclusion

This downchirped pulse amplification system produced 29 ± 1 fs pulses, at rep-

etition rates from 7–10 kHz, with pulse energies in excess of 1 mJ. Based on this

performance, DPA is a viable alternative to standard CPA systems. DPA eliminates

the problems associated with prism- and grating-based compressor designs commonly

found in standard CPA systems. Grating-based compressor designs suffer from low

energy throughput (50–60%), limited bandwidth throughput, high sensitivity to align-

ment which can lead to high order dispersion and spatial-chirp, and, in high-power laser

systems, thermal loading. Prism-based compressors do not suffer from high through-

put losses, but, like the grating-based compressors, they do have a limited band-

width throughput and are highly sensitive to alignment. Unlike grating compressors,

prism compressors have the added problem of spectrally dependent nonlinear phase

(B-integral) accumulation in high-power laser systems. The material-based compres-

sor used in DPA does not spectrally disperse the laser pulse, therefore eliminating the

problems of alignment sensitivity and spectrally dependent nonlinear phase. In addi-

tion to this, the material compressor has virtually no throughput losses, extremely large

bandwidth throughput (limited only by the transparency of the material used), and no

thermal loading.

The main issue with material-based compressors is nonlinear phase accumulation.

This effect can be minimized by ensuring a large beam size, and thus a low beam in-

tensity. The appropriate beam size is no larger than that which would be required by a

prism-based compressor. By using a material compressor, DPA systems increase com-

pressor simplicity and energy and bandwidth throughput without significantly adding to
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stretcher complexity. Despite this increase in stretcher complexity, stretcher alignment

is somewhat easier than a grating-based, positive dispersion stretcher. In particular,

this implementation of the downchirped amplification scheme resulted in the highest

average power, single stage Ti:sapphire amplifier system at the time of demonstration.

This DPA approach is particularly suited to very high repetition rate, high average

power, laser amplifier systems where the beam diameter required to avoid nonlinear

distortion effects is small and where the chirps required are modest.

3.2 High repetition rate down-chirped pulse amplification

Despite the usefulness of CPA and DPA, a gap has remained in ultrafast tech-

nology at pulse repetition rates of 20–100 kHz and pulse energies of ∼0.1 millijoule.

CW laser-pumped systems have output pulse energies of ∼5 µJ, which is marginal or

insufficient for many applications, such as pumping multiple OPA’s, or for efficient high-

order harmonic generation. On the other hand, systems using pulsed pump lasers are

generally engineered to generate millijoule pulses. Many experiments are compelled to

use these kilohertz systems but only use a small fraction of the total energy output.

Recently, a 100 kHz regenerative amplifier based on DPA was demonstrated, producing

28 µJ, 39 fs pulses [63]. In addition, Yb-fiber laser amplifiers have been demonstrated

that operate at > 10 kHz and have a pulse energy of ∼140 µJ [64], but only compress

to 220 fs. In other work, fiber amplifiers have produced very short (∼43 fs) pulses [65],

but fiber systems have not been demonstrated that encompass all three properties: >10

kHz repetition rate, sub-50 fs pulses, and >100 µJ pulse energy.

A few papers report fractional millijoule CPA systems running at ∼10 kHz rep-

etitions rates [66, 67]. However, use of these systems has been limited, despite the fact

that high power frequency-doubled Nd:YAG lasers operating at 20–50 kHz and with

average powers of 100 W are readily available. The reason is that, as mentioned before,

thermal lensing (Eq. 2.10) is a serious limitation on performance.
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This section will describe a cryogenically-cooled laser amplifier designed to be

scalable to very high repetition rates [68]. A modified multipass amplifier design was

used to ensure the scalability of the system. The new amplifier was designed to use pulse

energies significantly less than the 8–10 mJ required in past designs. Since commercial

green pump lasers are limited to ∼100 W average power, this energy requirement has

limited the repetition rate of such a single stage, single pump laser amplifier to 10–15

kHz. To overcome this limitation, the new design makes use of tighter focusing in the

amplifier ring to achieve the same single pass gain as previous systems. Due to the

tighter focusing, shorter focal length mirrors were employed and a new optical design

was incorporated to greatly reduce accumulated astigmatism in the amplified beam.

Finally, these new optical designs were combined with downchirped pulse amplification

(DPA), rather than conventional CPA, to reduce compressor losses [38]. The result is

a compact, single stage amplifier design that is scalable to tens of kHz and produces

moderate pulse energy with excellent beam quality. The use of a cavity-dumped seed

laser eliminates the need for a Pockels cell for pulse selection, which can also limit the

repetition rate due to power dissipation limitations of the electronic components.

3.2.1 Experimental setup

In DPA, the seed pulse is stretched using negative dispersion and then compressed

using positive dispersion by passing the beam through a block of glass. In this work,

two different experimental setups (Figs. 3.1 and 3.5) were used. Initially, a two-stage

stretcher, as described in the previous section, was used to determine the beam quality

(M2) of the amplifier output with the old and new ring designs. Then the two stage

stretcher was replaced with a one stage stretcher based on grisms [69], which was used

for all subsequent measurements.

Grisms are optical elements that combine the properties of prisms and gratings.

They have the interesting property that they can be designed such that the ratio of
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Figure 3.5: Experimental setup schematic for grism-based downchirped pulse amplifi-
cation.
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third order dispersion (TOD) to second order dispersion, or group velocity dispersion,

(GVD) is equal in magnitude to that of most dispersive materials [70]. This, combined

with the fact that both the TOD and GVD of the grisms is opposite in sign to that of

material, makes the grisms better optimized for compressing femtosecond pulses than

either grating or prism pairs.

The front end of the amplifier system is a cavity-dumped oscillator with a repe-

tition rate that is variable up to 2 MHz. At repetition rates of 10–15 kHz, the cavity-

dumped energy is ∼15 nJ per pulse with a spectrum that can support a 12 fs pulse.

The pulse from the grism stretcher is adjustable from 5–30 ps, and has a pulse energy

of ∼1 nJ. Due to the finite size (1”) of the grisms, when the pulse is stretched to ∼30

ps, the spectrum is clipped and can only support a ∼16 fs pulse. The beam is near

Brewster’s angle on all of the entrance and exit faces, which reduces the loss through

the stretcher without the need for anti-reflection (AR) coatings. These grisms were

fabricated using off-the-shelf aluminum coated gratings, which limited the double pass

stretcher efficiency to ∼10%; however, the use of optimized gold coated gratings will

increase this to > 75%. Nevertheless, the high input energy of the cavity-dumped seed

laser allowed us to demonstrate saturated gain of the amplifier.

After the stretcher, the beam is sent into an amplifier consisting of a seven-mirror,

nine pass multipass ring and a cryogenically cooled Ti:sapphire amplifier crystal. To

obtain a smaller focal spot in the amplifier crystal, mirrors with a smaller (75 cm)

radius of curvature (ROC) are used in this ring, compared with the standard 1.0 m

ROC mirrors used previously [71]. However, use of shorter ROC mirrors in the original

multipass design causes a degradation of the output mode and beam quality (Fig. 3.7a)

due to increased astigmatism. A new amplifier ring (Fig. 3.6b) design was therefore

implemented to minimize the incident angle of the beam on the curved mirrors. The

incidence angle on the curved mirrors was dramatically reduced, as evident in Fig. 3.6b,

and resulted in virtually no astigmatism in the output beam (Fig. 3.7b).
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(a)

(b)

Figure 3.6: Schematic diagram of (a) original amplifier ring and (b) astigmatism-
minimized amplifier ring. Only three passes are shown, but up to 10 passes can be
employed with minimal astigmatism.
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(a)

(b)

Figure 3.7: M2 measurement of the amplified beam with (a) old ring design and (b)
new ring design showing the dramatic reduction in astigmatism. The output of the old
design has an M2 of 1.14 and 1.24 in the x- and y-directions, respectively, while the new
design has an M2 of 1.18 and 1.26 in the x- and y-directions, respectively.
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The 6 mm amplifier crystal is housed in a ultra-high vacuum cell and cooled to

50 K using a closed loop helium cryocooler. The system was pumped by a commercially

available, doubled Nd:YAG laser (Quantronix Condor at 532 nm) capable of running at

5–20 kHz with up to 50 W average power. The pump pulse energy was limited to 2.3

mJ to allow this system to be scaled to >40 kHz. After the amplifier, the beam is sent

into a telescope to provide a beam that slowly diverges from ∼1 cm to ∼2 cm diameter

as the beam passes through the compressor material. This divergence minimizes the

B-integral in the compressor while also allowing for a smaller block of glass for the

compressor. This telescope also serves as a spatial filter, which ensures a spatial mode

close to TEM00 with a throughput of 90%. The compressor consists of 120 cm of AR-

coated SF18 glass. This 120 cm of path length was obtained with 5 passes each through

two 10 cm long slabs and then a single pass through two 10 cm long, 1 inch diameter

rods. The large number of surfaces (20) the beam encounters on the slabs reduces the

throughput of the compressor from the theoretical value of 98% to 60% in this work.

3.2.2 Results

The stretched pulses in the DPA scheme are significantly shorter in duration

(<40 ps) than those in typical CPA amplifiers (∼150 ps). Because of this, the lower

state lifetime of Ti:sapphire can not be assumed to be much less than the stretched

pulse length and will, therefore, effect the output power of the amplifier. A model of

the amplifier, based on the Frantz-Nodvik equations (Eqs. 3.1, 3.2, and 3.3) [72], was

developed to extract the lower state lifetime from the measured data. The Frantz-

Nodvik equations are used to describe the propagation of a laser pulse in an amplifier

medium. They consist of the photon transport equation and the rate equations for the

levels of the amplifier medium.

∂n

∂t
+ c

∂n

∂z
= σcn(N2 −N1) (3.1)
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∂N1

∂t
= σcn(N2 −N1) (3.2)

∂N2

∂t
= −σcn(N2 −N1) (3.3)

3.2.2.1 Amplifier simulation

The Ti:sapphire amplifier was simulated as a four level laser system as shown

Figure 3.8, where P is the pumping rate, N1, N2, and N3 are the populations of level

1, 2, and 3, respectively, and Ai = 1/τi is the transition rate for ith level (i = 1, 3) and

τi is the lifetime of the ith level.

Since the model is for a pulsed amplifier, the following assumptions can be made:

• The pumping rate (P) is negligible over the duration of the pulse being amplified.

• τ3 is sufficiently short enough that the population N3 is negligible.

• The lasing transition between N2 and N1 is the only mechanism that depopu-

lates N2.

• The absorption (σabs) and stimulated emission (σ) cross-sections are different

and related to each other by the g-factor (g = σabs/σ).

Using these assumptions, the Frantz-Nodvik equations can be modified to yield

equations 3.4, 3.5, and 3.6.

∂n

∂t
+ c

∂n

∂z
= σcn(N2 − gN1) (3.4)

∂N1

∂t
= σcn(N2 − gN1) −

N1

τ1
(3.5)
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Figure 3.8: Four level energy diagram used to model the Ti:sapphire amplifier. The
pumping rate (P ), transition rates (A1 and A3) and level populations (N1, N2 and N3)
are shown.
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∂N2

∂t
= −σcn(N2 − gN1) (3.6)

where n is the photon density, t is time, c is the speed of light in sapphire, z is the length

of sapphire used, σ is the stimulated emission cross-section, g is the ratio of absorption

cross-section to stimulated emission cross-section, and N1, N2 and τ1 are defined above.

Making the transformation of variables:

x = z (3.7)

τ = t− z/c (3.8)

yields a simpler set of equations:

∂n

∂x
= σcn(N2 − gN1) (3.9)

∂N1

∂τ
= σcn(N2 − gN1) −

N1

τ1
(3.10)

∂N2

∂τ
= −σcn(N2 − gN1) (3.11)

The output power of the amplifier can be determined by numerically solving these

equations, subject to the following constraints:

• The seed pulse makes 9 passes through the amplifier.

• The pumping rate is significant between passes of the amplifier and results in

the populations N2 = N0 and N1 = 0 before the seed enters the amplifier on

each pass. N0 is the initial population inversion, determined by the measured

small signal, single pass gain.

• After each pass through the amplifier, the seed pulse energy is decreased by

10% to account for the mask in the amplifier.
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• The effect of dispersion on the seed pulse (i.e. shortening of the seed pulse) is

taken into account.

Since both g and τ1 are unknown, these are the only fit variables in our calculation

and the simulation is run for a large number of (g, τ1) pairs. For each (g, τ1) pair, a

range of seed pulse widths is simulated. The results are then compared to the measured

data to determine which pairs provide the best agreement with the data. The results of

the simulation that provide the best agreement with the experimental data are shown

in Figure 3.9.

3.2.2.2 Experimental results

As described above, the new ring design virtually eliminated astigmatism in the

ring. After measuring the beam quality out of the amplifier with the old and new ring

designs, the two stage stretcher was replaced with a one stage, grism stretcher (supplied

by HORIBA Jobin-Yvon Inc.). Before any amplifier measurements were taken with

the grism stretcher, the stretched pulse durations were measured using a 60 GHz fast

photodiode and a sampling oscilloscope to generate a calibration curve for the grisms.

After calibration, the uncompressed, amplified output power was measured as a function

of seed pulse duration by adjusting the grism separation (Fig. 3.9). The output power

varies greatly with input seed pulse duration, reaching a maximum around 22 ± 3 ps.

The results of the simulation described above and the measured data are in very good

agreement when a lower state lifetime in the range of 0.25–5 ps is assumed. The variation

in the lifetime is due to the unknown ratio of the upper to lower level degeneracy in

Ti:sapphire (g). Because both g and τ1 are constants that depend only on the material

properties, the product of the two should be a constant as well. When the product

of this degeneracy ratio with the lower state lifetime (gτ1) is 25, and τ1 is 0.25–5 ps,

the simulation results provide a best fit with the data. In addition to running the

simulation with the seed pulse widths obtainable with the grism stretcher, much longer
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Figure 3.9: Power before compression as a function of seed pulse length for (a) 10 kHz
repetition rate and (b) 15 kHz repetition rate. Data was taken while only adjusting grism
separation (squares) and while adjusting both grism separation and timing between
pump and seed pulses (triangles). Simulation results are shown as solid line in (a) and
in (a) inset, which extrapolates the model to estimate the pulse duration required for
efficient energy extraction from Ti:sapphire.
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pulse widths, up to 150 ps, were simulated. The simulation (Fig. 3.9a inset) shows that

the output energy starts to saturate at a seed pulse width of ∼75 ps. For the measured

data, the drop in efficiency at longer pulse lengths is an artifact of the experimental

setup. The gratings of the grisms are only one inch square, which limited the amount

of stretch that could be applied before spectral clipping of the amplified spectrum was

observed (Fig. 3.10).

The maximum output pulse energy of the amplifier is 290 µJ at 10 kHz and 270

µJ at 15 kHz, with a pulse-to-pulse intensity stability of 1.7% and 3.0% rms at 10 and 15

kHz, respectively. The pulse-to-pulse stability was measured with a photodiode, boxcar,

and digitizing electronics. The integrated intensity of each pulse was measured for 1,

10, 30, and 60 seconds and the rms error was calculated for each integration time. The

stability measurements reported above are the average of the four measured values. The

stability is worse at higher repetition rates due to a longer pump pulse duration. At 10

kHz, the duration of the pump pulse is ∼150 ns. This increases to ∼200 ns at 15 kHz,

allowing more time for amplified spontaneous emission (ASE) to build up and lower the

effective gain. At 15 kHz, the grism separation was adjusted and the relative timing

of the pump and seed pulses was reoptimized (Fig. 3.9b, triangles). This resulted in

slightly higher energies at the shorter seed pulse lengths.

The pulse duration from the amplifier was measured using frequency resolved

optical gating based on second harmonic generation (SHG–FROG). Figure 3.11 shows

the reconstructed pulse and phase, with a FWHM of 36 ± 1 fs, while Figure 3.12 shows

the measured and reconstructed FROG traces. The transform limit of the amplified

spectrum is ∼28 fs. FROG measurements taken at different radial positions of the

beam profile reconstruct to the same value, showing that the center and edges of the

divergent beam do not traverse significantly different amounts of material. The output

beam quality is good, as can be seen by the M2 of the beam (Fig. 3.7b), which was

measured to be 1.18 and 1.26 in the x- and y-directions, respectively. Nonlinear effects,
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such as B-integral, would distort the beam profile, leading to a large M2 value. Since

the M2 is close to unity in both directions, it can be concluded that nonlinear effects in

the compressor are negligible. This is consistent with calculations that the B-integral

should be less than 0.5 in this configuration.

3.2.3 Conclusion

In conclusion, a laser amplifier system based on downchirped pulse amplification

that can be scaled to medium energies and very high repetition rates has been demon-

strated. Despite various other laser amplifier systems having been demonstrated in

the 10–100 kHz range, this system is the only one that encompasses all three criteria

for a versatile, high repetition rate system: >10 kHz repetition rate, sub-40 fs pulses,

and >100 µJ pulse energy. The modified design makes use of a tighter focus ampli-

fier ring capable of achieving saturated gain at lower pump pulse energies. Due to the

tighter focusing, a new multipass ring design was necessary to greatly reduce accumu-

lated astigmatism. This new ring design produces an amplified beam with virtually no

astigmatism and excellent beam quality (M2 < 1.3 in both the x- and y-direction). In

addition to the new ring design, this amplifier used all-reflective grisms as the stretcher,

greatly simplifying the amplifier. The grisms allowed the output power to be measured

over a large range of pulse widths (∼ 10–30 ps). These measurements, along with a

detailed simulation of the amplifier, permitted the calculation of a range of values for

the lower state lifetime of the lasing transition of Ti:sapphire. This work resulted in

a compact, single stage amplifier that is scalable to 40 kHz or greater repetition rate.

The output of the amplifier is a 36 fs, ∼300 µJ pulse, with excellent beam quality and

pulse-to-pulse stability. Such a system will provide a pulse energy and peak power suf-

ficient for many applications, at higher pulse repetition frequencies than are currently

available.
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Figure 3.11: Temporal profile (solid) and phase (dotted) of amplified pulse as measured
with FROG showing a FWHM of 36 fs.
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Figure 3.12: Measured and reconstructed FROG traces for the 36 fs pulse shown in Fig.
3.11.



Chapter 4

High-order harmonic generation and plasma waveguides

4.1 Introduction

Recent years have shown an increased interest in the extreme-ultraviolet (EUV)

and soft x-ray regions of the electromagnetic spectrum for a variety of reasons. First, this

light allows for the imaging of smaller features since the resolution of an optical system

is proportional to the wavelength of the light. Therefore, EUV and soft x-ray light

can improve the resolution of an optical system by several orders of magnitude when

compared with visible imaging. Second, EUV and soft x-ray light allows for the writing

of smaller patterns via photolithography, for similar reasons. Lastly, most elements have

core shell absorption edges in this region of the spectrum, so using EUV and soft x-ray

radiation allows for chemical and elemental sensitivity in most experiments.

Unfortunately, it can be difficult to generate light in this region of the spectrum.

There are three main options for EUV sources: synchrotrons, EUV lasers, and high

harmonic generation. Synchrotrons generate tunable radiation over a very large range

of wavelengths, but require stadium sized facilities. In addition, experimental beam

lines are limited at synchrotrons, so this is not a solution for most experimentalists. The

second main source is the EUV laser. These devices are compact, usually occupying

less than 1 m2 of optical table space, and produce EUV pulses with high energy. The

drawbacks to EUV lasers is that they produce long (ns) pulses, making them unsuitable

for time-resolved studies, and the wavelength selection is limited to the lasing transitions
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of ions.

The last viable EUV source is high harmonic generation. High harmonic gener-

ation requires a compact, high-power, short pulse laser system and a small (a few cm)

generation cell, making this a table-top EUV source. These HHG sources produce ex-

tremely short pulses with low energy and are tunable from the VUV to the keV region

of the electromagnetic spectrum. These characteristics make HHG the ideal method

for the efficient generation of short wavelength light. Unfortunately, there are three

roadblocks preventing the realization of a short pulse, tunable, efficient HHG source:

ionization loss, ionization induced defocusing, and phasematching, all of which will be

described later in this chapter. Use of a plasma waveguide can reduce or eliminate the

first two of these roadblocks.

This chapter will provide the background and theoretical framework of high-order

harmonic generation (HHG) and plasma waveguides that are needed to understand the

results of the subsequent chapter.

4.2 High-order harmonic generation

4.2.1 What is HHG?

High-order harmonic generation (HHG) is a term used to describe the nonlinear

interaction between an intense laser pulse and a medium (usually a gas) that results in

the generation of harmonics of the driving laser field. It can be distinguished from low-

order (2nd, 3rd, etc.) harmonic generation in that it cannot be described by perturbation

theory. There are three significant characteristics that are unique to HHG spectra:

(1) Intense low-order harmonics where the intensity follows perturbation theory

(i.e. the harmonic intensity is proportional to Iq where I is the driving laser

intensity and q is the harmonic order).

(2) A long plateau of harmonics whose intensities are approximately equal.



47

(3) A very sharp cutoff where the HHG signal drops rapidly.

These characteristics are observed in all HHG experiments and have been vali-

dated by current HHG theory.

4.2.2 History of HHG

HHG was first observed by McPherson et. al, in 1987 [20] when they observed

up to the 17th harmonic of a 248 nm driving laser in neon gas. The published HHG

spectrum [20] shows the low-order intensity drop as a function of harmonic order and the

plateau of relatively uniform intensity harmonics that are indicative of high-harmonic

generation.

Their work was followed by the demonstration of high-order harmonic generation

in rare gases by IR (∼1064 nm) [21, 73–76] and near-IR (800 nm) laser light [77], by

shorter (< 30 fs) pulses [78, 79], by phase matched generation in a hollow waveguide

[80, 81], and by self-guided laser beams [82, 83]. Coherent control of the harmonic

generation process has been demonstrated [84–86] as well as generation in noble gas-

like ions [87], noble gas ions [88] and preformed, underdense plasmas [89]. Recent

work has demonstrated the spatial coherence of high-order harmonics generated in a

waveguide [17], HHG pulses with energy in the µJ range [90], quasi-phase matching

techniques in the soft x-ray region [91], and the generation of harmonics with ∼ keV

energy [92,93].

In addition to the large body of experimental work on high harmonic generation,

there has been significant progress in the theory of high harmonic generation using

quantum mechanical models [22, 23, 94–104], semi-classical models [22, 23, 99, 105], and

models based on Volkov states [106]. Although a fully quantum mechanical model

is needed to observe the nuances in the high harmonic generation process, the semi-

classical model predicts the main features of HHG outlined above.
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4.2.3 Theory of high-order harmonic generation

The spectrum that is observed from the high harmonic generation process is the

result of two separate processes: generation of harmonic light from a single atom and

the subsequent propagation in the medium. The single atom response is accurately pre-

dicted by a semi-classical model while the propagation effects are predicted by classical

electrodynamics.

4.2.3.1 Single atom response

The semi-classical model [22, 99] describes the single atom response as a three

step process:

(1) Ionization of the atom/ion.

(2) Classical acceleration of the free electron by the laser field.

(3) Recombination of the electron.

Each of the three steps above has an associated probability. The harmonic emis-

sion from a single atom or ion is calculated by multiplying the probabilities of the three

steps.

The first step in the HHG process is the ionization of the electron. There are

three ways in which an atom can be ionized: multiphoton ionization, tunnel ionization,

and above-barrier ionization (Fig. 4.1). The Keldysh parameter (Eq. 4.1) is defined

as the ratio of the laser frequency to the tunneling frequency and determines which

mechanism is dominant.

γ =
ωlaser

ωtunnel
=

√

Ip
2 Up

, (4.1)

where Ip is the ionization potential of the atom/ion being ionized and Up is the pon-

deromotive energy. The ponderomotive energy is the classical kinetic energy gained by
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(a)

(b)

(c)

Figure 4.1: Plots of the Coulomb potential (dotted line) and Coulomb potential modified
by the laser field (solid line) for (a) multiphoton ionization (γ > 1), (b) tunnel ionization
(γ < 1), and (c) above-barrier ionization (γ << 1).
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an electron in an oscillating field and is given by Eq. 4.2.

Up =
e2E2

0

4mω2
=
e2cµ0I

2mω2
, (4.2)

where e is the electron charge, E0 is the electric field strength, m is the electron mass, ω

is the laser angular frequency, c is the speed of light in a vacuum, µ0 is the permeability

of free space, and I is the laser intensity. In terms of the laser intensity and wavelength,

the ponderomotive energy, in electronvolts, is given by Up ≈ 9.33 10−14 I λ2, with

intensity in W/cm2 and wavelength in µm.

When the laser intensity is small, γ >> 1 which indicates that multiphoton ion-

ization is dominant. In this regime, the effective potential is only slightly modified from

the Coulomb potential by the laser field and ionization occurs by the absorption of N

photons (Fig. 4.1(a)). In this multiphoton regime, the ionization can be treated as a

perturbative process. At larger laser intensities, γ < 1 and tunnel ionization becomes

the dominant mechanism (Fig. 4.1(b)). In this regime, the effective potential is severely

distorted by the laser field, allowing the electron to tunnel out of the atom/ion. For

the typical situation of neutral argon (Ip = 15.76 eV) interacting with an 800 nm laser,

tunnel ionization becomes the dominant mechanism for intensities > 1014 W/cm2. Typ-

ical intensities in HHG experiments are ∼ 1014–1016 W/cm2, making tunnel ionization

the dominant ionization mechanism. An expression for the tunnel ionization probabil-

ity of an atom or ion in an oscillating field was developed by Ammosov, Delone, and

Krǎınov [107]. This tunnel ionization probability (also known as the ADK ionization

rate or, simply, the ADK rate), is derived using a quasi-static approximation where the

DC tunneling rates are used for the AC field. This approximation is valid when the

field is approximately constant during the tunneling time (i.e. the tunneling time is less

than the oscillation period). This is true when γ ≤ 1/2. For very short and very intense

optical pulses, the Coulomb barrier may be suppressed below the ionization potential
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while there still exists a large population in the ground state (Fig. 4.1(c)). This is

called above-barrier ionization and occurs for field strengths in excess of the critical

field strength:

Ecr =
πǫ0I

2
p

Ze3
(4.3)

where ǫ0 is the permittivity of free space, Ip is the ionization potential of the atom/ion,

Z is the charge after ionization, and e is the charge on the electron. For fields above

this critical field, the ADK rates may overestimate the ionization rate [79, 108]. This

overestimate is small for longer pulses (> 20fs) and increases as the pulses approach

the single-cycle limit. But the overestimate of the fractional population is still less than

a factor of 2 for pulses close to a single cycle [79].

The ADK rate from the ground state is given in SI units by [79]:

ω(t) = ωp|Cn∗ |
2
(

4ωp

ωt

)2n∗−1

exp

(

−
4ωp

3ωt

)

(4.4)

with

ωp =
Ip
h̄

ωt =
eEl(t)

(2mIp)1/2

n∗ = Z

(

Iph

Ip

)1/2

|Cn∗ |
2 = 22n∗ [n∗Γ(n∗ + 1)Γ(n∗)]−1.

In the above equations, Ip is the ionization potential of the atom or ion, h̄ is Planck’s

constant divided by 2π, e is the charge of the electron, El(t) is the laser electric field, m is

the mass of the electron, Z is the ion charge after tunnel ionization, Iph is the ionization

potential of the hydrogen atom, and Γ(x) is the Gamma function. The fraction of

ionized atoms/ions can be calculated by
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n(t) = 1 − exp

[

−

∫ t

−∞
ω(t′)dt′

]

. (4.5)

Figure 4.2 shows the result of some sample calculations. The fractional popula-

tions of the first few ionization states of argon as well as the actual ADK rates, weighted

by the fractional populations, are shown. These calculations correspond to a peak laser

intensity of 1015 W/cm2, a full-width half-maximum (FWHM) pulse duration of 25 fs,

and a central laser wavelength of 800 nm.

The second step of the three step model is the acceleration of the electron in the

laser field. In this step of the model, the electron and field, due to the large number

of states available to the electron, may be treated classically, with the electric field

given by E(t) = E0cos(ωt)êx + αE0sin(ωt)êy, where E0 is the field strength, ω is the

laser frequency and α is the ellipticity (0 for linearly polarized light, ±1 for circularly

polarized light), and the electron’s equations of motion (Eqs. 4.6–4.9) are obtained by

integrating F (t) = eE(t) (e is the charge on the electron).

vx(t) =
eE0

ωm
sin(ωt) + v0x (4.6)

vy(t) = −
αeE0

ωm
cos(ωt) + v0y (4.7)

x(t) = −
eE0

ω2m
cos(ωt) + v0xt+ x0 (4.8)

y(t) = −
αeE0

ω2m
sin(ωt) + v0yt+ y0 (4.9)

where v0x, v0y, x0, and y0 can be evaluated from the initial conditions of the tunneling

electron. For the purposes of the simulation, when the electron tunnels out of the barrier,

it is assumed to enter the continuum with zero velocity (vx(0) = vy(0) = 0) at the

position where the effective potential (Coulomb potential + laser potential) equals the

ionization potential. Typical values of this position are a few Å, whereas the electron’s

excursion in the field is a few nm, so this value is considered negligible and the electron

is considered to be at the origin when it tunnels into the continuum. From Eqs 4.6–4.9,
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Figure 4.2: (a) Fractional populations of neutral Ar (black), Ar+ (red), Ar2+ (blue),
and Ar3+ (green). (b) ADK ionization rates for neutral Ar (black), Ar+ (red), and
Ar2+ (blue), weighted by their respective fractional populations. The temporal pulse
envelope (black dotted) is shown for reference. These calculations correspond to a peak
laser intensity of 1015 W/cm2, a full-width half-maximum (FWHM) pulse duration of
25 fs, and a central laser wavelength of 800 nm.
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it can be seen that the electron will not return to the position of the ion if the light is

circularly polarized (α = ±1). Since it is the process of high harmonic generation that

is of interest, an electron must return to the parent ion in order to emit a high energy

photon. Therefore only linearly polarized light will be considered for the remainder of

this chapter.

In a linearly polarized laser field, the electron’s energy, upon return to the parent

ion, can be calculated as a function of when the electron tunnels through the barrier.

Even though this step of the model treats the electron classically, the quantum nature

of the electron cannot be completely ignored. As the electron propagates in the laser

field, the electron wavepacket will spread in a direction transverse to its motion and

at a rate of ∼ 1.5 Å/fs [99]. Atomic sizes are approximately 1-2 Å, so after 2.6 fs (i.e.

one laser cycle at 800 nm) the electron wavepacket is larger than the parent ion. This

wavepacket spreading reduces the probability of recombination and this probability is

lower the longer the electron is in the laser field. Therefore the greatest recombination

probability, and thus the largest contribution to the HHG emission, is for electrons that

return to the parent ion within one cycle. For this reason, the following analysis is

restricted to electrons that return within one laser cycle.

Figure 4.3 shows the energy of the returning electron, in units of the pondero-

motive potential (Up), as a function of the phase of the laser pulse when the electron

tunnels. The maximum energy that an electron can gain in the laser field is ≈ 3.17Up,

which occurs when the electron is released into the field at ≈ 18◦. When the release

phase is greater than 90◦, the electron never returns to the position of the parent ion.

Electrons that are emitted between 0 and 90◦ phase will return to the ion in the subse-

quent laser period following ionization. Figure 4.4 shows the probability per cycle per

eV that an electron will tunnel ionize from Ar+, accelerate in the laser field, and return

to the parent ion with an energy E for a laser cycle with a peak intensity of 1015 W/cm2.

It can be easily seen from Figs. 4.3 and 4.4, that an electron cannot gain more than
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3.17 Up of energy in the laser field. It is possible for an electron to gain more energy

than this, but that requires the electron to stay in the laser field longer than one cycle

or that the electron is released at a phase of ≈ 180◦, where the ionization probability is

very low [22]. Therefore, if the electron recombines with the parent ion in the ground

state and emits a photon, conservation of energy dictates that the photon cannot have

more energy than Ip + 3.17Up. This is the well known high harmonic generation cutoff

rule (Eq. 4.10) and it determines the maximum photon energy that can be emitted

in the high harmonic generation process, according to the semi-classical model. In ac-

tuality, this cutoff rule is not as simple as described here. This semi-classical model

ignores many important quantum mechanical effects. When these effects are taken into

account, a more complicated cutoff rule is derived [23]. Also, this cutoff rule is for

the single-atom response. There are a variety of macroscopic effects that prevent the

observed spectra from following this rule exactly [75].

hνmax = Ip + 3.17Up, (4.10)

where h is Planck’s constant and νmax is the maximum harmonic frequency that can be

emitted.

The last step in the semi-classical model is the recombination process. An electron

returning to the parent ion can interact with this ion in a number of ways. The electron

can collisionally ionize the ion, scatter elastically, or emit a photon via recombination

with the ion. The emission of light upon recombination can be calculated by the dipole

operator d(t) = 〈ψ|e r(t)|ψ〉. A complete description of how to evaluate the dipole

operator based on the semi-classical model of high harmonic generation is given in

Ref. [99]. The phase of the dipole operator, known as the intrinsic phase, plays a

very important role in the high harmonic generation process. This phase, given by

exp[−iS(ti, tf )], where S(ti, tf ) is the quasi-classical action (Eq. 4.11) [109], is the
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Figure 4.3: Energy of the returning electron as a function of laser phase at the time of
tunneling. The dotted line shows the position of the peak of the curve (≈ 18◦).
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phase accumulated by the electron in the laser field.

S(ti, tf ) =

∫ tf

ti

dt′′
(

[p(ti, tf ) − A(t′′)]2

2
+ Ip

)

(4.11)

where ti and tf are the ionization and recombination times, respectively, p(ti, tf ) is the

momentum corresponding to an electron ionized at ti and recombined at tf , A is the

vector potential of the laser field, and Ip is the ionization potential of the atom/ion. The

stationary points of this phase determine which trajectories have the most significant

contribution to the dipole moment. For a given harmonic, the dominant contribution

comes from two trajectories: one with a short return time (tf − ti) and one with a

long return time. These correspond to the two classical trajectories that give rise to

an electron with a specific energy (Fig. 4.3). Not only does the quasi-classical action

determine which trajectories are significant, it also determines the phase of the emitted

harmonic [110]:

Φat = qωtf − S(ti, tf )/h̄ (4.12)

where q is the harmonic order and ω is the driving laser angular frequency. Equation

4.12 shows that the phase of the emitted harmonics is intensity dependent. It should be

possible to adjust the phase relation between the driving field and the harmonic field

by modulating the laser intensity, thus affecting phase matching (described below).

The simulated single atom response is proportional to the absolute square of the

Fourier Transform of the dipole operator (d(ω) = F{d(t)}). Plots of |d(ω)|2 shown

in both [22] and [99] show the same qualitative behavior of high harmonic generation:

perturbative behavior for the low order harmonics, a long plateau, and a sharp cutoff.

Also, this semiclassical model has been validated by more elaborate, fully quantum

mechanical models [22, 23]. Tempea and Brabec [105] give a concise explanation of

this single atom dipole moment as the product of three probability amplitudes (one for
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each of the three steps), as well as providing equations for each of the three probability

amplitudes, in atomic units.

The three-step process will repeat itself for every half cycle of the laser pulse.

Therefore, in an isotropic material (such as a gas) this will produce a harmonic spectrum

of odd harmonics of the driving field only. If the symmetry is broken, for example, by

introducing a second pulse of a different wavelength, it is possible to generate all the

harmonics of the driving field [111].

4.2.3.2 Macroscopic effects

Macroscopic effects play a large role in the signal observed from high harmonic

generation. The four main macroscopic effects that influence the observed signal are

self-phase modulation of the driving laser field, loss of laser energy due to ionization of

the medium, plasma-induced defocusing, and phase matching of the driving laser and

the harmonic signal.

Self-phase modulation (SPM) is a process where the spectrum of the laser pulse

is changed due to the interaction of the laser with the medium. More specifically, the

laser pulse, via effects such as the Kerr effect, causes a change in the index of refraction

of the medium through which it is propagating. Since this change in index is caused

by the pulse, it is necessarily a function of time and a time varying index of refraction

modulates the phase of the laser pulse. For typical ultrashort pulses (< 30 fs), the phase

modulation is significant since the intensity change is very rapid. This modulation gives

rise to a change in the instantaneous frequency of the laser and, consequently, a change

in the laser spectrum. There are two mechanisms by which a laser pulse can change the

index of refraction of a material.

The first mechanism is caused by the intensity dependence of the index of refrac-

tion. The strength of this dependence is called the nonlinear index and is denoted n2.

With this dependence, the full index can be written as
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n(t) = n0 + n2I(t), (4.13)

where n0 is the standard index of refraction and I(t) is the laser pulse intensity. The

phase of a laser pulse propagating through a transparent material is given by

φ(t) = ω0t−
2πn(t)L

λ0
(4.14)

where L is the length of the medium, ω0 is the central angular frequency and λ0 is

the vacuum laser wavelength. The instantaneous frequency of the pulse is the time

derivative of the phase

ω(t) =
dφ(t)

dt
= ω0 −

2πL

λ0

dn(t)

dt
= ω0 −

2πLn2

λ0

dI(t)

dt
, (4.15)

which clearly shows that the intensity envelope of the pulse changes the spectrum of the

pulse. Since most ultrashort pulses are Gaussian in intensity, this type of SPM results

in a symmetric broadening of the laser spectrum and is often used to generate sub-5 fs

pulses from Ti:sapphire laser systems [112].

The second mechanism for SPM is the rapid ionization of a gaseous medium due

to the laser pulse. For peak laser pulse intensities > 1014W/cm2, the tunnel ionization

probability for a gas is very large on the leading edge of the pulse leading to significant

fractional ionization per laser cycle on the leading edge. This rapid change in electron

density causes a rapid change in the index of refraction. The index of a neutral plasma

is dominated by the electron density and can be calculated from Maxwell’s Equations

in a vacuum:

∇ · E =
ρ

ǫ0
(4.16)

∇ ·B = 0 (4.17)
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∇× E = −
∂B

∂t
(4.18)

∇×B = µ0J +
1

c2
∂E

∂t
(4.19)

Taking the cross product of Eq. 4.18 yields

∇× (∇× E) = −
∂

∂t
(∇×B) (4.20)

∇(∇ · E) −∇2E = −
∂

∂t
(µ0J +

1

c2
∂E

∂t
) (4.21)

∇ · E = 0 since this derivation assumes a neutral plasma (ρ = 0). The current density

is due to the motion of the free electrons (Eq. 4.22) and this motion is mainly governed

by the electric field of the propagating wave (Eq. 4.23). This leads to the following

expression for the time derivative of the current density

J ≡ Neeṙ (4.22)

mer̈ = eE (4.23)

∂J

∂t
= Neer̈ (4.24)

∂J

∂t
=

Nee
2E

me
(4.25)

where Ne is the electron density, e is the electron charge, ṙ is the velocity of the electron,

r̈ is the acceleration of the electron, E is the electric field, and me is the mass of the

electron. Substituting this into Eq. 4.21 and assuming the plasma is illuminated by a

plane wave (E = E0e
i(kx−ωt)) yields the dispersion relation for a neutral plasma

−∇2E = −
µ0Nee

2E

me
−

1

c2
∂2E

∂t2
(4.26)

k2E0e
i(kx−ωt) = −

µ0Nee
2

me
E0e

i(kx−ωt) +
ω2

c2
E0e

i(kx−ωt) (4.27)

k2 = −
µ0Nee

2

me
+
ω2

c2
(4.28)
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k2 = −
Nee

2

ǫ0c2me
+
ω2

c2
(4.29)

(

k

ω

)2

=
1

c2

(

1 −
Nee

2

ω2ǫ0me

)

(4.30)

The phase velocity of the propagating light is k/ω which is equal to the index of refrac-

tion divided by the speed of light (k/ω = n/c). The index of refraction of a plasma can

be determined by substituting this into the dispersion relation.

(

n

c

)2

=
1

c2

(

1 −
Nee

2

ω2ǫ0me

)

(4.31)

n2 = 1 −
Nee

2

ω2ǫ0me
(4.32)

n =

√

(1 −
Nee2

ω2ǫ0me
) (4.33)

If the electron density is changing, as is the case during the rising edge of an ionizing

laser pulse, the time dependent index of refraction of a plasma is

np(t) =

√

1 −
ω2

p(t)

ω2
(4.34)

ω2
p(t) =

Ne(t)e
2

ǫ0me
(4.35)

where ω is the laser angular frequency, ωp(t) is the plasma frequency, Ne(t) is the electron

density, and ǫ0 is the permittivity of free space. By equating the laser frequency and

the plasma frequency, we can define the critical density, Ncrit, as ǫ0ω2me

e2 . At the critical

density, the index goes from real to imaginary and light will no longer propagate in the

plasma. Using this definition, Eq. 4.34 becomes

np(t) =

√

1 −
Ne(t)

Ncrit
(4.36)

For 800 nm, Ncrit ≈ 1.75 × 1021 cm−3. In most cases, Ncrit >> Ne, so Eq. 4.36

can be rewritten as
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np(t) ≈ 1 −
Ne(t)

2Ncrit
(4.37)

Therefore, the total index of refraction for a gas in the process of being ionized

by a laser pulse is

n(t) = (1 − η(t))

(

1 +
P

Patm
δn

)

+ η(t)

(

1 −
PNatm

2PatmNcrit

)

(4.38)

where η(t) is the fractional level of ionization, P is the gas pressure, Patm is atmospheric

pressure, δn = ngas − 1 is the deviation of the neutral gas index of refraction from that

of a vacuum, and Natm is the gas density at atmospheric pressure. The instantaneous

frequency of the laser pulse can be calculated as for Eq. 4.15:

ω(t) =
dφ(t)

dt

= ω0 −
2πL

λ0

dn(t)

dt

= ω0 +
2πL

λ0

dη(t)

dt

(

P

Patm
δn +

PNatm

2PatmNcrit

)

(4.39)

Since the fractional electron population only increases on the rising edge of the pulse,

this type of SPM introduces a blueshift in the laser frequency.

The next macroscopic effect that can influence the observed harmonic spectrum is

the loss of pulse energy due to ionization of the gas. As a laser pulse propagates through

a gas (either in free space or a waveguide), it will ionize the gas if the intensity is high

enough. This ionization causes the pulse to lose energy as it propagates. Figure 4.5

illustrates the severity of this effect on the pulse energy and the corresponding harmonic

cutoff energy for neutral argon. For these simulations, an 800 nm, 25 fs laser pulse was

propagated down a 5 cm long, 150 µm diameter, hollow dielectric waveguide in the EH11

mode (J0(r) Bessel function mode [113]) with an initial peak intensity of 1015 W/cm2.

The waveguide was assumed to be filled with 5 Torr of argon.
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In addition to the energy loss that accompanies ionization of a gas by a laser

pulse, ionization-induced defocusing [114] is another mechanism that can lower or limit

the peak laser intensity, thus lowering the cutoff harmonic energy. When a laser pulse

ionizes a gas, the spatial profile of the laser is mapped to the spatial distribution of

electrons, through the intensity dependent ionization rate. For a beam with a Gaussian

or Bessel function profile, this leads to an electron density that is maximum on the

propagation axis and minimum at the profile edge, resulting in an index of refraction

that is minimum on axis and maximum near the profile edge, as can be seen by Eq.

4.36, where the electron density and index are now functions of space and not time. The

strength of this effect is measured by the “defocusing length”, Eq. 4.40 [114], which

corresponds to a doubling of the beam divergence. When this length is shorter than the

Rayleigh range (Eq. 4.41), plasma defocusing should be the dominant effect regarding

the laser propagation.

lD = (λ/2)(Ncrit/Ne) (4.40)

zR =
πω2

0

λ
=

4λ

π
(F#)2 (4.41)

where λ is the laser wavelength, ω0 = (λf)/(πω) is the focal spot radius in a vacuum,

f is the lens focal length, ω is the beam radius on the lens, and F# = f/(2ω) is the

f-number of the focusing system. In terms of the critical density, plasma defocusing

becomes dominant when Ne ≈ 4 × 10−5 Ncrit for typical focusing where F# ≈ 100.

This is approximately 1016–1017 cm−3 for 800 nm light, which corresponds to ∼ 1–10

Torr of an ideal gas.

The last, and possibly most significant, macroscopic effect on the observable har-

monic signal is phasematching. In phase sensitive nonlinear processes, such as frequency

doubling, sum- and difference-frequency mixing, and high harmonic generation, the sig-



66

nal will be maximal when the generated fields add coherently at every point along the

direction of propagation in the nonlinear medium. This requirement is satisfied if the

phase velocities (and consequently the wave vectors) of the driving and generated fields

are equal. If they are not equal, the fields generated at different locations along the

propagation direction will add constructively and destructively, as illustrated in figure

4.6.

From classical nonlinear optics, the field of the qth harmonic, after propagating

through a nonlinear medium of length L, is

Eq ∝

∫ L

0
En

f d(z) e−i∆kzdz (4.42)

where Ef is the driving (fundamental) field, n is the effective order of the nonlinear

process, d(z) is the nonlinear coefficient, ∆k = qkf − kq is the phasemismatch, and kf

and kq are the wave vectors of the fundamental field and the qth harmonic, respectively.

The intensity of the qth harmonic at the exit of the medium is maximized when ∆k = 0,

as can be seen in Figure 4.7. Assuming En
f and d(z) are independent of the propagation

direction z, performing the integration in Equation 4.42 leads to the following relation

between the intensity of the qth harmonic and the phase mismatch,

Eq ∝ L2sinc2(
∆kL

2
). (4.43)

Even if perfect phase matching is not possible, minimizing the phase mismatch will

result in the largest harmonic signal. Figure 4.8 shows the harmonic signal growth

as a function of material length for different phase mismatch values. The harmonic

intensity will grow quadratically with medium length when ∆k = 0, but will oscillate

due to a non-zero phase mismatch. These oscillations can be described in terms of a

characteristic length, the coherence length (Eq. 4.44), which is defined as the length

necessary for a phase shift of π to develop between the signal generated at two different
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Figure 4.6: Illustration of phase matched and non-phase matched signal generation.
(a) Relation between driving (black) and generated (blue) fields at every position for
phase matched signal generation. (b) Relation between driving field (black) and fields
generated at a previous position (dashed blue) and the current position (solid blue)
for non-phase matched signal generation. (c) Total generated signal for phase matched
(solid red) and non-phase matched signal generation (dashed red).
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positions along the propagation direction. It is also the length over which the harmonic

signal increases before being converted back into the fundamental field. As is evident

from Figure 4.8, larger phase mismatch results in shorter coherence lengths which results

in less harmonic output.

Lcoh =
π

∆k
(4.44)

For harmonic generation in a hollow waveguide, the phase mismatch originates

from three dispersion mechanisms: the neutral gas (∆kn), the free electrons (∆kp) and

the waveguide (∆kw). It is assumed that the neutral gas has an index of refraction

≈ 1 at the harmonic wavelengths and that the harmonic signal is generated with a

sufficiently small spatial profile such that it does not interact with the waveguide. With

these assumptions, the phase mismatch in a hollow waveguide is

∆k = ∆kn + ∆kp + ∆kw (4.45)

=
2πqPδn(1 − η)

λPatm
−
ηPNatmre
Patm

(

qλ−
λ

q

)

−
qu2

nmλ

4πa2
(4.46)

where q is the harmonic order, λ is the fundamental wavelength, re is the classical elec-

tron radius, unm is a constant corresponding to the propagation mode in the waveguide,

a is the waveguide radius, and P , Patm, Natm, δn, and η are defined above. For the EH11

mode of the hollow waveguide, u11 is equal to the first zero of the Bessel function J0.

For small values of η, there exists a pressure for which ∆k = 0, but for large η (usually

a few percent) phase matching is not possible and quasi-phase matching techniques are

necessary [91,115].

4.3 Plasma waveguides

Hollow, dielectric waveguides have been used to increase the interaction length

between laser pulses and a target gas for the purposes of phasematched high harmonic
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Figure 4.8: Harmonic intensity as a function of material length for ∆k = 0 (solid),
π/(2Lcoh) (dashed) and π/(Lcoh) (dotted).
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generation [80] and ultrashort (< 5 fs) pulse generation [112]. The amount of laser

energy that can be guided by this type of waveguide is limited due to ionization-induced

defocusing [114] and ablation of the waveguide by the high intensity laser pulse. Other

techniques for guiding high intensity laser pulses through ionizing gases and plasmas

have been developed, such as self-guiding [116–122] and pre-formed plasma waveguides

[25–28,123–125]. Self-guided laser pulses, requiring very high intensities (∼ 1018W/cm2)

rely on a balance of diffraction, plasma defocusing and relativistic self-focusing to guide

a pulse over many Rayleigh lengths. This process relies on a delicate balance between

a number of nonlinear phenomena, making it extremely susceptible to instabilities.

In addition, it is impossible to tailor the properties of the guide and the laser pulse

separately since the pulse, in essence, creates the waveguide.

Both dielectric and pre-formed plasma waveguides have the benefit of separating

the creation of the guide and the laser pulse that is to be guided. In the case of pre-

formed waveguides, the properties of the guide can be dynamically tuned. Whether these

pre-formed guides are created by a laser pre-pulse [25,123,124] or by a capillary discharge

[26,28,125], the basic principle is the same: a plasma is created with a density minimum

on axis and maximum near the edge of the waveguide. In the case of a laser pre-pulse

focused into a low density gas, the pre-pulse ionizes and heats the electrons in the

axially-extended focus. This ionization and heating creates a pressure gradient, causing

the electrons to travel radially outwards, dragging the ions with them and leaving a

minimum in the plasma density on axis. In the case of a fast capillary discharge-driven

plasma waveguide, a hollow dielectric waveguide is filled with a low density gas and a

low simmer current is applied. A fast rising current pulse is then discharged down the

pre-ionized gas, ionizing it further and heating the plasma. A large ~v× ~B force causes a

rapid compression, and further collisional ionization, of the plasma column. The plasma

column compresses from the edge towards the center, giving rise to a plasma density

that is maximum at the edge of the compressed region and minimum on axis, resulting
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in a plasma waveguide whose diameter is shrinking.

To analyze the effect of the plasma waveguide, the index of refraction is assumed

to be dominated by the free electron density, which is assumed to be much less than the

critical density corresponding to the wavelength of the driving laser. These assumptions

lead to Eq. 4.37 as the index of the plasma. The final assumption is that the electron

density has a parabolic radial profile (Eq. 4.47).

Ne(r) = N0 + ∆N

(

r

r0

)2

(4.47)

where N0 is the electron density on axis, ∆N is the change in density from the center

to the edge of the waveguide, r is the radial position, and r0 is the radial extent of the

waveguide. It has been shown [123] that Equation 4.47 is a good approximation to the

actual electron density profiles. The transverse modes of an infinite, parabolic plasma

waveguide can be determined by solving the wave equation (Eq. 4.48) with cylindrical

symmetry.

∇2E⊥ + (n(r)2k2 − β2)E⊥ = 0, (4.48)

where E⊥ is the transverse electric field profile, n(r) is the index profile, k is the vacuum

wavenumber, and β is the wavenumber in the direction of propagation. The result is

an infinite number of LaGuerre-Gaussian modes, with the lowest order solution being

a Gaussian profile. For a truncated waveguide, (Ne(r) = N0 + ∆N for r > r0), there

are a finite number of bound modes. For real plasma waveguides, the electron density

drops off for r > r0, resulting in modes that leak into this low density region. Low-order

modes are still guided well by this leaky waveguide (and the parabolic assumption is

valid), but higher order modes are not. A laser pulse with a Gaussian spatial profile

will be guided by a capillary discharge (Eq. 4.47) at a constant radius (ω0) when that

radius is matched to the plasma waveguide. This matched radius (see Appendix C),
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rM , is given by [125]

rM =

[

r2ch
πre∆N

]
1

4

(4.49)

where rch is the diameter of the capillary discharge, re = e2/4πǫ0mc
2 is the classical

electron radius, and ∆N is the change in electron density from the center to the edge of

the capillary discharge. Figure 4.9 shows the electron density and the radial intensity

profile for a laser pulse matched to a 300 µm diameter capillary discharge with an on-

axis plasma density (N0) of 1017 cm−3 and ∆N = N0. Such capillary discharge plasmas

are ideal for high harmonic generation, as will be seen in the next chapter.
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Figure 4.9: Plot showing the relation between the electron density (black) and radial
laser intensity (red) for a laser pulse matched to a 300 µm capillary discharge with
N0 = ∆N = 1017 5cm−3.



Chapter 5

High-order harmonic generation from ions in a capillary discharge

5.1 Introduction

In recent years, high-harmonic generation (HHG) research has been directed to-

ward the production of higher photon flux at shorter wavelengths. There has been much

success with the use of short (< 20 fs) laser pulses [78, 92, 93] to extend the harmonic

cutoff to much shorter wavelengths as well as the use of quasi-phasematching tech-

niques [91,115] to increase the photon flux, particularly in the water window (∼284–532

eV). In order to generate high-order harmonics in this region of the soft x-ray spec-

trum, noble gas atoms with very large ionization potentials are used. According to the

three-step, semi-classical model, atoms with large ionization potentials will require a

higher laser intensity to ionize, thus releasing an electron into a larger electric field.

The electron will gain more energy in this larger electric field and, upon recollision

with the parent ion, can release a higher energy photon. From the cutoff rule (Eq.

4.10), it can be seen that atoms with lower ionization potentials will necessarily emit

photons with lower energy. Therefore large ionization potentials are required for the

generation of high-order harmonics with very short wavelengths. Unfortunately, atoms

with larger ionization potentials (He, Ne) tend to have lower effective nonlinear suscep-

tibilities than atoms with smaller ionization potentials (Ar, Kr, Xe) [126]. This lower

effective susceptibility leads to lower harmonic signal [74].

Therefore, the problem of efficiently generating short wavelength harmonics re-
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duces to the problem of combining the large ionization potential of the lighter atoms

with the large polarizabilities of the heavier atoms. One very interesting solution is to

use the ions of the heavier gas atoms. These ions will, necessarily, have a larger ioniza-

tion potential than their respective neutral atoms, approaching the ionization potentials

of the lighter atoms (Ip = 21.60 eV for Ne, Ip = 21.21 eV for Xe+). In addition, since

the ion is large, it should have a large recollision cross section, increasing the proba-

bility that an electron will recombine upon returning to the ion. It has been shown

theoretically [88, 97] that the magnitude of the single atom response is approximately

equal for neutral atoms and their ions, except that the cutoff for ions occurs at much

higher photon energies.

Initial work on generating high harmonics from ions was performed with ions

created through the ablation of a solid target [127]. Other work used a KrF (248 nm)

laser to generate harmonics from rare-gas-like ions (Li+, Na+, K+), also created from a

solid target [128,129]. From these early experiments, it was concluded that rare-gas-like

ions were superior to the rare gas atoms for high harmonic generation when a short

wavelength driving laser was used. These experiments did not have a well characterized

target species and thus emission from the neutrals and ions could not be distinguished.

Moreover, these experiments did not benefit from any waveguide effect and as a result,

no dramatic extension of cutoff was observed. Harmonic generation using a near-IR (784

nm) laser [76] produced spectra from argon and xenon which suggested the emission

was from ions, but it was not extensively investigated. Further experiments generated

harmonics from rare-gas-like ions ablated from a solid target [87] as well as underdense

aluminum plasmas illuminated with a UV laser pulse train [89], but these experiments

concluded that the HHG from the ions was less than that of comparable neutral gas

atoms. Wahlström et al. [87] suggested that the reduction in signal with the ions was

due to ionization-induced defocusing. Recent work [88] has shown that the effect of

ionization-induced defocusing can be minimized, but not eliminated, by the use of a



77

hollow capillary waveguide, and harmonic photons up to ∼250 eV can be generated by

argon ions. However, the effects of ionization-induced refraction of the laser beam are

still significant, as are the effects of energy loss due to ionization and phase matching.

The first two effects lead to significant losses in the waveguide, ultimately limiting the

laser intensity and cutoff photon energy.

In this work, xenon was used as the target gas because it has a very large effective

susceptibility. The highest photon energy generated from xenon to date with an 800 nm

driving laser was ∼70 eV [76] and was attributed to xenon ions. Emission from xenon

ions could extend the HHG cutoff to substantially higher photon energies. However,

because of the low ionization potential of Xe (12.13 eV), there is significant energy loss

due to ionization and ionization-induced defocusing as well as poor phase matching con-

ditions due to the large electron density. As previously mentioned, a capillary discharge

can provide an ionized medium where ionization-induced defocusing and energy loss due

to ionization are virtually eliminated, leaving phase matching as the last limitation to

efficient generation of harmonics from ions.

Capillary discharges are capable of generating elongated plasma columns with

a radial concave electron density profile, which efficiently guide high intensity laser

pulses [28,130,131] and reduce the effects of plasma defocusing. Moreover, the degree of

ionization can be tuned by changing the discharge current, as seen in Figure 5.1. This is

important for HHG since the driving laser can then interact with a tailored, preformed,

completely ionized plasma, minimizing the plasma defocusing and energy loss due to

ionization.

In order to take advantage of the guiding behavior of the capillary discharge, the

operating parameters (gas pressure, peak current, current pulse width, etc.) need to

be optimized. Due to the large parameter space involved, a simulation of the capillary

discharge was developed at Colorado State University to provide insight into the correct

parameter combination. Once an optimal set of parameters was chosen, the simulation
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Figure 5.1: Simulation of the mean on-axis ionization as a function of peak discharge
current (∼2 µs decay time) for a 175 µm diameter capillary discharge, filled with ∼3
Torr of xenon.
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was used to predict the laser spot size that would be guided by the plasma waveguide.

In addition to predicting the plasma waveguide parameters, the simulation was used

to predict the spatial and temporal ion populations. A direct measurement of the ion

populations is difficult given the fact that the plasma is confined by the capillary.

5.2 Capillary discharge simulation

The program used to simulate the capillary discharge was developed by Berrill

and Rocca [132] and is explained in detail in Mark Berrill’s senior design thesis [133].

Originally developed to model the EUV laser capillary discharge, the code was also used

to model the low current capillary discharge used in these experiments. The code is a

magneto-hydrodynamic (MHD) code that incorporates an advanced atomic model to

calculate the collisional ionization rates. Results of the simulation can be seen in Figs.

5.1, 5.9, 5.11.

5.3 Experimental setup

The high harmonic generation experiment, illustrated schematically in Figs. 5.2

and 5.3, was conducted by focusing pulses from a 10 Hz chirped pulse amplification

Ti:sapphire laser system [134], constructed for these experiments, into a plasma column

generated by an electrical discharge in a 175 µm diameter bore, fused silica capillary.

The 10 Hz CPA system begins with a typical 88 MHz Ti:sapphire oscillator, followed by

a grating-based stretcher, which stretches the pulse to ∼150 ps. Following the stretcher

is a Pockels cell which drops the repetition frequency to 10 Hz. After the Pockels

cell, the pulses are sent into the first stage amplifier, which consists of a nine pass,

Ti:sapphire amplifier and a four pass, bow tie second stage amplifier, which increases

the pulse energy to 40–50 mJ. After the second stage, a vacuum spatial filter is used to

improve the beam quality while only reducing the pulse energy by ∼10%. The optics of

the spatial filter also serve as a telescope to expand the beam to avoid damage to the
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compression gratings. The amplifier pulses are compressed to ∼28 fs and then directed

into the capillary discharge.

This capillary discharge (Figs. 5.4 and 5.5) was designed and constructed at

Colorado State University and is a low peak current version of the ones used as EUV

lasers [32]. Laser pulses, with a pulse duration of 28 fs and an energy of 5 mJ, were

focused in vacuum to a waist diameter of ∼100 µm at the entrance of the capillary. Two

holes drilled 3 mm from the ends of the capillary serve as gas inlets and help maintain a

uniform gas pressure in the 4.5 cm long central region. The total length of the capillary

is ∼ 4.7 mm, leaving two 1 mm end sections for differential pumping. The pressure

in front of and behind the capillary was less than 1 × 10−4 Torr and 5 × 10−5 Torr,

respectively, when the capillary was filled with 2.9 Torr of xenon. The front gas inlet

was surrounded by a hollow cathode, while the anode consisted of a metal plate at the

end of the capillary, with a through-hole to allow the harmonic light to exit.

The compact discharge was mounted on an X-Y positioning stage supported by

a 2-axis tilt platform to facilitate alignment with the laser pulse. The HHG spectrum

was measured using a flat field EUV spectrometer and an x-ray CCD camera. Thin

aluminum or Al-coated zirconium filters (Lebow Company) were placed between the

spectrometer and the CCD camera to block the fundamental laser light. Two 200

nm thick aluminum filters were used to observe the EUV spectrum below 72 eV and

two 200 nm thick zirconium filters were used to observe the spectrum between 60 and

200 eV. A thin, 25 nm layer of aluminum was deposited on the front zirconium filter

to increase the attenuation of, and prevent damage from, the fundamental (800 nm)

laser light. The acquired spectra were calibrated using two methods, depending on the

spectral region. For spectra taken through the aluminum filters, the aluminum edge

(72.8 eV) was used in conjunction with the well resolved harmonic peaks to calibrate

the photon energy axis. Since the low order harmonics are typically generated early in

the pulse, where the intensity and ionization is low, one can safely assume the peaks are
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separated by twice the driving photon energy (∼1.55 eV). For spectra measured through

the aluminum-coated zirconium filters, a 200 nm aluminum filter and a 400 nm silicon

filter, with an absorption edge at 100 eV, were used to calibrate the energy axis. The

calibration data was taken with argon as the generation gas, since the signal from argon

is brighter at the higher photon energies. A typical integration time for the calibration

spectra was 60 seconds. In contrast, the integration time for the xenon spectra was 600

seconds. In addition, the spatial mode and pulse energy of the laser light exiting the

capillary was measured by inserting a removable mirror after the capillary and directing

the laser light into an imaging system and power meter.

The capillary was filled with 2–4 Torr of xenon gas, and a continuous DC simmer

current of ∼10 mA was used to maintain a low degree of ionization to predictably initiate

the pulsed discharge. By applying a current pulse of varying amplitude with rise time

∼350 ns and a decay constant of ∼2 µs, a pre-formed plasma consisting of predominantly

Xe II or Xe III can be created (Fig. 5.1). The combination of ohmic heating and heat

conduction to the capillary walls creates a plasma column with maximum temperature

on axis. Pressure balance gives rise to a concave electron density profile with a minimum

on axis constituting an index waveguide [130]. The HHG results reported here were

obtained using a 5 A peak current, as measured by a Rogowski coil. The discharge was

operated at 10 Hz and was synchronized to the laser. Time resolved visible spectroscopy

on the discharge was performed by replacing the EUV spectrometer with a 0.6 meter

visible spectrometer (50–100 µm entrance slit) and a gated, intensified, diode array.

5.4 Guiding of high intensity lasers with a capillary discharge

Since guiding of high intensity laser pulses in a fast capillary discharge has been

demonstrated in the past [27, 28], the first experiment conducted with this equipment

was to verify guiding of a high intensity laser pulse. Verification of laser guiding also

allowed for the validation of the capillary discharge simulation. For these experiments a
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250 µm diameter, hollow bore capillary was filled with 5–7 Torr of argon and driven with

a 1 µs, 50 A, square current pulse. Laser pulses with 1–5 mJ of energy were injected

into the plasma waveguide at varying times with respect to the rise of the current pulse.

The laser mode was imaged onto a visible CCD while the energy was simultaneously

measured with a laser power meter. A wire mesh grid, originally used to support a thin

metal filter purchased from the Lebow Company, was used to provide a calibration of the

beam profile imaging system and to ensure the imaging system was in focus. According

to the Lebow Company, this standard mesh grid has 70 lines per inch, corresponding

to a center-to-center wire spacing of ∼363 µm (Fig. 5.6), which gives a calibration of

2.56 µm/pixel. This calibration was used to determine the 1/e2 diameter of the beam

profiles.

Figures 5.7 and 5.8 show the performance of the capillary discharge as a plasma

waveguide. Before the current pulse is initiated, the throughput of the system is ∼30 %

for a 5 mJ pulse and 5 Torr argon. Approximately 200 ns after the rise of the current

pulse, the transmission increases to ∼66 % and remains at this level until the current

pulse starts to decay, around 800 ns. The beam profiles, taken with a pulse energy of

∼ 1 mJ and 6.7 Torr argon, show the same behavior. Before a delay of 200 ns, the

beam profiles show some structure and have low intensity. Between 200 and 800 ns, the

intensity increases and the mode improves significantly. After 800 ns, the mode slowly

degrades to a mode similar to that observed before the onset of the discharge. Images

taken with a 5 mJ laser pulse show the same behavior. During optimal guiding condi-

tions, the exiting beam has a diameter of 130 ± 5 µm. This diameter was determined

from the measured images by directly determining the 1/e2 points as well as using a

90-10 knife edge technique. Both methods result in similar diameters.

Figure 5.9 shows the predicted electron density profile for a 50 A, 1 µs square

pulse driving 10 Torr of argon, at a delay of 800 ns. Calculating the matched radius (Eq.

4.49), from this profile gives a diameter of 122 µm. Recalculating the matched radius
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363 µm

Figure 5.6: Wire grid image used to calibrate beam profile imaging system.
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for 6.7 Torr of argon, by simply scaling the electron density, gives a matched radius of

134 µm, providing excellent agreement between the simulation and experiment.

5.5 High harmonic generation from ions

The three main limitations to generating very high-order harmonics from ions

are ionization-induced defocusing, energy loss due to ionization, and poor phasematch-

ing. The capillary discharge addresses the first two limitations by creating a preionized

plasma with a concave electron density profile. The plasma created by the discharge sig-

nificantly suppresses energy loss due to ionization-induced defocusing of the laser beam

and maintains a high laser intensity in the interaction region. The characteristics of

this plasma column were optimized for optimal HHG cutoff, by adjusting the discharge

current, the xenon gas pressure, and the delay of the laser pulse with respect to the

rising edge of the discharge current. The HHG emission was then monitored, both with

and without the discharge current. Under optimal conditions, the cutoff energy can be

dramatically extended, as shown in Fig. 5.10 [1]. These spectra were obtained at a

xenon pressure of 2.9 Torr with the laser being injected 2 µs after the onset of current

pulse.

A typical high harmonic spectrum from xenon has a cutoff around 35–40 eV, but

previous measurements have observed a cutoff as high as 70 eV [76]. In this experiment,

the observed HHG cutoff in xenon ions was first extended from the previously observed

70 eV to 95 eV using high harmonic generation in a gas filled hollow waveguide (Fig.

5.10, red). This initial extension of the cutoff compared with past work is due to a

partial reduction of ionization-induced defocusing in the guided geometry. The short

defocusing length in a gas jet, given by Eq. 4.40, would otherwise defocus the laser

beam and lead to a reduction in intensity in a distance of under 7 mm [88, 114]. The

observed maximum photon energy was then extended further, to 150 eV, by generating

the harmonics in a completely ionized xenon plasma column created by the capillary
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Figure 5.9: Electron density profile predicted for a 250 µm diameter capillary, filled
with 10 Torr of argon, and driven with a 1 µs, 50 A, square pulse.
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discharge (Fig. 5.10, blue).

The observed photon energies of 150 eV from xenon ions far exceeds the accessible

photon energies that can be generated from neutral krypton or xenon atoms and repre-

sents greater than a factor of two increase in cutoff energy, when compared to previous

work [76]. In addition to the extension of the cutoff photon energy, preionizing with

a capillary discharge increases the HHG flux in xenon around the cutoff in a hollow

waveguide (∼95 eV) by nearly two orders of magnitude. This technique is not limited

to xenon and can be implemented with any of the gases typically used in HHG (He, Ne

or Ar). As a result, use of a capillary discharge plasma as a medium for high harmonic

generation shows great promise for increasing harmonic flux in addition to extending

efficient harmonic generation to much shorter wavelengths.

The extension of the cutoff and the enhancement of the harmonic flux in the

presence of the discharge plasma are due to the capillary discharge plasma. First, the

discharge creates a concave plasma density profile that is completely ionized on axis prior

to the arrival of the laser pulse. Figure 5.11 shows the simulation results of the electron

density profile and ion species distribution for the measured current pulse (5 A peak)

driving 3 Torr of xenon in a 175 µm diameter hollow capillary. In the center section of

the capillary, the electron density has a noticeable concave shape and the matched radius

for this profile is ∼70 µm. Optimal coupling into the fundamental mode of the hollow

waveguide occurs for a gaussian pulse with a radius of ∼60 µm. Since neither radii is

significantly greater than the other, the beam cannot be guided solely by the hollow

waveguide nor the plasma waveguide. This is a situation of “hybrid” guiding. Therefore,

the density profile aids in guiding the driving laser pulse and mitigates ionization-

induced refraction, while the completely ionized media will reduce the laser energy lost to

ionization. Our measurements show that the transmission efficiency of the fundamental

light through the waveguide increases from 31% without the discharge to 62% with the

discharge on. These effects result in a higher laser intensity throughout the capillary
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time for this data was 600 seconds. (Adapted from Fig. 2 of [1])
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and therefore, from the cutoff rule, lead to higher harmonic photon energies.

In addition to the reduced ionization-induced defocusing and ionization loss, the

presence of xenon ions can also increase the measured HHG signal. The xenon ions

created by the capillary discharge exhibit a dramatically lower absorption cross section

than neutral xenon atoms in the ∼80–150 eV range [135, 136]. The neutral absorption

cross section in this photon energy range is > 5 Mb (10−22 m2), with a peak of ∼30

Mb around a photon energy of 100 eV. In contrast, the partial absorption cross section

for singly ionized xenon is 1–2 Mb for 80–100 eV and drops dramatically from ∼1 Mb

at 100 eV to ∼0.05 Mb at 150 eV. This large difference in photoionization cross section

can result in different amounts of EUV radiation exiting the capillary. For the situation

without the preionizing discharge, the highest harmonics are assumed to be generated

near the entrance of the capillary, due to the short defocusing length (∼6 mm). These

harmonics then propagate through a few centimeters of neutral xenon, attenuating the

signal. When the discharge is used to preionize the gas, the absorption is reduced due

to the presence of xenon ions, which results in more harmonic emission exiting the

capillary.

5.5.1 Blueshift of HHG spectrum

Another prominent feature in the data of Fig. 5.10 (and magnified in the in-

set) is the fact that, in the 55–85 eV spectral region, the individual harmonic peaks

are much better resolved when the discharge is used to preionize the xenon. Without

the discharge, the lack of resolved harmonic peaks results from self-phase modulation

(SPM) of the fundamental laser pulse that would be expected to accompany the rapid

ionization of the neutral xenon by the laser. The rapid ionization causes the central

wavelength of the driving laser to shift toward shorter wavelengths. This shift is con-

tinuous as the pulse propagates down the entire length of the capillary. Therefore, the

central wavelength of the harmonic spectrum, and thus the spectrum itself, is different
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(b)

Figure 5.11: (a) Predicted electron density profile and (b) ion species distribution for a
5 A peak discharge current in a 175 µm capillary filled with 3 Torr of xenon.
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at different locations along propagation. This causes the observed harmonic spectrum

to smear, resulting in the relatively smooth spectrum of Fig. 5.10. When the dis-

charge preionizes the xenon, phase modulation of the laser is dramatically reduced, and

occurs only through ionization of the ions. This reduced phase modulation leads to

better resolved harmonic peaks, due to little or no shift in the central wavelength of the

driving laser. Spectral measurements of the laser after the capillary show significant

spectral broadening and blueshifting without the discharge, as shown in Fig. 5.12. In

contrast, when the discharge is running, the fundamental laser spectrum shows a very

small change in spectrum from that observed from an evacuated capillary.

5.5.2 FROG measurements

Frequency resolved optical gating (FROG) measurements of the exiting pulse

were taken for the same conditions as the harmonic spectra. Figure 5.13 shows the

reconstructed pulse intensities for an evacuated capillary and for the discharge at the

optimal time delay with full-width-half-maximum (FWHM) measurements of 32 and 22

fs, respectively. The FROG errors were fairly high (1–2%) for all the reconstructions,

mainly due to the low dynamic range of the CCD camera used for recording the FROG

traces. A comparison of the measured and reconstructed FROG traces shows that they

exhibit the same main features, but due to slight differences the estimated measurement

error is ±5 fs. FROG measurements were taken for a xenon filled, hollow waveguide

without the discharge. The intensity of the pulses was large enough, and the SPM so

severe, that the pulse would break up temporally, resulting in an inability to reconstruct

the measured FROG traces. Therefore, a comparison could only be made between the

evacuated capillary and the xenon filled capillary with the preionizing discharge. These

results show that the discharge does not aversely affect the temporal structure of the

driving laser and it may shorten the pulse duration.
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Figure 5.12: Spectral measurements of the driving laser field through an evacuated
capillary (black), a xenon filled capillary with no discharge (red), and a xenon filled
capillary with discharge at the optimal time delay (blue). (Adapted from Fig. 3 of [1])
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and for the discharge at optimal timing (dashed).
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5.5.3 Phasemismatch of lower order harmonics

Another feature of the data in Fig. 5.10 is that, at the lowest photon energies

(<50 eV), the harmonic signal decreases substantially with the discharge. In this spec-

tral region, harmonic emission without the discharge is primarily from ionization of

neutrals. However, when the discharge is initiated under these conditions, the neutral

atom population is depleted. Although HHG from ions will also generate photons in this

energy range with comparable single-atom response, the emission occurs in a plasma

with significantly shorter coherence length (∼1 mm with the discharge on as opposed

to ∼5 mm without the discharge for the 19th harmonic) than in a neutral gas, thereby

reducing the overall efficiency.

5.5.4 Temporal evolution of the harmonic extension

Figure 5.14 further illustrates the optimum plasma conditions for harmonic gen-

eration. Figure 5.14(a) shows the harmonic signal at 120 ± 2 eV, together with the

current pulse temporal profile. It is clear that the efficient generation and detection of

the highest photon energies is well localized within the time of the current pulse. The

intensity of this harmonic signal is zero before the onset of the current pulse, increases

after this onset, reaches a peak at a delay of 2 µs, and then quickly decays back to zero.

As mentioned before, this increase is due to a minimization of defocusing and ionization

losses. This localization within the time window of the discharge current pulse is an

indication that the highest observable harmonics are generated solely from ions. This

clearly shows the advantages of generating harmonics in a capillary discharge. One

might expect the most efficient generation of the highest photon energies to occur when

the ion population is at a maximum (i.e. near the rising edge of the current pulse),

but the data indicates that the most efficient generation is delayed with respect to the

rising edge. It is possible that the delay of the maximum HHG signal is due to the
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presence of plasma non-uniformities caused by the fast rise time of the current pulse.

These non-uniformities can hinder or disrupt the generation of the harmonic signal.

5.5.5 Time resolved visible spectroscopy

In order to further verify that the extended harmonic signal is from ions, the

time resolved visible spectra of the discharge plasma were measured (Fig. 5.15) using

the same conditions as the HHG experiment. The spectrometer was tuned to the blue

region of the visible spectrum (∼425 nm) for the spectral lines of Xe II and III, and it

was tuned to the red region (∼825 nm) for the spectral lines of Xe I. A BG-39 filter

was used to prevent contamination of the Xe II and III signal by the 2nd order of the

Xe I lines. Due to much lower signal, the gate window width and integration times for

these spectra were 100 ns gate, 10 s integration for the blue spectra and 500 ns gate,

50 s integration for the red spectra. The strength of different atomic spectral lines for

different ion species was measured as a function of time delay after the onset of the

discharge current pulse. Figure 5.14(b) shows selected visible emission lines from Xe I

(823.16 nm), II (418.01 nm), and III (410.92 nm) on the same time scale. These lines

were chosen for the strength of the signal and the distance from the spectral lines of

other species, making identification unambiguous. All the spectra were normalized to

the signal of the strongest ion signal, Xe III in this case. It can be seen that the signal

from neutral xenon is fairly weak throughout the current pulse, while the Xe II and

III signal follows the contours of the current pulse fairly closely. Early in the current

pulse there is a significant population of Xe III, which may be another cause of the peak

harmonic signal being delayed with respect to the peak of the visible ion spectroscopy.

The over-ionized plasma results in an increased electron density and, therefore, a larger

phase mismatch between the driving laser pulse and the generated harmonics. The

strongest harmonic signal is observed when the visible ion signal has dropped to ∼ 1/2

of the peak value.
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Figure 5.14: (a) Time evolution of the harmonic signal at 120 ± 2 eV (maroon dia-
monds). The current pulse is shown for reference (black). (b) Time evolution of the
visible emission lines from Xe I (823.16 nm) (green), Xe II (418.01 nm) (red), and Xe
III (410.92 nm) (blue). (Adapted from Fig. 4 of [1])
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Figure 5.15: (a) Sample visible blue spectra at -100 ns delay (dashed) and 2000 ns
delay (solid).(b) Sample visible red spectra at -250 ns delay (dashed) and 2250 ns delay
(solid). These spectra show the large change in spectral lines associated with xenon
ions, while the neutral spectral line emission does not change significantly. The spectral
lines used for Figure 5.14 are noted.
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These spectroscopic measurements and model calculations with a combined hy-

drodynamic and atomic physics code developed at Colorado State University [132] show

that the discharge plasma is completely ionized in the center region of the capillary at

a time delay of 2 µs, corresponding to the observed maximum of the harmonic signal.

The model is consistent with the relative Xe I, Xe II, and Xe III line intensity mea-

surements of figure 5.14(b). In contrast to the spectroscopy of the pulsed discharge,

the spectrum of the plasma created by the small simmer current shows very strong Xe

I lines, with weaker Xe II and III lines. Finally, calculation of well established ADK

strong-field ionization rates show that all harmonics from xenon gas at energies > 75

eV are produced under conditions where the neutral xenon has already been completely

depleted (> 99%) [107]. These results show that the highest energy harmonics observed

were generated exclusively from ions.

5.6 Conclusion

It has been confirmed that a capillary discharge plasma has the correct electron

density profile for the guiding of a high intensity laser pulse. Also, it has been demon-

strated that harmonic generation from xenon ions in a capillary discharge plasma can

significantly extend the highest observable harmonic to shorter wavelengths by a factor

of two compared with previous measurements. We have observed an extension of the

highest observable harmonic by ∼80 eV, from 70 to 150 eV, over previous experiments,

as well as an enhancement of the flux of the harmonics in the 95 ± 1 eV region by nearly

two orders of magnitude. The presence of the discharge reduces phase modulation of

the driving laser and increases the laser intensity available for harmonic generation,

producing shorter wavelength harmonics.



Chapter 6

Conclusion

In conclusion, this thesis reports on significant advancements in the fields of ul-

trafast laser design and high harmonic generation. First, this work developed a novel

technique, down-chirped pulse amplification (DPA), for the amplification of ultrashort

pulses. This new technique allows for an increase in the output energy of some existing

amplifiers by approximately a factor of two in a simpler, more compact design. Sec-

ond, this novel design has been implemented in a amplifier that is scalable to repetition

rates of tens of kilohertz, a previously unexplored regime of ultrafast laser operation.

In this repetition range, pulse energies of a few hundred microjoules are possible. This

type of system has many advantages in the areas of biology, chemistry, and physics

where large pulse energies are not required, but high repetition rates are desirable for

reasons of averaging and signal acquisition time. The DPA design has the potential to

expand the usefulness of ultrafast lasers to other scientific disciplines due to the minimal

adjustments in the stretcher and compressor.

Lastly, the work demonstrating the first evidence of high harmonic generation

(HHG) from ions in a capillary discharge has many possibilities for applications as well

as the advancement of basic science. First and foremost, it demonstrates a technique

by which higher photon energies may be generated from existing amplifier systems. It

may be possible to generate harmonics in previously inaccessible spectral regions using

this technique. Initial measurements indicate that this technique can be extended to
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other noble gases, such as krypton and argon, with similar results. In addition, by

combining this technique with that of quasi-phase matching, it would be possible to

efficiently generate harmonics in a wider range of spectral frequencies. Simulations of

counter-propagating and two-color quasi-phase matching techniques indicate that it is

possible to greatly increase the signal from ions, even in the water-window region of the

spectrum (2.4–4 nm).

This work represents advances in both ultrafast laser technology and its applica-

tion, and has the potential to further advance fundamental scientific knowledge as well

as technology.
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ultrashort laser pulses,” Journal of the Optical Society of America B, vol. 14,
no. 10, pp. 2716–2722, 1997.

[5] C. Geddes, C. Toth, J. van Tilborg, E. Esarey, C. Schroeder, D. Bruhwiler, C. Ni-
eter, J. Cary, and W. Leemans, “High-quality electron beams from a laser wake-
field accelerator using plasma-channel guiding,” Nature, vol. 431, pp. 538–541,
2004.

[6] H. C. Kapteyn, M. M. Murnane, and I. P. Christov, “Extreme nonlinear optics:
Coherent x-rays from lasers,” Physics Today, vol. March Issue, pp. 39–44, 2005.

[7] D. Strickland and G. Mourou, “Compression of amplified chirped optical pulses,”
Optics Communications, vol. 56, no. 3, pp. 219–221, 1985.

[8] E. B. Treacy, “Optical pulse compression with diffraction gratings,” IEEE Journal
of Quantum Electronics, vol. QE-5, no. 9, pp. 454–458, 1969.

[9] O. E. Martinez, J. Gordon, and R. Fork, “Negative group-velocity dispersion
using refraction,” Journal of the Optical Society of America A, vol. 1, no. 10, pp.
1003–1006, 1984.

[10] O. E. Martinez, “Grating and prism compressors in the case of finite beam size,”
Journal of the Optical Society of America B, vol. 3, no. 7, pp. 929–934, 1986.



107

[11] O. E. Martinez, “Design of high-power ultrashort pulse amplifiers by expansion
and recompression,” IEEE Journal of Quantum Electronics, vol. QE-23, no. 8, pp.
1385–1387, 1987.

[12] O. E. Martinez, “3000 times grating compressor with positive group velocity dis-
persion: Application to fiber compensation in the 1.3-1.6 mm region,” IEEE
Journal of Quantum Electronics, vol. QE-23, no. 1, pp. 59–64, 1987.
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Appendix A

Capillary discharge, extreme-ultraviolet amplifier

Compact capillary discharge lasers and high harmonic generation are sources of

bright, soft x-ray pulses, which can be used for a variety of applications. Capillary

discharge lasers [32, 33] have the advantage of producing highly energetic pulses (∼1

mJ) [137], but have long pulse durations (∼1 ns). In contrast to this, high harmonic

generation (HHG) produces pulses with attosecond pulse durations [138] and, in ad-

dition, excellent spatial coherence [17], but low energy. The main limitation of high

harmonic generation is the low conversion efficiency (10−6–10−4). Therefore, the use of

a capillary discharge as a soft x-ray amplifier for a high harmonic generated seed will

provide pulses with the benefits of both techniques: short pulse duration, high spatial

coherence, and high pulse energy.

Amplification of HHG was first demonstrated by Ditmire et al. in 1995 [29],

where a solid gallium target was irradiated by a laser to create a collisionally pumped

laser plasma amplifier. An overall gain of ∼ 3 was observed for the 21st harmonic of

an Nd:glass laser. Since then, very little progress has been made in the area of soft x-

ray amplifiers [30,31,139], despite the fact that this first observation occurred over ten

years ago. In addition, all of the amplifiers that have been demonstrated to date have

employed laser created amplifier media [29–31], with the latest versions using optical-

field-ionization (OFI), soft x-ray lasers as the gain medium. Capillary discharges provide

an attractive alternative, since the discharges are electrically driven and do not require
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large amounts (∼1 J) of laser energy.

A.1 Capillary discharge soft x-ray lasers

Capillary discharges have two basic designs, slow and fast, characterized by the

rise time of the excitation current pulse. Slow capillary discharges typically use an

evacuated plastic capillary and have rise times greater than 50 ns. The slow current

pulse ablates material off the inner wall of the capillary, forming a shock wave that

compresses the ablated material, which is then collisionally excited by the current pulse.

Fast capillary discharges have rise times less than 50 ns and have been the most

successful at producing soft x-ray lasers. The fast current rise time (<50 ns) has the

advantage of minimizing the amount of material ablated from the capillary wall. The

fast rise time ionizes the gas and creates a large magnetic field, which compresses the

plasma. This compression occurs rapidly and detaches the plasma from the capillary

wall before significant amounts of material have been ablated. Fast capillary discharges

typically compress the plasma from the 1–4 mm capillary diameter to ∼300 µm. The

large current density combined with this plasma compression results in a high density,

multiply ionized plasma column with good axial uniformity, ideal conditions for soft

x-ray lasing. Lasing was first observed in a fast capillary discharge in the 3p–3s, J =

0–1 transition of neon-like argon (Ar IX) at 46.9 nm [32,33].

A.2 Experimental setup

The setup for this experiment (Fig. A.1) consists of a two stage, Ti:sapphire

amplifier, operating at 10 Hz and being pumped with a total of 200 mJ at 532 nm.

After the second pass of the second stage, the pulse has ∼20 mJ of energy and it is

split with a 90%/10% beam-splitter. The portion of the pulse with 90% of the energy is

reflected back through the second stage of amplification for two more passes, resulting

in a ∼50 mJ pulse. This pulse is then compressed (∼28 fs) and 9–12 mJ is focused
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into a 400 µm diameter bore, hollow capillary filled with low pressure (∼1 Torr) xenon.

The interaction between the laser pulse and the xenon produces the high harmonic seed

that is to be amplified. Pulse energies outside this range resulted in lower HHG signal.

To ensure maximum amplification, one of the harmonic peaks must match the spectral

bandwidth of the amplifier. The 17th harmonic of 800 nm (47.1 nm) overlaps well with

the lasing transition of Ar IX (46.9 nm). In order to maximize the spectral overlap, the

oscillator spectrum was adjusted so the output of the amplifier was blue-shifted 3 nm,

to 797 nm, aligning the peak of the 17th harmonic with the peak of the amplifier gain.

After the harmonics were generated, two different setups were utilized. The first

setup consisted of a large vacuum chamber with two cubic zirconia (ZrO2) windows.

The intent was to use the windows, at a relatively high angle of incidence, to align

the harmonic seed with the amplification medium, while rejecting a large portion of

the 800 nm light. The windows were mounted on motorized optical mounts, which

were controlled from outside the vacuum chamber. The ZrO2 windows were used at an

incidence angle of ∼80◦, resulting in an overall EUV reflectivity of ∼25%. At 80◦, the

total reflectivity of the two flats at 800 nm is ∼17%. In the second setup, the vacuum

chamber and ZrO2 windows were simply removed, allowing the HHG seed to propagate

directly into the amplifier.

After this setup, the harmonics were directed into a fast capillary discharge (Fig.

A.2). The discharge consists of a spark gap (two large metal plates with a gap between

them) and a alumina capillary. The metal plates and gap are sealed and pressurized

with air to achieve the correct high voltage hold-off. This entire spark gap is then

submerged in transformer oil which is chilled and circulated. One plate of the spark gap

is attached to the pulsed, high voltage supply, while the other is attached to one end

of a 9–12 cm long, 3 mm diameter alumina (Al2O3) capillary filled with ∼300 mTorr

of argon. The other end of the capillary is grounded. A relatively long (a few ms),

high voltage (a few kV) pulse is used to preionize the argon before a very fast (∼25
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Figure A.1: Experimental setup for amplification of high harmonic generation.
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ps rise time), 40–65 kV pulse is applied to initiate the gain. The high voltage pulse

charges capacitors until the laser causes a breakdown of the spark gap. This results in

a discharge with peak currents of 10–20 kA. The charging times limited the repetition

rate of the discharge to ∼1 Hz. In order to reliably initiate the discharge, the high

voltage pulse was laser triggered. The small percentage of laser light that was split in

the second stage of the laser amplifier is compressed in a second compressor to below 50

fs. It is then sent to a very long optical delay stage (0–10 ns) before being focused into

the spark gap of the discharge, initiating the current pulse. The gain in the amplifier

lasts for a few ns [33], so accurate and repeatable triggering is necessary for a seeded

amplifier experiment. Laser triggering was used to reduce the jitter in a spark gap to

sub-100 picosecond levels [140].

A one meter vacuum monochromator, with 100 µm entrance and exit slits, was

placed after the discharge amplifier. To determine the resolution of the monochromator,

the intensity of the discharge laser line was measured as a function of the monochromator

setting since the linewidth of the lasing transition is ∼ 50 mÅ [141]. Figure A.3 shows

that the monochromator has a full-width-half-maximum resolution of 2 Å.

Attached to the end of the monochromator was a homebuilt streak camera. A

streak camera is an accurate way to measure picosecond duration EUV pulses. The

operation of a streak camera is shown schematically in Figure A.4. At the entrance of

the streak camera is a 100 µm slit, which acts as the exit slit of the monochromator.

The EUV pulses pass through the slit and strike a microchannel plate (MCP). The MCP

converts the EUV pulse to an electron bunch at the same time it amplifies the signal

(Fig. A.4(a)). This electron bunch is accelerated by a biased wire grid and traverse a

set of focusing electrodes which ensure that the bunch does not expand in the direction

transverse to the motion. The electrons then traverse a set of sweep plates (Fig. A.4(b)).

This is a set of parallel plates, one of which is grounded and the other has a very fast

high voltage edge applied. This fast edge causes a time varying electric field between
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Figure A.2: Laser triggered capillary discharge schematic (top view).
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the plates, and, consequently, a time varying deflection of the electrons. The sweep

plates map temporal structure to spatial structure. The swept electrons then strike a

micro-channel plate and a phosphor screen (Fig. A.4(c)). The signal is measured with

a phosphor screen imaged onto a visible CCD camera. Based on the sweep voltage

and the sweep camera dimensions, the streak camera has a calibration of 4 ps per

CCD pixel. The electron bunch that is ejected from the front MCP will exhibit some

temporal smearing due to the operation of the MCP. This, combined with space-charge

effects within the streak camera, will limit the resolution. Since the HHG emission is

effectively a temporal delta function, it can be used to determine the temporal response

of the streak camera. Figures A.6(b) and A.7(b) show that the sweep traces of the high

harmonic radiation have a FWHM of ∼50 pixels, which gives a streak camera resolution

of 200 ps.

A.3 Results

Figure A.5 shows a simultaneous measurement of the discharge current and the

emission from the argon plasma. The discharge current was measured with a Rogowski

coil designed to convert current to voltage with a 10−4 conversion (10 kA → 1 V).

The plasma emission was measured with a solid aluminum, uncalibrated photocathode,

biased with 1600 V. This photocathode was constructed at Colorado State University

and the conversion efficiency was estimated to be within a factor of two of similarly con-

structed photocathodes, with a conversion of 90 kV/J. Using this estimated calibration,

the pulse energy of the discharge laser is ∼5 µJ (Fig. A.5), with most of the noise due

to interference from the capillary discharge and the incoherent plasma emission. This

pulse energy is in agreement with the pulse energy of ∼7.5µJ, obtained by scaling the

results of a similar capillary discharge [142] to account for the difference in capillary

length. Some of the dynamics of the plasma can be seen in the measured current pulse.

The current rises rapidly in the pre-ionized argon. The large current produces a large
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Figure A.4: Schematic diagram of the EUV streak camera. The red arrow refers to the
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magnetic field, which compresses the plasma. As the plasma compresses, the induc-

tance of the plasma increases. As the plasma radius nears its minimum, the inductance

increases enough to cause the current to level off or decrease. This is when the plasma

conditions are ideal for lasing. After the compression, the plasma expands again and

the current increases again due to the drop in inductance. The characteristic dip in

current is clearly visible in Figure A.5 and it corresponds well with the laser emission,

which has a temporal FWHM of ∼1.5 ns.

After the discharge was characterized, streak measurements were taken with two

different discharge capillary lengths. The monochromator was set to the peak of the

amplifier gain and streak images were taken of only the discharge emission, only the

HHG emission, and the amplified HHG emission. First, a 12 cm capillary was used

in the discharge, providing a strong lasing line. Figure A.6 shows the sweep traces for

this capillary length. The discharge and harmonic signals were very jittery with respect

to the sweep voltage, both being approximately 500 ps. With laser triggering of the

discharge, the jitter between the harmonics and the discharge was also approximately

500 ps. The combined jitter resulted in only a few of the the swept pulse traces being

completely contained within the CCD image. There was also a slight pointing instability

of the harmonic radiation. The extent of this pointing instability is indicated by the

horizontal white lines (Figs. A.6 and A.7). All of the harmonic sweep traces lay between

these two lines, so the sweep signals were integrated between these lines for analysis.

As can be seen from Figure A.6, there is virtually no difference between the seeded and

unseeded discharge sweep traces. All of the data taken with a 12 cm capillary shows

this behavior.

In order to increase the signal to noise ratio, the 12 cm capillary was replaced with

a 9 cm capillary, resulting in less amplifier gain. The lower gain will reduce the amplified

HHG signal, but also the strength of the lasing line, reducing the background signal.

Figure A.7 shows the sweep traces for a 9 cm capillary. With the 9 cm capillary, the
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Figure A.6: 12 cm long capillary discharge sweep camera traces of (a) the discharge
lasing line, (b) the high harmonic emission, and (c) the seeded amplifier. The signal
between the white lines is integrated and plotted below the streak.
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harmonics exhibited the same pointing instability, so the sweep traces were integrated

in the same manner as the 12 cm sweep traces. Due to the lower gain, the discharge

laser is not saturated and exhibits more temporal structure (Fig. A.7(a)). Figure A.7

shows an abnormal peak on the discharge background, possibly indicating amplification.

Unfortunately, this signal strength equates to a simple addition of the discharge and

harmonic signals. As with the 12 cm capillary, the 9 cm capillary does not exhibit

strong evidence of amplification.

A.4 Discussion and conclusion

This experiment was very difficult to construct and execute. First, there were

difficulties in obtaining enough HHG signal around 46.9 nm (the peak of the gain in

the discharge amplifier) to seed the amplifier. For the experimental parameters used

(400 µm, 12 mJ, 28 fs), the 17th harmonic (47.1 nm) had significantly less signal than

the 15th harmonic. The measurements were made near the cutoff wavelength of the

monochromator grating, so the difference in signal level can be attributed to the grating

efficiency. But, a slightly smaller capillary could have provided more intensity which

can result in more efficient generation the 17th, resulting in more seed energy for the

amplifier. Secondly, a significant amount of energy was expended attempting to align

the HHG signal with the gain region. Construction of the discharge did not guarantee

that the entrance and exit holes were aligned with the gain medium, so external pinholes

were used to determine the axis of maximum gain. Even so, aligning the HHG signal

along these pinholes did not result in successful amplification. Lastly, the timing jitter

of the laser triggered discharge was an issue. Since the laser was focused onto one of the

electrodes, the timing jitter would degrade over time as the laser ablated the electrode

material. A temporary solution of replacing the ablated portion of the brass electrode

with a stainless steel screw reduced this problem but did not eliminate it. This solution

also required the frequent disassembly of the discharge spark gap to replace this screw.
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Figure A.7: 9 cm long capillary discharge sweep camera traces of (a) the discharge lasing
line, (b) the high harmonic emission, and (c) the seeded amplifier. The signal between
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A different laser triggering scheme may improve the jitter while being a more permanent

solution to the ablation problem.

When this experiment is compared with published amplification experiments [29,

30], many of the parameters are found to be similar: same spectral mismatch (harmonics

∼200 times larger than the amplifier gain bandwidth), similar seed energy, similar gain-

length product (∼5), similar plasma density and similar spatial overlap. The main

difference lies in the aspect ratio (length/diameter) of the gain media. The published

experiments used gain media with an aspect ratio of 10–25, while the capillary discharge

has an aspect ratio of 300–400. Therefore, the capillary discharge amplifier is much more

sensitive to the pointing of the harmonic seed than the previous experiments and the

negative results of this experiment can be attributed to this pointing sensitivity.

Due to the large similarities between this experiment and published experiments,

soft x-ray amplification in a capillary discharge is believed to be feasible and more

experiments are needed to confirm or refute this belief. All of the problems mentioned

above can be overcome with a little experimenting and engineering. Therefore, it should

be possible to amplify high harmonic radiation in a capillary discharge.



Appendix B

ADK rates for arbitrary atomic states

The ADK tunnel ionization rate equation (Eq. 4.4) is only valid for ionization

from a ground state with zero orbital angular momentum (l = 0). This is valid for

hydrogen and helium, but the larger noble gas atoms (neon, argon, krypton, and xenon)

have an outer electron shell that consists of six p (l = 1) electrons. Therefore, tunnel

ionization occurs from a ground state that has a non-zero orbital angular momentum

for these atoms and their low ionization states. The full ADK ionization rate, without

the assumption of l = 0, is [99, 107]:

ω(t) = ωp|Cn∗ |
2Glm

(

4ωp

ωt

)2n∗−|m|−1

exp

(

−
4ωp

3ωt

)

(B.1)

with

ωp =
Ip
h̄

ωt =
eEl(t)

(2mIp)1/2

n∗ = Z

(

Iph

Ip

)1/2

Glm =
(2l + 1)(l + |m|)!

2|m|(|m|)!(l − |m|)!

|Cn∗ |
2 = 22n∗ [n∗Γ(n∗ + l∗ + 1)Γ(n∗ − l∗)]−1.

where l∗ = 0 for l << n and l∗ = n∗ − 1 otherwise, l and m are the orbital quantum
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number and its projection, respectively, and the other variables are defined in Eq. 4.4.

Figures B.1 and B.2 shows the results of sample calculations with l = m = 1 and

l = 1,m = 0, respectively. The parameters are the same as those used Figure 4.2

(reproduced below). Since n = 3 and l = 1 for the ground state of argon, the condition

l << n is not fulfilled and the full expression for l∗ is used. Due to the fact that Figures

B.1 and B.2 are different, it can be concluded that the effect of |m| in
(

4ωp

ωt

)2n∗−|m|−1
is

significant sinceG11 = G10. It is clear from the figures that ionizing from an l = 1,m = 0

state yields larger ADK rates earlier in the pulse, resulting in full ionization at lower

cutoff energies.
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Figure B.1: (a) Fractional populations, for l = m = 1, of neutral Ar (black), Ar+ (red),
Ar2+ (blue), and Ar3+ (green). (b) ADK ionization rates for neutral Ar (black), Ar+

(red), and Ar2+ (blue), weighted by their respective fractional populations. The tempo-
ral pulse envelope (black dotted) is shown for reference. These calculations correspond
to a peak laser intensity of 1015 W/cm2, a full-width half-maximum (FWHM) pulse
duration of 25 fs, and a central laser wavelength of 800 nm.
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Figure B.2: (a) Fractional populations, for l = 1,m = 0, of neutral Ar (black), Ar+

(red), Ar2+ (blue), and Ar3+ (green). (b) ADK ionization rates for neutral Ar (black),
Ar+ (red), and Ar2+ (blue), weighted by their respective fractional populations. The
temporal pulse envelope (black dotted) is shown for reference. These calculations cor-
respond to a peak laser intensity of 1015 W/cm2, a full-width half-maximum (FWHM)
pulse duration of 25 fs, and a central laser wavelength of 800 nm.
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Figure B.3: (a) Fractional populations, for l = m = 0, of neutral Ar (black), Ar+ (red),
Ar2+ (blue), and Ar3+ (green). (b) ADK ionization rates for neutral Ar (black), Ar+

(red), and Ar2+ (blue), weighted by their respective fractional populations. The tempo-
ral pulse envelope (black dotted) is shown for reference. These calculations correspond
to a peak laser intensity of 1015 W/cm2, a full-width half-maximum (FWHM) pulse
duration of 25 fs, and a central laser wavelength of 800 nm.



Appendix C

Matched radius and plasma waveguide propagation vector derivation

When analyzing the guiding of a Gaussian laser pulse through a plasma waveg-

uide, a parabolic electron density is assumed (Eq. 4.47):

Ne(r) = N0 + ∆N

(

r

r0

)2

(C.1)

where N0 is the electron density on axis, ∆N is the change in density from the center

to the edge of the waveguide, r is the radial position, and r0 is the radial extent of the

waveguide. Assuming the index of refraction is dominated by this plasma, the radially

varying index is given by Eq. 4.34

n2
p(r) = 1 −

Ne(r)e
2

ǫ0meω2
(C.2)

n2
p(r) = 1 −

N0e
2

ǫ0meω2
−

∆Nr2e2

ǫ0meω2r20
(C.3)

= n2
0 −

∆Nr2e2

ǫ0meω2r20
(C.4)

(C.5)

where the index is now a function of radius and not time and n0 is the index at the

center of the plasma. To determine the matched radius (i.e. the radius of a Gaussian

beam that does not change during propagation) and propagation vector (k-vector) of

a Gaussian beam of frequency ω propagating in a parabolic, plasma waveguide, it is

necessary to begin with the time-independent wave equation
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∇2E(r) +
n2ω2

c2
E(r) = 0 (C.6)

where E is the electric field, n is the index of refraction, and c is the speed of light in

a vacuum. Since the beam is guided, the beam profile does not change in the direction

of propagation (in this case, z). Therefore, it is assumed that only the phase can vary

in the direction of propagation

E(r) = E(r, θ)eiβz (C.7)

where β is propagation vector. Substituting this into Eq. C.6 results in

∇2
⊥E(r, θ) − β2E(r, θ) +

n2ω2

c2
E(r, θ) = 0 (C.8)

where ∇2
⊥ is the transverse divergence. Combining this with the radially varying index

of refraction (Eq. C.4) yields

∇2
⊥E(r, θ) − β2E(r, θ) +

(

n2
0 −

∆Nr2e2

ǫ0meω2r20

)

ω2

c2
E(r, θ) = 0 (C.9)

Since the beam is assumed to be Gaussian, the electric field is given by

E(r, θ) = e
−

(

r
w0

)2

(C.10)

where w0 is the waist size of the Gaussian beam. Substituting this into Eq. C.9 and

using the radial form of the transverse divergence (∇2
⊥ = 1

r
∂
∂rr

∂
∂r + 1

r2

∂2

∂θ2 ) yields

1

r

∂

∂r
r
∂

∂r
e
−

(

r
w0

)2

+

((

n2
0 −

∆Nr2e2

ǫ0meω2r20

)

ω2

c2
− β2

)

e
−

(

r
w0

)2

= 0 (C.11)

(

4r2

w4
0

−
4

w2
0

)

e
−

(

r
w0

)2

+

((

n2
0 −

∆Nr2e2

ǫ0meω2r20

)

ω2

c2
− β2

)

e
−

(

r
w0

)2

= 0 (C.12)

(

4r2

w4
0

−
4

w2
0

)

+

((

n2
0 −

∆Nr2e2

ǫ0meω2r20

)

ω2

c2
− β2

)

= 0 (C.13)
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Equating the coefficients of the r2 term to zero yields an expression for the matched

radius

4

w4
0

−
4πre∆N

r20
= 0 (C.14)

4

w4
0

=
4πre∆N

r20
(C.15)

w0 =

[

r20
πre∆N

]1/4

(C.16)

(C.17)

where re = e2

4πǫ0mec2
is the classical electron radius. Equating the constant terms yields

the propagation vector

−
4

w2
0

+
n2

0ω
2

c2
− β2 = 0 (C.18)

β2 =
n2

0ω
2

c2
−

4

w2
0

(C.19)

β2 =
ω2

c2

(

1 −
N0e

2

ǫ0meω2

)

−
4

w2
0

(C.20)

β2 =
ω2

c2

(

1 −
N0e

2

ǫ0meω2
−

4c2

ω2w2
0

)

(C.21)

β =
ω

c

√

1 −
N0e2

ǫ0meω2
−

4c2

ω2w2
0

(C.22)

β ≈
ω

c

(

1 −
N0e

2

2ǫ0meω2
−

2c2

ω2w2
0

)

(C.23)

β ≈ k

(

1 −
N0

2Ncr
−

2

w2
0k

2

)

(C.24)

(C.25)

where k = ω
c is the vacuum wavevector and Ncr = ǫ0meω2

e2 is the critical density.



Appendix D

Matlab codes

D.1 Amplifier simulation

The amplifier simulation consists of two matlab files: one which contains the

actual simulation for one lower state lifetime (t1)/degeneracy ratio (g) pair and another

file which loops through different values of g. After running the simulation for many

different values of t1 and g, it was determined that a t1 ∗ g product of 25 gave the best

fit to the data. Therefore this code assumes this product, loops through different values

of g and calculates the corresponding t1 value.

The code which loops through different values and saves the results to data files:

% For loop to run Amplifier Simulation for multiple values

% of t1 (lower state lifetime), g (degeneracy ratio)

% and GVD (determines stretched pulse length). This program

% assumes a t1*g product of 25.

% Clear all variables and close all plots

clear all;

close all;

% Time code execution 10

tic
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% Set values of t1 and GVD

%t1 = [0.1,0.25,0.5,0.75,1,2.5,5,7.5,10,25,50,75,100];

GVD = −3.7e−2*[1,2,3,4,5,6];

g = [100,50,25,10,5,2.5,1,0.5,0.25,0.1];

% Filename to save values to

filename = ’New_Eout_constant_gt_g_’;

20

%t1max = length(t1);

GVDmax = length(GVD);

gmax = length(g);

output = zeros(GVDmax,4);

% Loop through different values of t1 and GVD

for k=1:gmax

newfile = [filename, num2str(g(k)),’.dat’];

%for i=1:t1max

for j=1:GVDmax 30

output(j,1) = 25/g(k);

output(j,2) = g(k);

temp = AmpSim v4 GVD func(25/g(k),GVD(j),g(k));

output(j,3) = temp(1);

output(j,4) = temp(2);

save(newfile,’output’,’-ascii’,’-double’,’-tabs’);

end

%end

end

40

% End code timing

toc
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The actual simulation function code:

% Amplifier simulation

% (based on Frantz and Nodvick, J. App. Phys. 34 2346 (1963) and Lowdermilk

% and Murray, J. App. Phys. 51 2436 (1980)

% Written by: David M. Gaudiosi

% Date: 4-5-2006

% Last Modified: 7-20-2006

function output = AmpSim v4 GVD func(t1,GVD,g)

% Define constants

sapphindex=1.77; % index of sapphire 10

c = 3.0E−2/sapphindex; % Speed of light in cm/ps in sapphire

%t1 = 1; % Lifetime of lower lasing state of Ti:Al2O3 (ps)

hveV = 1.55; % Energy of 800 nm photon (eV)

hv = hveV*1.6E−19; % Energy of 800 nm photon (J)

%g = 1; % Ratio of degeneracies (g2/g1) of the energy levels

% Calculated from the ratio of the

% absorption cross-section to the

% stimulated emission cross-section

% Verdeyen pg 353

sigma = 3.0E−19; % Stimulated Emission cross-section of Ti:Al2O3 for 20

% 800 nm and pi-polarization (cm^2)

% from Verdeyen pg 393

r = 100E−4; % radius of spot in crystal (cm)

tauTL = 0.020; % FWHM of transform limited pulse (ps)

%GVD = -3.7e-2; % amount of GVD stretched pulse starts with (ps^2)

% -3.7e-2 gives approximately 5 ps

tau = tauTL. . . % Approximate stretched pulse length (ps)

*sqrt(1+(4*log(2)*GVD/tauTL^2)^2);

tsize = 4; % size of time window (# of FWHMs)

% i.e if tau =5 and tsize=10 than total 30

% time window is 50 ps
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tsteps = 2^14; % # of points in time array

dt = tau*tsize/(tsteps−1); % time step (ps)

% for 2^14 tsteps and tsize=4, dt is below

% 0.01 ps for tau from 5 to 40 ps

% so it will give accurate results for t1 > 0.1 ps

dw = 2*pi/(tau*tsize); % spectral step size (1/ps)

wmax = 2*pi*(tsteps). . . % spectal window size (1/ps)

/(tau*tsize);

L = 0.6; % Length of Ti:Al2O3 (cm) 40

zsteps = 500; % # of points in z array

passes = 9; % # of passes through gain medium

mask = 0.9; % Assume that the mask passes 90% of the energy

N0 = zeros(passes,1);

N0(1) = log(3.5)/(sigma*L); % Ti ion density needed to give a signal pass gain of

N0(2) = log(4.5)/(sigma*L); % 3.5 (approximately what I measured) on the

N0(3) = log(5.5)/(sigma*L); % first pass, 8 on the fifth through last pass

N0(4) = log(6.5)/(sigma*L); % and an aproximate linear fit in between

N0(5:passes) = log(8)/(sigma*L); 50

% Initial photon number density calculated for 1 nJ incident energy in a

% 100 um 1/e^2 gaussian spot and a gaussian temporal profile with a FWHM of tau

n0 = (1E−9*4*sqrt(log(2)))/(hv*pi*(r)^2*sqrt(pi)*c*tau);

% Define and initialize arrays

time = [−tsize*tau/2:dt:tsize*tau/2]’; % time array

ttemp = [−tsize*tau/2+dt/2:dt:tsize*tau/2+dt/2]’; % time array with half time steps

w = ifftshift([−wmax/2:dw:wmax/2−dw]’); % Frequency array (1/ps) with zero

% as the 1st element 60

dz = L/zsteps; % z step size

n = zeros(tsteps,passes+1); % initialize photon density array

En = zeros(passes+1,1); % initialize pulse energy array
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% Assume that initial fractional level populations are independent of z

N1 = zeros(tsteps,1); % Lower level fractional population is 0

% when the seed enters medium

N2 = ones(tsteps,1); % Upper level fractional population is 1

% when the seed enters medium

70

% Set initial photon density array with correct GVD

n(:,1) = exp(−4*log(2)*(time/tauTL).^2); % initialize photon density

% as a gaussian in time at z=0

n field = ifft(fft(sqrt(n(:,1))).*exp(i*GVD/2*w.^2));

n(:,1) = abs(n field).^2;

theta = unwrap(angle(n field));

n(:,1) = n0*n(:,1)/max(n(:,1)); % Normalize n(z,t) and set

% the correct peak value

taufwhm = fwhm(time,n(:,1)); % Calculate the FWHM of the stretched pulse 80

En(1) = hv*pi*(r^2)/2*trapz(n(:,1))*c*dt; % initial pulse energy

ntemp = zeros(2*tsteps−1,1); % temporary array to hold half-step values

% of n(z,t) for RK4

% This code uses fractional level populations. Will use actual number density

% in calculating the change in the photon density

% GVD calculations

FSGVDcm = 440e−6; % Fused Silica GVD per length (ps^2/cm). 90

% ˜440 fs^2 per cm at 56 degrees (Brewster’s angle)

SAGVDcm = 666e−6; % Sapphire GVD per length (ps^2/cm).

% ˜666 fs^2 per cm at 60 degrees (Brewster’s angle)

FSphase = exp(i*FSGVDcm/2*(0.2)*w.^2); % phase accumulation due to GVD of

% 2 mm thick fused silica window at 56 degrees

SAphase = exp(i*SAGVDcm/2*dz*w.^2); % phase accumulation due to GVD of

% dz thick sapphire at 60 degrees
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% Loop through all passes through crystal

for m=1:passes 100

% Actual numerical integration

% Propagate through fused silica window at entrance of chamber

n field = ifft(fft(sqrt(n(:,m)).*exp(i*theta)).*FSphase);

n(:,m) = abs(n field).^2;

theta = unwrap(angle(n field));

% Loop through zsteps

for u=1:zsteps

% Re-initialize first element of population arrays

N1(1) = 0; 110

N2(1) = 1;

% 4th Order Runge-Kutta (RK4) numerical integration routine for time

% Interpolate values for n(z,t) at dt/2

ntemp = interp1(time,n(:,m),ttemp);

% k variables are for N1 and j are for N2

for q=1:(tsteps−1)

k1 = sigma*c*n(q,m)*(N2(q)−g*N1(q))−N1(q)/t1;

j1 = −sigma*c*n(q,m)*(N2(q)−g*N1(q)); 120

k2 = sigma*c*ntemp(q)*(N2(q)+(dt/2)*j1−g*(N1(q)+(dt/2)*k1))−N1(q)/t1;

j2 = −sigma*c*ntemp(q)*(N2(q)+(dt/2)*j1−g*(N1(q)+(dt/2)*k1));

k3 = sigma*c*ntemp(q)*(N2(q)+(dt/2)*j2−g*(N1(q)+(dt/2)*k2))−N1(q)/t1;

j3 = −sigma*c*ntemp(q)*(N2(q)+(dt/2)*j2−g*(N1(q)+(dt/2)*k2));

k4 = sigma*c*n(q+1,m)*(N2(q)+dt*j3−g*(N1(q)+dt*k3))−N1(q)/t1;

j4 = −sigma*c*n(q+1,m)*(N2(q)+dt*j3−g*(N1(q)+dt*k3));

N1(q+1) = N1(q)+(dt/6)*(k1+2*k2+2*k3+k4);

N2(q+1) = N2(q)+(dt/6)*(j1+2*j2+2*j3+j4);

end 130
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% Calculating n(z,t) this way gives the same result as Runge-Kutta and is faster

n(:,m) = n(:,m).*exp(dz*sigma*N0(m)*(N2−g*N1));

% Propagate through length dz of sapphire

n field = ifft(fft(sqrt(n(:,m)).*exp(i*theta)).*SAphase);

n(:,m) = abs(n field).^2;

theta = unwrap(angle(n field));

end

140

% Propagate through fused silica windows at exit of chamber

n field = ifft(fft(sqrt(n(:,m)).*exp(i*theta)).*FSphase);

n(:,m) = abs(n field).^2;

theta = unwrap(angle(n field));

% Pass pulse through mask and set exiting pulse as input pulse for next

% pass

n(:,m+1) = mask*n(:,m);

end

150

% Calculate energy is pulse for each pass (transpose gives a column vector)

En = (hv*(pi/2)*(r^2)*trapz(n,1)*c*dt)’;

SimEnergy = En(passes+1);

output = [taufwhm,SimEnergy];

D.2 Semi-classical three-step model

This code calculates the ADK rate for a given atom/ion under the influence of a

given laser intensity. The code contains data for several different ionic species (neutral,

1+, and 2+) of argon, krypton, and xenon. In addition, the electron’s return energy
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is calculated as a function of the laser phase at the time of ionization. By combining

these two calculations, the probability distribution for electrons, which are ionized and

return to the position of the nucleus, to have a given energy upon return to the parent

ion is calculated. This code generated Figures 4.3 and 4.4.

% Program to calculate ionization and free electron propagation steps

% of the 3-step semi-classical model of high harmonic generation

% must declare main rountine as a function to use subroutines

function y = stuff

% close all figures and clear all variables

close all hidden;

clear;

10

% time code execution: start timer

tic

% declare global variables

global phi2;

% Constants

lambda0 = 0.800; % central wavelength (um)

tau = 25; % fwhm of pulse (fs)

I0 = 1e15; % Peak intensity of pulse (W/cm^2) 20

c = 0.3; % speed of light (um/fs)

Iph = 13.6; % Ionization potential of hydrogen (eV)

hbar = 6.5828439227E−16; % (eV*s)

m = 9.1093826E−31; % electron mass (kg)

charge = 1.6021764620E−19; % electron charge (C)

eV2J = charge; % eV to J conversion factor

mu0 = 4*pi*1e−7; % permeability of free space (N/A^2)
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% Target atom/ion ionization potential (eV)

IpAr = [15.76, 27.63, 40.79];% Ip of 1st three states of Ar (neutral, 1+, 2+) 30

IpKr = [14.00, 24.36, 36.95];% IP of Kr

IPXe = [12.13, 21.21, 32.10];% Ip of Xe

Zf = [1, 2, 3]; % final charge state of ionization of respective states above

w0 = 2*pi*c/lambda0; % central laser frequency

num = 5e5; % number of points in “range” half cycles

dphi = 2*pi/num; % phase step size

dt = dphi/w0; % time step size

phi = [0:dphi:2*pi−dphi]; % phase array 40

N = length(phi); % length of phase array (same as num)

% electric field

E0 = (sqrt(I0*377*2)*100); % peak electric field value

E = E0*cos(phi); % Electric field array (V/m)

% Step one: Tunnel ionization (ADK rates)

% decide which atom to look at

Ip = IpAr(2); % Use ionization potential of Ar+ 50

Z = Zf(2);

% Calculation of ADK ionization rates

% Equations from Spielmann et al., “Near-keV Coherent X-Ray Generation with

% Sub-10-fs Lasers,“ IEEE JSTQE 4, 249 (1998)

wp = Ip/hbar;

wt = charge*abs(E)./sqrt(2*m*Ip*eV2J);

% E is in absolute value since the direction of the field does not

% matter for the ADK rate calculations 60
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nstar = Z*sqrt(Iph/Ip);

Cnsq = (2^(2*nstar))/(nstar*GAMMA(nstar+1)*GAMMA(nstar));

% ionization probability per unit time

ws = wp.*Cnsq.*(4*wp./wt).^(2*nstar−1).*exp(−4*wp./(3*wt));

% ionization probability for each time step

prob = ws*dt*1e−15;

% Plot the probability 70

lw = 2;

font = 18;

% plot(phi,prob,’k-’,’linewidth’,lw)

% xlabel(’Phase (\pi rad)’,’fontsize’,font)

% ylabel(’Probability of ionization’,’fontsize’,font)

% set(gca,’Fontsize’,font)

% set(gca,’linewidth’,lw)

% Step two: Propagation of free electron in E-field (linearly polarized)

% from P.B. Corkum, “Plasma Perspective on Strong-Field 80

% Multiphoton Ionization,“ PRL 71, 1994-1997 (1993).

x0 = charge*E0/(m*(w0*1e15)^2)*10^9; % Amplitude of electrons motion (nm)

v0 = charge*E0/(m*(w0*1e15))*10^−6; % Max velocity of electron (nm/fs)

% To save computation time, only 5000 points are used to calculate the

% return energy of the electron. The array is then interpolated to the

% correct number of data points.

Nzero = 5000; 90

initphi = [0:2*pi/Nzero:2*pi*(1−1/Nzero)]; % phase array with 5000 points

offset=1e−4;
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% Determine the return phase for an electron released at each phase of the

% laser pulse

for k = 1:Nzero;

phi2 = initphi(k);

% use fzero function to determine when the electron’s position is zero

% start search at a small phase after electron is released and check

% for almost one full cycle 100

% check that the position changes sign during that 2 pi cycle

% fzero returns an error if this is not the case

% if-statement sets return phase equal to inital phase

% for trajectories that don’t return to the parent ion

if (sign(pos((phi2+offset)))˜=sign(pos((phi2+2*pi−offset))))

returnphi(k) = fzero(@pos,[(phi2+offset),(phi2+2*pi−offset)]);

else

returnphi(k) = phi2;

end

end 110

% electron’s velocity at the time of return

v2 = v0*sin(returnphi)−v0*sin(initphi);

% electron’s energy at the time of return

e2 = 0.5*m*(v2*1e6).^2/eV2J;

% interpolate the return energy to num points

e2 = interp1(initphi,e2,phi,’cubic’);

% calculate the ponderomotive energy 120

Up = lambda0.^2*I0*charge^2*mu0/(8*pi^2*m*c)*1e−2*1e−15/eV2J;

% find the max energy and index

emax = max(e2);

% Histogram the probability
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numbins = 200;

estep = emax/(numbins−2);

eprob = zeros(1,numbins);

ehist = ((1:numbins)−1)*estep; 130

% add up probabilities for phases that result in a similar return energy

for k=1:N

j = round(e2(k)/estep)+1;

eprob(j) = eprob(j)+prob(k);

end

% normalize probability distribution

eprob=eprob/estep/sum(eprob);

140

% set the probability to 1e-9 if it equals zero so that it will plot nicely

eprob2 = eprob+(eprob==0)*1e−9;

% Plot probability distribution,

% but do not plot the probability of zero return energy

semilogy(ehist(2:end)/Up,eprob2(2:end),’k-’,’linewidth’,lw)

% Add plot labels

xlabel(’E_{RETURN}/U_{P}’,’fontsize’,font)

ylabel(’Probability/cycle/eV’,’fontsize’,font) 150

set(gca,’Fontsize’,font)

set(gca,’linewidth’,lw)

axis([0 3.5 1e−4 1e−1]);

% Save figure as an EPS file

print −deps −r600 returnprob

toc
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% determine the index of the maximum value of the return energy during the 160

% first laser half-cycle

[emax i] = max(e2(1:floor(N/2)));

plot(phi/pi,e2/Up,’k-’,’linewidth’,lw)

axis([0 1/2 ylim]);

ylabel(’E_{RETURN}/U_{P}’,’fontsize’,font)

xlabel(’Phase (\pi rad.)’,’fontsize’,font)

set(gca,’fontsize’,font,’linewidth’,lw)

set(gca,’xtick’,[0:1/8:1/2])

set(gca,’xticklabel’,[’ 0’;’1/8’;’1/4’;’3/8’;’1/2’]) 170

hold on

plot([phi(i), phi(i)]/pi,[0,3.5],’k--’,’linewidth’,lw)

print −deps −r600 e energy

%—————————————————-

% subrountine that calculates the electrons fractional position

% (position/x0). Since the purpose is to find the zero of the function, 180

% this is a valid procedure

function out = pos(phi3)

global phi2;

out = (cos(phi3)−cos(phi2))+(phi3−phi2)*sin(phi2);

D.3 ADK calculation for arbitrary atomic states

This is the code outlined in Appendix B.

% Program to calculate the ADK rates for a give pulse and gas
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close all hidden;

clear all;

% Constants

dt = 0.1; % time step size (fs)

lambda0 = 0.800;% central wavelength (um)

tau = 25; % fwhm of pulse (fs)

En = 2.35133; % pulse energy (mJ) 10

radius = 75; % 1/e^2 radius of beam (um)

c = 0.3; % speed of light (um/fs)

Iph = 13.6; % Ionization potential of hydrogen (eV)

hbar = 6.5828439227E−16; % (eV*s)

me = 9.1093826E−31; % electron mass (kg)

charge = 1.6021764620E−19; % electron charge (C)

eV2J = charge; % eV to J conversion factor

mu0 = 4*pi*1e−7; % (N/A^2)

% Target atom/ion ionization potential (eV) 20

IpAr = [15.76, 27.63, 40.79];% Ip of 1st three states of Ar (neutral, 1+, 2+)

IpKr = [14.00, 24.36, 36.95];% IP of Kr

IpXe = [12.13, 21.21, 32.10];% Ip of Xe

Zf = [1, 2, 3]; % final charge state of ionization of respective states above

atom = [’Ar’;’Kr’;’Xe’];

AllIp = [IpAr; IpKr; IpXe];

% time array (fs)

twindow = 6;

t = [−twindow/2*tau:dt:twindow/2*tau]; 30

N = length(t);

% Calculate peak intensity

I0 = En*1e−3/(tau*1e−15*sqrt(pi/(4*log(2)))*pi*(radius*1e−4).^2/2)
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% electric field

w0 = 2*pi*c/lambda0;

E0 = (sqrt(I0*377*2)*100);

E = E0*exp(−2*log(2)*(t./tau).^2).*abs(cos(w0*t)); % (V/m)

40

% Loop through all the gases (1 = Argon, 2 = Krypton, 3 = Xenon)

for k = 1:3

% Atom and ion start in l=1 (p) state

l = 1;

for m = 0:l % loop from 0 to l

for j = 1:3

% decide which atom to look at

Ip = AllIp(k,j); 50

Z = Zf(j);

% Calculation of ADK ionization rates

% Equations from Spielmann et al., “Near-keV Coherent X-Ray Generation with

% Sub-10-fs Lasers,“ IEEE JSTQE 4, 249 (1998)

wp = Ip/hbar;

wt = charge*E./sqrt(2*me*Ip*eV2J);

nstar = Z*sqrt(Iph/Ip);

Glm = (2*l+1)*factorial(l+abs(m))*2^(−abs(m))/(factorial(abs(m))*factorial(l−abs(m))); 60

lstar = nstar − 1;

Cnsq = (2^(2*nstar))/(nstar*gamma(nstar+lstar+1)*gamma(nstar − lstar));

ws(j,m+1,:) = wp.*Glm.*Cnsq.*(4*wp./wt).^(2*nstar−m−1).*exp(−4*wp./(3*wt));

frac(j,m+1,:) = exp(−cumtrapz(ws(j,m+1,:)).*dt*10^−15);

end
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neut = squeeze(frac(1,m+1,:));

oneplus = squeeze(frac(2,m+1,:))−squeeze(frac(1,m+1,:)); 70

twoplus = squeeze(frac(3,m+1,:))−squeeze(frac(2,m+1,:));

threeplus = 1−squeeze(frac(3,m+1,:));

rn = neut.*squeeze(ws(1,m+1,:));

r1 = oneplus.*squeeze(ws(2,m+1,:));

r2 = twoplus.*squeeze(ws(3,m+1,:));

cutoff = exp(−4*log(2)*(t./tau).^2);

80

% Plot the fractional populations

lw = 2;

font = 18;

figure

plot(t,neut,’k-’,’linewidth’,lw)

xlabel(’Time (fs)’,’fontsize’,font)

ylabel(’Fractional population’,’fontsize’,font)

set(gca,’Fontsize’,font)

set(gca,’linewidth’,lw) 90

hold on

plot(t,cutoff,’k--’,’linewidth’,lw)

hold on

plot(t,oneplus,’r-’,’linewidth’,lw);

hold on

plot(t, twoplus,’b-’,’linewidth’,lw);

hold on

plot(t, threeplus,’g-’,’linewidth’,lw);

xlim = 1.2*tau;

axis([−xlim xlim 0 1]); 100
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filename = [atom(k,:),’_ADK_’,num2str(En),’_mJ_’,num2str(2*radius),’_um_l=’,num2str(l),’_m=’,num2str(m),

print(filename, ’-depsc’, ’-r600’)

close;

figure

cutoff = cutoff.*max([max(rn),max(r1),max(r2)]);

110

plot(t,rn,’k-’,’linewidth’,lw)

xlabel(’Time (fs)’,’fontsize’,font)

ylabel(’Weighted ADK rate (s^{-1})’,’fontsize’,font)

set(gca,’Fontsize’,font)

set(gca,’linewidth’,lw)

hold on

plot(t,cutoff,’k--’,’linewidth’,lw)

hold on

plot(t,r1,’r-’,’linewidth’,lw);

hold on 120

plot(t,r2,’b-’,’linewidth’,lw);

axis([−xlim xlim ylim]);

filename = [atom(k,:),’_ADK_’,num2str(En),’_mJ_’,num2str(2*radius),’_um_l=’,num2str(l),’_m=’,num2str(m),

print(filename, ’-depsc’, ’-r600’)

close;

end

end 130


