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Cossel, Kevin C. (Ph.D., Chemical Physics)

Techniques in molecular spectroscopy: from broad bandwidth to high resolution

Thesis directed by Prof. Jun Ye

This thesis presents a range of different experiments all seeking to extended the capabilities

of molecular spectroscopy and enable new applications. The new technique of cavity-enhanced di-

rect frequency comb spectroscopy (CE-DFCS) provides a unique combination of broad bandwidth,

high resolution, and high sensitivity that can be useful for a wide range of applications. Previous

demonstrations of CE-DFCS were confined to the visible or near-infrared and operated over a lim-

ited bandwidth: for many applications it is desirable to increase the spectral coverage and to extend

to the mid-infrared where strong, fundamental vibrational modes of molecules occur. There are sev-

eral key requirements for CE-DFCS: a frequency comb source that provides broad bandwidth and

high resolution, an optical cavity for high sensitivity, and a detection system capable of multiplex

detection of the comb spectrum transmitted through the cavity. We first discuss comb sources with

emphasis on the coherence properties of spectral broadening in nonlinear fiber and the development

of a high-power frequency comb source in the mid-infrared based on an optical-parametric oscillator

(OPO). To take advantage of this new mid-infrared comb source for spectroscopy, we also discuss

the development of a rapid-scan Fourier-transform spectrometer (FTS). We then discuss the first

demonstration of CE-DFCS with spectrally broadened light from a highly nonlinear fiber with the

application to measurements of impurities in semiconductor manufacturing gases. We also cover

our efforts towards extending CE-DFCS to the mid-infrared using the mid-infrared OPO and FTS

to measure ppb levels of various gases important for breath analysis and atmospheric chemistry

and highlight some future applications of this system.

In addition to the study of neutral molecules, broad-bandwidth and high-resolution spectra

of molecular ions are useful for astrochemistry where many of the observed molecules are ionic, for

studying molecules such as CH+
5 with highly non-classical behavior, and for tests of fundamental
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physics. We have developed a new technique – frequency comb velocity-modulation spectroscopy

– that is the first system to enable rapid, broadband spectroscopy of molecular ions with high

resolution. We have demonstrated the ability to record 150 cm−1 of spectra consisting of 45,000

points in 30 minutes and have used this system to record over 1000 cm−1 of spectra of HfF+ in the

near-infrared around 800 nm. After improvements, the system can now cover more than 3250 cm−1

(700-900 nm). We have combined this with standard velocity-modulation spectroscopy to measure

and analyze 19 ro-vibronic bands of HfF+.

These measurements enabled precision spectroscopy of trapped HfF+ for testing time-reversal

symmetry. For this experiment, we perform Ramsey spectroscopy between spin states in the

metastable 3∆1 level to look for a permanent electric dipole moment of the electron with what

we believe is the narrowest line observed in a molecular system (Fourier limited with 500 ms of

coherence time). The long coherence time is a major advantage of using ions, but there are also

some added complexities. We discuss various aspects metastable state preparation, state detection,

and spectroscopy in a rotating frame (due to the necessary rotating electric bias field) that were

particular challenging. In addition, we discuss limits to the coherence time – in particular, ion-ion

collisions – as well as the sensitivity of the current measurements and provide a path towards a

new limit on the electric dipole moment of the electron.
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Chapter 1

Introduction

Spectroscopy – loosely defined as the study of the energy levels in atoms and molecules –

has existed for over two centuries now, see [1] for an interesting history. Despite the long history,

it is still an active area of research. The invention of the grating spectrometer by Fraunhofer in

1814 led to the first high-resolution (at the time) studies of the spectra of molecules. This was later

improved upon by Rowland who developed new ways of making gratings – including curved gratings

– in the 1880’s. These inventions led to quantitative studies of the band structure of molecules by

Rowland, Smyth, Herschel and other. Emperical descriptions of the patterns in the spectra were

developed by Deslandres in the late 1800’s, but there were no good theoretical descriptions. The

beginning of the 20th century saw the discovery of resonance fluorescence in iodine by Wood [2, 3]

as well as the initial developments of quantum theory. Armed with the added information from

resonance fluorescence, a quantum description of the rotational and electronic structure of spectra

was accomplished by Heurlinger and Lenz, among others. This shows how spectra could provide

information about the structure of molecules, which is still important today. Attempts to fully

understand the electronic structure of molecules resulted in the development of molecular orbital

theory, spearheaded by Mulliken [4]. The field of molecular spectroscopy continued to advance

rapidly with measurements in a variety of molecules with increasing resolution, which led to the

observations of many new effects and continued improvements in the theoretical description of

spectra, see, for example [5].

Further advances have typically been driven by the development of new technologies. For
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example, the introduction of commercial Fourier-transform infrared (FTIR) spectrometers by Dig-

ilab (now part of Agilent) in 1969 started the development of bench-top infrared spectroscopy.

Because of its ease of use and extremely broad bandwidth, FTIR is now a ubiquitous technique for

chemical analysis of mixtures, environmental science, and laboratory studies of molecular spectra

[6, 7] and has even been deployed on a satellite for studying earth’s atmosphere [8]. Recently,

Fourier-transform spectroscopy has even been extended to the vacuum ultraviolet region [9].

Another frontier has been the quest for ever higher resolution. The invention of the laser in

1960 revolutionized the field of high-resolution molecular spectroscopy and further improvements

occurred with the development of sub-Doppler saturated absorption spectroscopy and Doppler-free

two-photon spectroscopy [10]. Transitions of some molecules were discovered near the emission

lines of HeNe (e.g., CH4 and I2), Nd:YAG (e.g., I2) and CO2 (e.g., SF6 and OsO4) lasers, which

provide fractional resolutions of better than 10−10 [11]. Continued improvement of tunable lasers

and frequency stabilization methods, including the transfer of frequency stability using optical

frequency combs [12, 13, 14, 15], as well as molecular cooling techniques also enabled this resolution

to be achieved in other wavelength regions.

As the resolution continues to improve, more and more effects become visible. In addition

to the usual molecular constants for vibration and rotation terms such as spin-spin, spin-vibration,

and spin-rotation interactions need to be included to describe high resolution spectra [16]. High

resolution spectroscopy can provide insights into the structure of even very large molecules [17, 18].

It can also be used to observe dynamics such as tunneling and interconversion, which in turn can

be used to learn about reactive radical species [19, 20], proton exchange [21], and hydrogen bonding

[22].

At the highest resolutions, molecular spectroscopy can be used directly – or indirectly via

laser stabilization – as a probe of fundamental physics such as observing recoil doublets due to

the interaction with light [11], measuring the speed of light [23], testing for parity violation in

molecular spectra [24, 25], measuring the Boltzmann constant [26], checking temporal variation of

fundamental constants [27], or improving tests of special relativity with new Kennedy-Thorndike
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experiments [28]. Variations of Ramsey spectroscopy can also be used to probe microwave – or

lower frequency – transitions for tests of time reversal symmetry [29, 30, 31] or temporal variation

of fundamental constants [32, 33, 34].

A final direction has been the desire for increased sensitivity to detect of trace species or weak

spectral lines. This was achieved with the development modulation techniques such as frequency-

modulation spectroscopy [35, 36, 37] as well as the use of cavity-enhanced techniques [38, 39, 40].

The combination of these two techniques led to the development of noise-immune cavity-enhanced

spectroscopy (NICE-OHMS) [41, 42], which can provide sensitivity below 1 cm−3. Ultra-sensitive

cavity-enhanced spectroscopy has also recently been applied to the detection of 14CO2 with the

potential to perform radiocarbon dating out to 20,000 years [43].

Recent efforts have attempted to combine these previously separate directions into one system

that can provide broad bandwidth, high resolution, and high sensitivity. This led to the development

of cavity-enhanced direct frequency comb spectroscopy (CE-DFCS) [44, 45, 46, 47]. The spectrum

of a frequency comb consists of a series of regularly space spectral lines underneath a broad spectral

envelope; the frequency of one line is given by νn = nfrep + f0, where n is an integer (typically

104 − 106, frep is known as the repetition rate (typically 100 MHz - 10 GHz), and f0 is an offset

frequency that ranges from −frep/2 to frep/2. The spectral envelope can be hundreds or even

thousands of nanometers broad while the width of a single line – or comb mode – can be kilohertz

or even hertz, which shows the incredible combination of spectral bandwidth and resolution possible.

Initially, CE-DFCS was confined to the visible and near-infrared spectral regions where comb

sources were easily obtainable, and the experiments focused on demonstrating various possible

combinations of resolution, bandwidth, and sensitivity. The first three chapters of this thesis

discuss further developments of CE-DFCS that sought to extend the range and applicability. To do

this, we wanted comb sources that could operate over a broad spectral bandwidth and that operated

in new spectral regions. Many of the molecular transitions in the near-infrared are overtones and

combinations of different vibrational modes. Because of this, the strength of these transitions is

considerably weaker than the strength of a fundamental vibrational transition in the mid-infrared,
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so the sensitivity can be improved by pushing to the mid-infrared or to the visible/UV where

many molecules have strong electronic transitions. Figure 1.1 shows the regions of fundamental

vibrational bands and shows spectra from some example molecules, which illustrates the motivation

for extending CE-DFCS into the mid-infrared. In particular, we see how a broadband mid-infrared

spectroscopy system would enable spectroscopy of many different species.

In Chapter 2, we discuss different comb sources and then discuss our efforts to increase the

spectral range of comb sources used for CE-DFCS. In particular, the ultrashort pulses that are

typical of most frequency comb sources enable very efficient nonlinear optics. By tightly confining

ultrashort pulses in highly nonlinear fiber, it is possible to shift the laser spectrum or to broaden

the spectrum to simultaneously cover a wide spectral range. One challenge with this though is that

the generated light many not always be fully coherent. We cover some basics of nonlinear effects in

fiber and then discuss some of our experimental and theoretical studies of the coherence properties

of the generated light, which enabled coherent broadening covering 1.5 octaves of simultaneous

spectral bandwidth [49]. We also use nonlinear effects to push comb spectroscopy to the mid-

infrared spectral region with the development of a high-power comb source based on an optical

parametric oscillator (OPO) [50]. We discuss the development and characterization of our system,

which covers the 3-5 µm range. This system enabled a series of measurements, some of which we

discuss later, and a system based on the same design is now being constructed to cover the 6-12

µm region.

In order to take advantage of the broad bandwidth and inherent high resolution of the fre-

quency comb source, we need a readout system that is capable of recording many spectral channels

rapidly, as discussed in Chapter 3. One option for this is a 2D spectrometer based on a virtually-

imaged phased array (VIPA) etalon [51], which provides several thousand simultaneous spectral

channels and microsecond time resolution. We have demonstrated a VIPA spectrometer in the mid-

infrared to use with the mid-infrared comb source [52]. Unfortunately, the VIPA spectrometer also

has several disadvantages for very broad bandwidth spectroscopy: in particular, the total spectral

range of a single VIPA etalon is limited by the optical coatings and the simultaneous bandwidth
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recorded is limited by the camera used for detection. To circumvent these problems, we have de-

veloped a scanning Fourier-transform spectrometer (FTS) that is capable of recording spectra in

the near- and mid-infrared with below 150 MHz resolution [46].

Chapter 4 covers the results from two different comb spectroscopy systems. One system was

designed to test the application of CE-DFCS for the detection of trace water and other contaminants

in arsine (AsH3) [53], which is a critical gas for semiconductor manufacturing. In this system, we

demonstrate for the first time direct frequency comb spectroscopy in a region accessed using highly

nonlinear fiber – in this case, 1.75-1.95 µm (5710-5130 cm−1). Furthermore, this was the first

demonstration of CE-DFCS with a focus on an industrial application (i.e., trace detection in a

strongly absorbing process gas), where the bandwidth is critical for distinguishing impurity signals

from background absorption, along with high resolution for making unambiguous identifications.

Next, we discuss our initial demonstrations of frequency-comb-FTS based on a high power OPO

that operates in the important mid-infrared window from 2100 cm−1 to 3700 cm−1 [50]. The system

provided for the first time a combination of resolution, spectral range, sensitivity, and acquisition

speed that is sufficient for detecting trace quantities of a wide range of molecules under real-world

conditions [46]. This system also provided the basic tools for later demonstrations of shot-noise

limited CE-DFCS in the near-IR [54] as well as sensitive detection of hydrogen peroxide in the

presence of water in the mid-infrared [55]. Because the FTS only provides time resolution of at

best one second, we also used the VIPA spectrometer with mid-infrared CE-DFCS to demonstrate

rapid detection of reactive chemical intermediates [56]. We conclude this section with an outlook

on potential future applications of comb spectroscopy.

While a nearly uncountable number of neutral molecules have been studied in detail using

spectroscopy, the study of molecular ions is much less developed despite their importance in strato-

spheric chemistry [57] and astrochemistry [58, 59]. We have developed a new technique for broad

bandwidth spectroscopy of molecular ions by combining CE-DFCS with velocity-modulation spec-

troscopy [60]. The description of this system is given in Chapter 3, while a detailed analysis of the

spectra of HfF+ measured with this system [61] is given in Chapter 5. In addition to it’s importance
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for a test of time-reversal symmetry using trapped ions, HfF+ is challenging for molecular theory

calculations due to the large number of electrons and the inclusion of d and f shell electrons. Our

data provided critical information for improving and testing the theory of heavy atoms.

The final chapter covers the application of precision spectroscopy using molecular ions to

fundamental physics with a measurement of the electric dipole moment of the electron (eEDM)

[62, 63, 64, 65], which is a test of time-reversal symmetry. Trapped molecular ions – in this case

HfF+ – can potentially provide very long coherence times for Ramsey measurements, which in turn

enables high precision. Partially for this reason, molecular ions have recently attracted considerable

interest for a variety of precision tests of fundamental physics [66, 67, 68, 69, 70]. In this chapter,

we first provide a brief introduction to eEDM measurements and then provide some details about

our ion trap and ion detection systems. We also discuss state detection using resonance-enhanced

multiphoton dissociation and preparation of a desired quantum state using a variation of adiabatic

passage that uses trap motion combined with state-sensitive depletion. For the eEDM measurement,

we need to apply bias electric and magnetic fields, which we do in a rotating frame. We demonstrate

Ramsey spectroscopy between Zeeman sublevels in this rotating frame and discuss limitations to the

coherence time from inhomogeneous fields and ion-ion collisions. Finally, we analyze the sensitivity

and potential sources of systematic errors and demonstrate an initial measurement of the eEDM.

Overall, the techniques developed here should provide the basis for many exciting new appli-

cations. Further developments of CE-DFCS to increase the sensitivity and extend the wavelength

coverage further into the mid-infrared could enable studies of many important reactions and reactive

intermediates with applications to atmospheric and combustion chemistry as well as fundamental

chemical kinetics. The combination of bandwidth, resolution, and sensitivity of CE-DFCS also

has exciting prospects for experiments outside of the lab. Our frequency-comb velocity-modulation

system is the first system capable of rapid, sensitivity spectroscopy of molecular ions over a broad

bandwidth. Extensions of this technique could enable survey spectroscopy of many molecular ion

species with applications to astrochemistry, physical chemistry, and fundamental physics. The

combination of survey spectroscopy of ions with the techniques pioneered in Chapter 6 for pre-
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cision measurements in trapped ion clouds could result in a new limit on the eEDM and could

also provide new systems for other tests of fundamental physics such as parity violation, quantum

electrodynamics, and variation of fundamental constants.



Chapter 2

Frequency comb sources

In a broad sense, a “frequency comb” [14, 71, 15] can be defined in the frequency domain

as a collection of narrow, equally-spaced lines with a well-defined phase relationship between the

lines. More specifically, each line or mode in the comb should be at a known, and controllable,

frequency. Frequency combs can be generated by a variety of sources; we divide these into three

general categories: mode-locked lasers, indirect sources, and cw-laser based sources. Mode-locked

lasers can produce frequency combs directly at the output of the laser. Indirect sources use non-

linear optical effects to modify or shift the the spectrum of a mode-locked laser. cw-laser based

sources use non-linear or electro-optical materials to generate multiple sidebands from a cw-laser.

We will provide an overview of how each of these sources work and also briefly discuss some common

sources and their advantages and disadvantages. We also provide references to reviews or books

with more information whenever possible.

The frequency comb spectrum provides several benefits for spectroscopy applications when

compared to more commonly used sources such as incoherent (thermal and LED) light or cw-lasers

[44, 46, 72]. First – as we will see – the comb spectrum can be very broad, even matching or

exceeding some incoherent sources. At the same time though, under the broad spectral envelope

there are many narrow lines at well defined frequencies, thus matching the spectral resolution

attainable with cw-lasers. In this respect, a frequency comb can be thought of as an array of

many thousands of cw-lasers operating simultaneously, each with a precisely defined frequency.

Additionally, the spectrum of a frequency comb can be efficiently matched with the resonances of
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an optical Fabry-Perot cavity for significantly increased detection sensitivities. Finally, the high

spatial coherence of laser sources enables long path-length beam propagation with little loss of

power due to divergence. This can be used for example for multi-kilometer length absorption

measurements in the atmosphere [73].

The comb source used in a particular spectroscopic application is chosen based on the require-

ments of that application. The first consideration is typically the necessary spectral coverage of

the comb source. For molecular spectroscopy, the strongest transitions, thus the highest detection

sensitivity, exist in the visible to ultraviolet (electronic transitions) and in the mid-infrared above

3 µm (fundamental vibrational modes). Many interesting atomic transitions occur below 200 nm.

This has pushed the development of comb sources towards these spectral regions. For multi-species

detection capability, typically a broader spectral bandwidth is desired; however, for a given laser

power, a broader bandwidth results in less power at any given spectral line, potentially decreasing

the signal-to-noise. Another consideration is the spacing between comb lines. This not only affects

the power-per-line for a given power and bandwidth, but also presents a tradeoff between instan-

taneous spectral resolution and the amount of scanning necessary to cover the full spectrum. The

necessary power depends also on the efficiency of the read-out method. Finally, for applications

outside of the spectroscopy lab, the robustness and portability of the system must also be consid-

ered. These considerations have led to the development of a wide range of comb sources. Figure

2.1 shows the spectral coverage and power of a variety of different sources currently demonstrated.

2.1 Mode-locked lasers

A frequency comb in the spectral domain transforms to a train of equally spaced pulses in

the time domain. The time between each pulse is given by the inverse of the frequency spacing

between adjacent lines in the frequency domain. This frequency is called the repetition rate (frep),

and is typically set by the optical path-length L of the laser resonator. The inverse of the duration

of each pulse sets the frequency domain spectral bandwidth. There is one additional degree of

freedom, which is the pulse-to-pulse phase shift of the oscillating carrier electric field relative to the
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pulse envelope (the carrier-envelope phase shift, ∆φCE). The carrier-envelope phase shift arises

from cavity dispersion which results in a difference between the group velocity vg and the phase

velocity vp at the pulse center frequency:

∆φCE = ωL

(
1

vg
− 1

vp

)
. (2.1)

This causes in a shift of the comb modes in the frequency domain such that the frequency of the

modes is now given by νm = m ∗ frep + f0. Here m is an integer mode number and f0 is the offset

frequency (also called the carrier-envelope offset frequency) due to the carrier-envelope phase shift,

f0 = ∆φCE/(2π) ∗ frep.

Lasers that emit such a train of short pulses are called mode-locked lasers and were originally

investigated solely for ultrashort pulse generation. Over the past few decades, mode-locking has

been demonstrated by a variety of different methods in many different lasers, including solid-state

lasers, dye lasers, fiber lasers, and diode lasers. Twenty years after the initial demonstration of a

mode-locked laser, the ability to completely control and stabilize the frequency domain structure

of such a laser was achieved, resulting in the first fully phase-stabilized frequency comb [74]. Such

precise control has only been reliably accomplished in a small subset of all mode-locked lasers,

and we focus our attention on the most common of those gain media: namely Ti3+:sapphire,

Yb3+:fiber, Er3+:fiber, Tm3+:fiber, and (to some extent) Cr2+:ZnSe. Several mechanisms exist for

mode-locking these lasers [75, 76, 77] and can be broadly divided into active or passive methods.

2.1.1 Mode-locking Mechanisms

2.1.1.1 Active mode-locking

Active mode-locking works by forcing multiple laser resonator modes to have a well-defined

phase relation between them [77]. This can be accomplished with an intra-cavity electro-optic or

acousto-optic modulator that is driven at frep (i.e., the laser mode spacing). Thus, laser light at

one mode will have sidebands located at adjacent modes. These sidebands will experience gain and

will also obtain sidebands, which results in a cascaded generation of laser modes with fixed phase.
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While active mode-locking is very robust, it is difficult to produce extremely short pulses using

only active mode-locking because there is no strong pulse shortening mechanism [78]. Because of

this limitation, most comb sources rely on some form of passive mode-locking possibly in addition

to active mode-locking for self-starting.

2.1.1.2 Saturable Absorber

Mode-locking can also be achieved by modifying the temporal response of the laser cavity to

favor pulse formation over cw lasing. One way to accomplish this is to incorporate an intra-cavity

absorbing medium with an absorption coefficient given by

α =
α0

1 + I
Is

(2.2)

where α0 is the zero-power absorption coefficient, I is the intra-cavity intensity, and Is is the

saturation intensity (defined as the point where the absorption coefficient is α0/2). This has

the effect of absorbing the leading edge of a pulse and increasing the effective gain for the peak

of the pulse. The carrier lifetime of common saturable absorbers is in the range of picoseconds

to nanoseconds, which would limit the achievable pulse duration to this range; however, when

combined with gain saturation – which lowers the gain for the trailing edge of the pulse – shorter

pulses are possible.

The most common saturable absorbers are semiconductor-based quantum wells (such as GaAs

or InGaAsP) grown on the surface of Bragg reflecting mirrors [79]. These are called either saturable

Bragg reflectors (SBRs) or semiconductor saturable absorber mirrors (SESAMs) and are typically

used as an end-mirror in the laser cavity. These saturable absorbers often have a saturation fluence

of about 20 µJ/cm2, which gives a saturation energy of 250 pJ for a beam radius of 20 µm and

necessitates tight focusing for effective mode-locking. In order to overcome some of the limitations

(such as carrier lifetime) of semiconductor-based saturable absorbers and extend the applicability

to other systems, saturable absorbers based on materials such as carbon nanotubes and graphene

have been demonstrated [80, 81, 82].
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2.1.1.3 Kerr effect

An optical field (E) traveling through a material causes a polarization of the material given

by P = χeE , where χe is the material susceptibility [83]. For strong fields, χe is itself dependent

on the field strength and is approximated by χe ≈ χ(1) + χ(2)E + χ(3)E2 + .... For a material with

inversion symmetry (and amorphous materials), χ(2) = 0. Using I = (cn0ε0|E|2)/2 and n2 = 1+χe,

we obtain for small χ(3) that n ≈ n0 + n2I, where n2 is the nonlinear index and is proportional

to χ(3). This (instantaneous) modification of the index of refraction as a function of intensity is

known as the Kerr effect.

In solid-state lasers such as Ti:sapphire [84, 85] and Cr:ZnSe [86, 87, 88], the Kerr effect

results in a variable nonlinear phase as a function of radial position in the the beam [89, 77]

φnl(r, t) =

(
2π

λ

)
n2dI(t)e−(2r2/w2

0) ≈
(

2π

λ

)
n2dI(t)

(
1− 2

r2

w2
0

)
(2.3)

for a thin material of thickness d and a Gaussian beam of waist w0. This parabolic phase front

results in an effective lens of focal length

f =
w2

0

4n2dI0
(2.4)

where I0 is the peak pulse intensity. This lens can be used as an effective saturable absorber for

mode-locking (called Kerr-lens mode-locking or KLM) in several ways. First, with a hard aperture,

the transmission through the aperture will increase with more lensing, so the net gain will be higher

for pulsed operation. Even without a hard aperture, the presence of the Kerr lens modifies the

cavity parameters, thus a cavity near the edge of stability can be made more stable for pulsed

operation. KLM lasers may not be self-starting; however, typically only small perturbations are

necessary to initiate mode-locking. In general, KLM lasers provide the shortest pulse durations

achievable directly from the gain medium.

The Kerr effect also occurs in Yb- and Er-doped gain fibers, where it results in a nonlinear

rotation of elliptically polarized light. This polarization rotation can be used in a ring cavity with

polarization selective elements to achieve mode-locking by increasing the transmission through an



15

intracavity polarizer for pulsed light relative to cw light [90]. Polarization-rotation mode-locking can

be used to create all-fiber lasers with no free-space sections and provides for reliable, self-starting

mode-locked operation [91].

2.2 Indirect Sources

The ultrashort pulsed output of a mode-locked laser results in a high peak intensity per pulse.

This provides large nonlinear effects in many materials, which can be used to extend or shift the

spectrum of a mode-locked laser. Frequency combs can thus be generated in spectral regions that

are difficult or impossible to fully cover with cw-lasers such as the extreme ultraviolet (below 100

nm) or the mid-infrared (2-10 µm). In addition, frequency combs can simultaneously cover multiple

octaves of spectral bandwidth using non-linear optics, far exceeding the tuning range of any cw-

laser, while still maintaining the high resolution of a cw-laser. This flexibility makes indirect comb

sources well suited for new applications in spectroscopy.

Many crystals do not possess inversion symmetry and therefore exhibit χ(2) nonlinearity. This

nonlinearity can be used for second-harmonic generation (SHG), sum-frequency generation (SFG),

difference-frequency generation (DFG), and parametric generation [83]. In SHG, two pump photons

are combined to form one photon at twice the frequency; similarly in SFG, two pump photons at

different frequencies are combined to produce one at the sum frequency. DFG again works in the

same way, except that the difference frequency is produced. Parametric generation is the reverse

of SFG, where one pump photon is down-converted into two lower energy photons (a signal and

idler). Phase-matching between all three frequencies must be satisfied in all of these processes; this

can be accomplished by using different axes of a birefringent crystal and tuning the input angle and

polarization relative to the crystal axes or by periodically poling a crystal such that the phase of the

produced light is periodically changed to add coherently (similar to Bragg reflection). The phase

matching can be tuned by rotating the crystal, or in the case of periodically-poled materials, it is

possible to create a “fan-out” poling-period that varies linearly across one dimension of the crystal

so that the crystal just needs to be translated. In addition, longer periodically-poled crystals can
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be used without severely limiting the angular acceptance (and thus the phase-matched spectral

bandwidth), resulting in higher conversion efficiencies.

The most common approaches for producing mid-infrared frequency combs beyond 3 µm are

to use either DFG or an optical parametric oscillator (OPO, see Section 2.4). DFG combs have

been demonstrated using the spectrum generated directly from a Ti:sapphire laser [92]; however,

the achievable powers were very low. More power can be obtained by using two synchronized

Ti:sapphire lasers [93], but this is experimentally more complicated. Multi-branch Er:fiber lasers

enable mW-level, tunable DFG with one branch used with nonlinear fiber to provide tunable,

shifted light and the second branch used to provide high-power, unshifted light [94, 95]. Up to

100 mW has recently been acheived using a fan-out periodically-poled crystal and a Yb:fiber laser

[96]. In this case, some of the light from the fiber laser was sent through nonlinear fiber, and

the red-shifted Raman soliton (see Section 2.3 for more information on nonlinear fiber optics)

was mixed with the remaining unshifted pump light to generate the difference frequency. DFG

systems are convenient and compact, but the power limitations can hinder some applications. For

higher power, it is necessary to use an OPO, in which the signal and/or idler light produced by

parametric generation is resonant with a cavity containing the nonlinear crystal. This greatly

increases the conversion efficiency, but also adds some additional complexity. For comb generation,

the cavity is generally pumped synchronously, that is the OPO cavity FSR should match an integer

multiple of the laser repetition rate, and the cavity length is actively controlled since this sets the

f0 of the generated comb [97, 50, 98]. It is also possible to run an OPO with the signal and idler

degenerate (a “divide-by-two” system), which can be used to produce near-octave spanning spectral

bandwidth in the mid-infrared [99, 100]. This broad spectrum presents a drawback though as well,

since the power per spectral element is usually low. The upper limit to the attainable spectral

range is set partially by the absorption edge of crystals used (commonly lithium niobate), so to

reach longer wavelengths, other crystals must be used. These are usually angled-tuned crystals

such as AgGaSe2 [101]; however, recently, periodic patterning of GaAs has been developed, which

could enable significantly higher powers. In order to use GaAs for mid-infrared generation, the
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pump wavelength must be above about 1.6 µm, thus the increased interest in Tm:fiber systems.

Very recently, an octave-spanning mid-infrared spectrum up to 6.1 µm was demonstrated with a

Tm:fiber laser and degenerate OPO using orientation-patterned GaAs (OP-GaAs) [102], although

the average power was only about 30 mW.

Large nonlinear effects can also be obtained by tight confinement in small-core optical fiber

[103, 104] (such as photonic crystal fiber [105, 106], microstructure fiber [20, 107], and highly

nonlinear fiber [108]). These fibers not only result in high intensities but also provide a long

interaction length over which to accumulate effects. In addition, the dispersion profile of the fiber

can be tailored by adjusting the mode size and adding dopants, which provides even more control

over the nonlinear effects present. Because of the flexibility, nonlinear fibers have found a wide

range of applications. In addition to visible light production [109], Er:fiber lasers broadened with

nonlinear fiber have also been used to seed a Tm:fiber amplifier, which can produce >3 W average

power femtosecond pulses tunable around 2 µm [110, 111]. This source can be used to pump an

OP-GaAs OPO in the 5-12 µm spectral region (where sources for comb spectroscopy are lacking)

or can be used to generate tunable THz radiation using OP-GaAs [112]. Broadening in nonlinear

fiber can also be used to coherently link different wavelength regions. For example, a broadened

Yb:fiber comb would perhaps be the ideal source to link a highly stable cw laser at 1.55 µm to

the Strontium optical clock transition at 698 nm if the Yb:fiber laser can provide coherent light at

both spectral regions simultaneously. Finally, in an application of comb spectroscopy to trace gas

analysis in semiconductor processing gases (Section 4.1), an Er:fiber laser can be used to provide

tunable 1.8-1.9 µm light with reasonable powers from a compact system. Currently, fibers with

large nonlinearities are readily available throughout the visible and near-infrared and have recently

been demonstrated in the mid-infrared [113, 114, 115, 116]. Nonlinear fibers enable flexible comb

generation in many wavelength regions using robust (fiber-based) pump lasers; however, care must

be taken so that the coherence of the pump is preserved in the nonlinear processes, as discussed in

Section 2.3.

With extremely high peak electric fields, like those attainable at a tight focus in an optical
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cavity, the perturbative expansion to the polarizability breaks down and the material (in this case

usually a jet of noble gas) is ionized. The electron is accelerated away from the atom for some

period of time, until the electric field reverses and accelerates the electron back toward the atom.

The electron can then recombine with the atom, emitting all of the excess energy from the field

in high-order (odd) harmonics of the original laser frequency. This process, called high-harmonic

generation (HHG), can be used to produce combs in the vacuum ultra-violet (VUV, 100 to 200

nm) and extreme ultra-violet (XUV, below 100 nm) [117, 118, 119] with over 100 µW per harmonic

order[120].

2.2.1 cw-laser Based Sources

Currently, cw-laser based comb sources have not seen many applications to spectroscopy and

so we only briefly mention them. It is possible to make a frequency comb simply by applying a

strong frequency modulation, which results in sidebands at harmonics of the modulation frequency.

With very strong modulation it is possible to put optical power into high orders, resulting in a

comb in the frequency domain. However, in practice, the achievable spectral bandwidth is small

and thus does not provide much of an advantage over cw-laser spectroscopy. A comb can also be

generated by driving a Raman transition between rotational levels in a molecule using two (pulsed)

laser frequencies. With enough Raman gain, it is possible to cascade this process and produce an

octave-spanning comb [121]. Currently these combs have only been demonstrated with large mode

spacing (the rotational spacing of the molecules used), which potentially limits the usefulness for

spectroscopy.

Recently, frequency combs based on parametric frequency conversion of cw-lasers in mi-

croresonators have been been demonstrated [122, 123, 124]. When a cw-laser is injected into a

high-finesse microresonator, the high intracavity intensity results in cascaded four-wave mixing

(FWM) and can generate a comb with a frequency spacing set by the free-spectral range of the

microresonator. These sources show some interesting potential for spectroscopy applications due to

their compact size and inherent simplicity; however, they are currently limited to repetition rates
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above about 20 GHz, which is a potential drawback. In addition, the inherent noise properties of

the generated comb are not yet well understood or controllable [125, 126].

2.2.2 Typical comb sources

Mode-locked Ti:sapphire lasers were used for the first realization of fully stabilized frequency

combs, and they are still probably the most widely used comb sources. These are usually Kerr-lens

mode-locked and are sometimes actively mode-locked as well. The Ti:sapphire gain bandwidth is

extremely broad, which enables the generation of ultrashort (10 femtosecond) pulses and corre-

spondingly large spectral bandwidth (covering about 700 nm to 1050 nm) directly from the laser.

It is even possible to generate octave-spanning spectra directly from the laser with intracavity SPM

[127, 128]. Ti:sapphire combs can be made with repetition rates ranging from < 100 MHz up to 10

GHz [129], providing large flexibility for different applications. Because the ultrashort pulses result

in high-efficiency nonlinear processes, Ti:sapphire lasers also provide the highest power combs in

the visible to UV range by using SHG [130] or supercontinuum fiber. One drawback is that the

free-space cavity limits the robustness of these lasers. In addition, the pump laser is still expensive

and relatively bulky, further limiting the field applicability of the system.

Yb:fiber lasers [75] produce combs directly in the 1000 to 1100 nm spectral region. These

lasers are typically mode-locked using a saturable absorber and are limited in spectral bandwidth

(and thus pulse duration of about 80 fs) by the gain bandwidth of the fiber. One common cavity

configuration consists of a linear cavity with the pump diode coupled to the gain fiber using a

wavelength-division multiplexer (WDM), one cavity mirror (the output coupler) being a Bragg

grating written into fiber, and a short free-space section containing a waveplate, focusing lens and

an SBR as the second cavity mirror (see Figure 2.2). While this design does contain a small free-

space section, it is still robust since the pump is entirely fiber-coupled and the cavity is mostly

fiber. Additionally, the pump diode is compact and fairly inexpensive. It is also possible to use

polarization rotation mode-locking; however, in this case free-space intracavity gratings are required

for dispersion compensation. Yb:fiber combs have been built with repetition rates up to 1 GHz.
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Yb:fiber based amplifiers are very power scalable due to the high Yb-doping concentration possible

in large mode area fibers. In fact, chirped-pulse amplifiers have been used to produce a comb with

80 W average power at 150 MHz [131]. As shown in Figure 2.2, the high average power capabilities

have enabled comb generation spanning over 1.5 octaves in the near-infrared in highly nonlinear

fiber (Section 2.3) [49], in the XUV down to 50 nm with high-harmonic generation [120], and in the

mid-infrared with parametric generation (Section 2.4) [50]. One drawback of Yb:fiber lasers is that

they are not very tunable without external spectral broadening due to the narrow gain bandwidth.

Er:fiber lasers [132, 133] mode-locked (typically) using polarization rotation, have become

very popular for a few reasons. First, since they produce combs near 1550 nm they can take advan-

tage of all of the advancements in telecommunications technology. This makes them inexpensive

and fairly easy to build. In addition, they can be made entirely out of fiber, without any free-space

sections, which makes them very robust and portable [134, 91] even being used in a drop tower

experiment with deceleration of 50 g [135]. It is also possible to split the comb output into multiple

branches, and amplify each branch separately, which provides a large amount of flexibility. With

highly nonlinear fiber, Er:fiber lasers can cover from 1000 nm to over 2100 nm (Section 2.3). When

combined with SHG as well, they can be used to provide tunable combs throughout the visible

region [109]. They have also been used for mid-infrared comb generation using DFG or an opti-

cal parametric oscillator. However, currently Er:fiber lasers are limited to typically 500 mW per

branch. Also, for spectroscopy, their spectral coverage without broadening or frequency conversion

is not ideal. Due to the low doping concentration of the Er:fiber and the necessary dispersion

compensation, the repetition rate is typically 100-250 MHz, although a repetition rate of 1 GHz

has been demonstrated [136].

Two new comb sources have recently been developed that push the wavelengths toward the

mid-infrared. Tm:fiber combs [137], which operate between 2 to 2.1 µm, function in many ways

similarly to Yb:fiber lasers and with many of the same advantages and disadvantages of those

lasers. Currently, they can provide about 3 W of power at repetition rates up to about 100 MHz,

although the power can be increased with careful thermal management. It is also possible to seed
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a Tm:fiber amplifier with the shifted output of an Er:fiber comb [111]. The primary advantage of

these lasers is that they allow for the use of new nonlinear crystals for frequency conversion to the

mid-infrared. Cr:ZnSe lasers are similar in may respects to Ti:sapphire except that they operate

around 2.5 µm. The fractional gain bandwidth is even larger than that of Ti:sapphire, which gives

the potential for ultrashort pulse generation in the mid-infrared and thus broad spectral bandwidth

directly from the laser. Currently though, challenges such as cavity dispersion control [138] have

limited the utility of these lasers.

2.3 Nonlinear fiber optics

The observed spectrum from the nonlinear fiber results from a complex interplay of multiple

χ(3) processes such as self-phase modulation (SPM), cross-phase modulation (XPM), stimulated

Raman scattering (SRS), and four-wave mixing (FWM) as well as the interaction of dispersion

with each of these [139, 140]. Because of this complexity, fiber super-continuum sources are often

modeled numerically using a generalized nonlinear Schrodinger equation [141]. Several comprehen-

sive reviews [104, 142] and books [103, 143] have been written about nonlinear effects in fiber, and

we provide a summary in Section 2.3.2. Briefly, the dominant nonlinear process depends on the

fiber group-velocity dispersion (GVD, parameterized by the coefficient β2) near the wavelength of

the injected pulse. For normal (i.e., positive) GVD, the primary broadening mechanism initially

is SPM, which results in a nearly symmetrical spectral broadening, with some additional contri-

butions from XPM and FWM especially close to the zero-GVD point. SPM and XPM both arise

from the Kerr effect discussed before; however, in this case the nonlinear phase shift occurs in

the temporal domain. Since a time-varying phase results in an instantaneous frequency shift, this

results in a frequency chirp and spectral broadening. This can also be understood as a temporal

focusing, i.e., pulse compression. In XPM, electric fields at one frequency cause phase shifts on

fields at another frequency. FWM is a general term for a χ(3) process that converts two input pho-

tons (at the same or different frequencies) into two photons at new frequencies with the same total

energy. It dominates near the zero-GVD wavelength and also plays a role as the spectrum broadens
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and phase-matching becomes more likely. In the anomalous (negative) GVD region, the injected

pulse can initially form (quasi-) stable wavepackets called solitons. As these solitons propagate,

they shift toward longer wavelengths (i.e., red shift) due to stimulated Raman scattering where a

photon from the shorter wavelength portion of the pulse spectrum is converted into a longer wave-

length (lower energy) photon and an acoustic phonon. In addition, as the solitons propagate, they

emit so-called dispersive waves at short wavelengths (in the normal GVD region) where the phase

velocity matches that of the soliton. These dispersive waves are analogs to the Cherenkov radiation

emited by charged particles. Finally, the solitons and dispersive waves can couple through XPM,

resulting in additional spectral broadening.

Many of these features can be observed in the measured spectra from a broadened Yb:fiber

laser shown in Figure 2.3. The fiber used here is the IMRA suspended core fiber [20], and we

measure the spectrum as a function of power coupled into the fiber. As the power is increased, we

initially see one Raman soliton on the red side of the spectrum and then this soliton progressively

shifts to the red and multiple solitons appear. On the blue side, we initially see peaks below 700

nm, which are the dispersive waves. Between 700 and 900 nm the behavior is more complicated: at

the highest power, this region is completely filled, but we have found that this region potentially has

significant amplitude noise (see below). This fiber setup was used as part of the stabilization of the

mid-IR OPO (Section 2.4). We have investigated the coherence properties of a similar broadening

setup that covers 1.5 octaves, as discussed in detail below.

Nonlinear fiber optics can also be used for comb spectroscopy around 1.8-2 µm with an

Er:fiber laser (Section 4.1). Initially, we used a long piece of single-mode polarization-maintaing

fiber (e.g., Fibercore HB-1500, which has a slightly smaller core compared to standard SMF-28)

to Raman shift a significant portion (50% or potentially even more) of the initial power to beyond

1.8 µm, as shown in Figure 2.4(a). The final wavelength of the shifted light could be controlled by

varying the input power, polarization, or initial chirp (using a prism pair). This has the advantage

of providing high power concentrated in a single, controllable spectral region; however, we found

some issues with the coherence of the shifted light, as discussed more below. Because of this, we
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used supercontinuum generation in highly nonlinear fiber for this project (Figure 2.4(b)).

2.3.1 Numerical simulations

To better understand the spectral broadening process and supercontinuum coherence prop-

erties, it is necessary to perform numerical simulations of the pulse dynamics within the nonlinear

fiber. The propagation in fiber can be accurately described by a generalized nonlinear Schrödinger

equation (GNLSE) [144, 141],

∂A (z, t)

∂z
+
α

2
A− iF−1

[(
β (ω)− ωβ1 − β0

)
Ã (z, ω)

]
=

iγ

(
1 +

i

ω0

∂

∂t

)[
A (z, t)

∫
R
(
t′
) ∣∣A (z, t− t′)∣∣2 dt′] . (2.5)

The left side describes all linear and dispersive effects where A(z, t) is the field envelope as a function

of position z and time t, α is the absorption coefficient, and the inverse Fourier transform accounts

for dispersion. In this, Ã (z, ω) is the Fourier transform of A (z, t); βk ≡ ∂k

∂ωk
β (ω)

∣∣
ω0

, where β (ω)

is the propagation constant, and ω0 is the carrier frequency. The dispersion term is frequently

approximated by a Taylor series, so

iF−1
[(
β (ω)− ωβ1 − β0

)
Ã (z, ω)

]
≈
∑
k≥2

ik+1

k!
βk
∂kA

∂T k
. (2.6)

The terms on the right side of Equation 2.5 take into account the relevant χ(3) effects, namely

Raman scattering and the Kerr effect, through the nonlinear coefficient γ = ω0n2(ω0)/cAeff (ω0).

Here n2 is the nonlinear refractive index of the fiber core and Aeff is the effective area of the

guided mode. The time derivative accounts for intensity dependence of the group velocity, an effect

that leads to self-steepening and optical shock formation (steep leading pulse edges). This same

formalism can be used to describe the Kerr effect. Shock wave formation occurs on a characteristic

time scale given by τsh ≈ 1/ω0. The integral term on the right side of Equation 2.5 accounts for

the delayed Raman response of the fiber material whose temporal impulse response is given by

R (t) = (1− fR) δ (t− te) + fRhR (t) [103], where the Raman fraction, fR, sets the ratio of Kerr

to Raman non-linearity, hR (t) is the time-domain Raman response function, and te is an electric
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delay. In general, it is assumed that the electronic response is instantaneous so that the delay time

can be neglected. The response function and Raman fraction (fR ≈ 0.18) are determined by fitting

the frequency domain Raman gain spectrum [144, 145]. This fit assumes that the gain spectrum

can be described by a single Lorentzian model (which assumes that the Raman response is only

due to a symmetric Si–O–Si stretch); however, this neglects what is known as the ’Boson peak’

in amorphous glasses. A potentially more complete model for hR is given in [146], which gives a

higher fit value of fR ≈ 0.245 for silica fiber. For the simulations here we have opted to continue

to use the simpler and more frequently used model with fR ≈ 0.18 for standard SMF 28. Doping

of the fiber core, for example with GeO2, will increase fR, which will be important below.

We numerically solved the GNLSE using a symmetric split-step Fourier algorithm. This

algorithm assumes that the dispersion and non-linearities act independently of each other, so for

each distance step of size h, dispersion acts for the first length h/2, then the non-linearity is applied,

and then dispersion is applied for the second half step of distance h/2. This can be thought of as

neglecting the commutator between the dispersion and non-linearity operators, which results in an

error of order h2, thus the algorithm converges by decreasing h. For the dispersion step, we have

the following equation (neglecting all non-linearities):

∂A

∂z
= D̂A (2.7)

where D̂ is the dispersion operator, which can be obtained by comparing with the GNLSE (Equation

2.5). Equation 2.7 can be easily solved by switching to the frequency domain

A(z + h/2, T ) = F−1
[
exp

(
−h/2D̂(−iω)

)
F(A)

]
(2.8)

where D̂(−iω) is obtained by replacing each time derivative in the dispersion operator with −iω.

While dispersion is easy to apply, non-linearities are more subtle. There are many possible

methods that can be used, each with trade-offs in terms of accuracy and computational difficulty.

First, there are several ways of computing the non-linearity operator. Agrawal [103] typically

approximates |A (z, t− t′)|2 with a Taylor expansion (to first order) about t′ = 0 which reduces the
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convolution integral to just an integral of the Raman response function. Furthermore, second order

derivatives are dropped to give three terms. This is the simplest form of the non-linearity operator;

however, its accuracy is questionable for ultrashort (< 100 fs) pulses, so it was not used in this

study. The method used here is to compute the convolution in the frequency domain as an inverse

Fourier transform of a product of Fourier transforms [147]. Note that if the FFT algorithm is used

(as it typically is) the convolution will need to be scaled by a factor proportional to 1/N , where

N is the number of frequency/time grid points. Similarly, the time derivative can be evaluated

using another inverse Fourier transform/Fourier transform pair, or by using a numerical gradient

algorithm.

The simplest way to apply the non-linearity operator is by multiplication with exp(hN̂)A;

however, this is not the most accurate method. Another method is to say that in reality, the non-

linearity should have been integrated over the distance h, and then to approximate this integral as

the average value at its endpoints. Now, the value of A(z + h) (which is needed to find the non-

linearity operator at that point) is not known, but can be solved iteratively by first using the initial

value of A, calculating the final A after applying all dispersion, then using this as the new value

of A(z + h) and repeating until the final field converges. This is ideally very accurate, although is

potentially computationally intensive. The method used here is to solve the differential equation

given by

∂A

∂z
= N̂A (2.9)

using a fourth-order Runge-Kutta algorithm. This algorithm seems to be robust while maintaining

high accuracy.

2.3.2 Broadening mechanisms

Our first task now is to understand the dynamics of pulse propagation in optical fibers.

We first look at an 83 fs FWHM Gaussian pulse with 35.2 kW peak power in standard SMF-

28. Additionally, we neglect all dispersion except GVD and assume that γ is ∼1 W−1/km. Figure

2.5(a) and (b) show the pulse evolution with -22 ps2/m dispersion (i.e., in the anomalous dispersion
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regime) while (c) and (d) show the propagation with the GVD sign flipped (normal dispersion).

From this simple simulation we can see several important features. First, we can see the dramatic

difference between dynamics with anomalous and normal dispersion. In the normal dispersion

case the dynamics are primarily just the result of GVD induced pulse broadening as well as SPM

spectral broadening (which results in a symmetrically broadened frequency spectrum). However,

in the anomalous dispersion case the dynamics are clearly different. In this case, the evolution is

dominated by the dynamics of solitons.

If we inject a pulse with a given peak power and pulse duration into fiber with anomalous

dispersion, the pulse will rapidly evolve into a soliton with order given by

N =

√
P0γT 2

0

|β2|
(2.10)

where P0 is the peak power and T0 is the pulse width (not FWHM – with the given parameters

T0 is 50 fs). In Figure 2.5, the power is sufficient to form a second-order soliton (N = 2). To

confirm that soliton dynamics are important, Figure 2.6(a) and (b) show a similar pulse with peak

power high enough to give a third-order soliton, while Figure 2.6(c) and (d) show what happens if

N << 1 so that soliton dynamics are not relevant.

The most distinctive features of Raman solitons are the strong temporal and frequency shifts

seen in Figures 2.5(a)-(b) and 2.6(a)-(b). Each Raman soliton experiences a different group delay

and thus temporally separates from the center seed pulse. Furthermore, it continues to experience

a frequency shift toward the red from intrapulse Raman scattering (where the blue frequency

components of the pulse seed the red frequency components through the Raman gain of the fiber).

This frequency shift, ∆νR(z), is called the Raman induced frequency shift (RIFS) or the soliton

self-frequency shift (SSFS). Neglecting higher order dispersion and losses,

∆νR(z) ≈ −4TR(γP0)2z

15π|β2|
, (2.11)

where TR is a Raman delay parameter, which is about 3 fs for fused silica [103]. Another notice-

able effect is an oscillating spectral and temporal profile. This is further confirmation of soliton

dynamics, as these oscillations occur in soliton propagation without non-linear effects.
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Figure 2.5: N = 2 Gaussian pulses propagating in fiber with only GVD and non-linear effects
included. (a) and (b) Temporal and spectral profile with -22 ps2/m GVD. (c) and (d) Temporal
and spectral profile with +22 ps2/m GVD.
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Figure 2.6: Higher and lower power pulses propagating in SMF-28. (a) and (b) Temporal and
spectral profiles of an N = 3 soliton; (c) and (d) Temporal and spectral profiles of a pulse with
N << 1.
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Within a short distance into the fiber, a higher-order soliton (including one with non-integer

N) is believed to break-up into N̄ fundamental solitons in a process termed soliton fission [142].

This fission process can be explained by stimulated Raman scattering dumping enough power from

the high-order soliton into a frequency shifted component to form a stable fundamental Raman

soliton. The temporal width and power of the kth soliton (k = 1, 2, ..., N̄) are

Tk =
T0

2N + 1− 2k
and

Pk =
(2N + 1− 2k)2

N2
P0.

(2.12)

Each soliton then experience RIFS according to Equation 2.11 with P0 replaced by Pk. We can see

this in the N = 3 case, Figure 2.6(a) and (b), where two red-shifted solitons are seen at the longer

propagation distances.

While instructive, these calculations did not necessarily use reasonable parameters. For

example, third-order and higher dispersion terms were ignored and the peak power was chosen as

to satisfy the given soliton number condition without regard to how much peak power was required.

We now consider what happens if we use experimentally relevant values. For these simulations we

assumed values reasonable for a standard Er:fiber oscillator followed by a single-mode Er:fiber

amplifier. In particular, we assumed 400 mW average power at 250 MHz repetition rate and 70 fs

FWHM sech2 pulses. The center wavelength was assumed to be 1550 nm.

We first simulated propagation of this pulse through SMF-28. The result is shown in Figure

2.7. The given pulse parameters correspond to N ≈ 1 so we would expect to see some soliton

dynamics involved. Indeed this is the case, as we see the clear formation of a single Raman soliton,

which experiences RIFS along the fiber. After propagating through 8 m of fiber, the wavelength has

shifted to around 1850 nm, which is similar to the shift observed in Figure 2.4. As the soliton shifts

to longer wavelengths, |β2| increases, which results in an increasing temporal pulse width (according

to Equation 2.10). This results in a lower Raman gain and causes the rate of wavelength shifting

to decrease at longer wavelengths.

For comparison, we also simulate the propagation of this same pulse in dispersion-shifted
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fiber (i.e., highly nonlinear fiber, HNLF), which has a zero-dispersion wavelength typically above

1500 nm and a smaller core size than SMF 28. This results in γ ≈ 21 W−1/km. We used

dispersion parameters from [148]. The results from this simulation are shown in Figure 2.8. Using

our knowledge of propagation in SMF-28, we can attempt to deconstruct the dynamics of the

supercontinuum formation in HNLF.

Since we are still pumping the HNLF slightly in the anomalous dispersion region, we still

expect to see soliton dynamics. If fact, given the small GVD and higher non-linearity of the fiber,

we are injecting an N = 48.7 soliton into the fiber; however, the distance at which soliton fission

occurs is given roughly by LD/N where LD = T 2
0 /|β2| is the dispersion length. This estimate

implies that soliton fission would occur in about 11 cm; therefore, we do not expect to see a large

number of ejected solitons. We can however still attribute the long wavelength edge of the spectrum

to a Raman soliton undergoing RIFS. Instead of seeing an ejected soliton after the fission distance,

which would happen almost immediately in SMF-28, we are instead seeing the high-order soliton

just starting to break-up. However, since the fission distance is so long compared to the length

over which the non-linearities take to become apparent, the process is distorted because of the

non-linearities. In particular, the long wavelength region results from the Raman shifting of the

high-order soliton. As this soliton is rapidly shifted due to the RIFS, it is still undergoing a fission

process, resulting in further breakup into two pulses with different pulse energies. The higher

energy soliton experiences more RIFS, whereas the low energy component would not experience as

many nonlinearities. In addition, the initial spectrum broadens rapidly due to SPM, which would

serve as a further driving effect for the soliton breakup.

We also see a significant amount of structure on the short wavelength edge. Some of this is

certainly due to SPM (note the symmetrical initial broadening); however, SPM would most likely

not lead to such a strong edge to the spectrum. An additional source of this is coupling from the

Raman soliton components into a dispersive wave. This coupling occurs through a phase resonance
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where the dispersive wave is formed at frequency ωDW given by [142]

β (ωs)− ωs/vgs + (1− fR)γPs = β (ωDW )ωDW /v
g
s (2.13)

where Ps is the peak power of the soliton coupling to the dispersive wave and vgs is the group velocity

of the soliton. Since these are changing as the soliton propagates, the generated dispersive wave

could evolve along with its generating soliton. The temporal profile in the first panel of Figure 2.8

corroborates this explanation. In this, we see two Raman solitons slightly delayed from the main

pulse and a broad pedestal around the solitons, which is the dispersive wave.

In addition to understanding the broadening process, we care about the coherence of the

generated light. As we will see in the next section, we can use a combination of experiments

and simulations to check the coherence of the nonlinear processes occurring in the fiber. This

was the first systematic experimental and numerical study of supercontinuum coherence over wide

bandwidth.

2.3.3 Coherence measurements

We have tested the coherence properties of the broadened spectra from a Yb:fiber laser by

performing free-running beat experiments with several single-frequency lasers. The frequency comb

was based on a Fabry-Perot-type Yb-similariton oscillator mode-locked with a sub-ps lifetime sat-

urable absorber mirror, which are known to exhibit excellent passive stability (details about the

oscillator are published elsewhere [149]). While it has been demonstrated that fiber oscillators can

produce high quality frequency combs [150], pulse durations in the 100 fs range make it challenging

to realize super continua with a high degree of coherence over a large spectral region [151], as the

sensitivity of the broadening process to noise can lead to large spectral phase fluctuations [152].

Due to this consideration, care was taken to reach near transform-limited nJ-level pulses suitable

for supercontinuum generation. The 152 MHz pulse train was amplified in a Yb-doped double-clad

phosphosilicate fiber with 12 µm core diameter pumped at 976 nm. To avoid self-phase modu-

lation and hence to minimize amplitude-to-phase noise conversion in the fiber amplifier, a linear
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chirped-pulse amplification scheme was chosen, and it has been demonstrated that this amplifica-

tion scheme is compatible with low-noise phase control [153, 154]. With fiber-based compensation

for higher-order dispersion contributions, necessary to reach the Fourier-limit, the pulses could be

recompressed to < 80 fs with a grating compressor as characterized by frequency resolved opti-

cal gating. After coupling the pulse train with a pulse energy of 1.2 nJ into a highly nonlinear

suspended core fiber (SCF), the optical spectrum spanned from 570 nm up to 1.66 µm at the -30

dB-level as shown in Figure 2.9 (a).

We used the measured pulse energy coupled into the fiber, input spectrum, and fiber dis-

persion in our simulation from Section 2.3.1 (dashed red line in Figure 2.9(a)). The input pulses

were modeled as unchirped hyperbolic secant pulses of 80 fs duration (full width at half maxi-

mum) with a center wavelength of 1050 nm. The nonlinear fiber used had a nonlinearity (γ) of

about 40 W−1km−1 and also an increased fR, due to germanium doping, from the standard value

of 0.18 for fused silica. We found that the simulated spectrum matched measured spectrum best

for fR = 0.28. The injected soliton order, N , was about 19.2. Because many of the input and

fiber parameters were well known, the simulation was able to very accurately match the measured

spectrum.

The measured beat notes are shown in Figures 2.9(b-d). Interestingly, we noticed a significant

amount of amplitude noise in certain spectral regions, which was identified with the help of dual-

balanced detection to cancel out common mode noise [155]. After balanced detection, we obtained

beat notes at 698 nm and 1020 nm with a signal-to-noise ratio (SNR) of > 30 dB at 100 kHz RBW.

As shown in Figures 2.9(b) and (c), the amplitude noise floor could be suppressed by up to 20 dB

at 698 nm and 8 dB at 1020 nm by using dual-balanced detection compared to the measurement

with a single detector. This observation supports the existence of comb amplitude noise without

the presence of phase noise in these spectral regions. In other spectral regions (e.g. at 1540 nm)

we observed that dual-balanced detection was not necessary to obtain a similar SNR (shown in

Figure 2.9(d)). More than 30 dB SNR was also obtained for beat signals at 771 nm and for the

ν−2ν heterodyne beat signal representing the carrier-envelope offset frequency, f0. Self-referencing
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39

the comb was possible with ν = 1150 nm to ν = 1300 nm (and the corresponding second harmonic,

2ν) providing the freedom to detect other beat notes in this region.

The optical heterodyne beat signals help demonstrate that the free-running supercontinuum

is coherent beyond the 1 µs time scale, permitting coherent beats with high SNR to be observed

across the entire spectrum. In addition, a beat frequency between the self-referenced frequency

comb stabilized to the Sr clock at 698 nm and a cavity-stabilized 1.54 µm cw laser was recorded

for a long duration. By fitting the down-mixed beat signal with a chirped sinusoid, we deduce a

coherence time of > 200 ms corresponding to > 3× 107 pulses from our 152 MHz pulse train [49].

In order to model quantum-limited supercontinuum coherence, we performed multiple sim-

ulations with a quantum shot-noise seed perturbing the input pulse, A (t), such that A (t) →

A (t) + δA (t). In this case, δA (t) is described stochastically by 〈δA∗ (t) δA (t+ τ)〉 = (hν/2)δ (τ)

[156, 157], and we treat it as a Gaussian-distributed random variable in both quadratures. We also

include the effects of spontaneous Raman scattering along the fiber according to the procedure of

[156]. The first-order coherence, g (ω), defined as

g (ω) =

∣∣∣〈Ãi (ω) Ã∗j (ω)〉i 6=j
∣∣∣√

〈
∣∣∣Ãi (ω)

∣∣∣2〉〈∣∣∣Ãj (ω)
∣∣∣2〉 , (2.14)

was calculated numerically in 50-GHz spectral bins by an ensemble average of 100 independently

simulated spectra [151]. Figure 2.10(a) shows g (ω) along with the calculated spectrum, and it can

be seen that there are significant drops in the coherence in isolated spectral regions that still posses

significant optical power. Another interesting note is that the coherence degrades smoothly across

the first Raman soliton.

We also considered the different contributions to g (ω) arising from amplitude and phase

noise separately by calculating the variance of the argument and amplitude of Ã (ω). As evident in

Figure 2.10 (b), certain spectral regions feature decreased coherence arising from amplitude noise

but exhibit only negligible phase noise contributions, which agrees with the experimental results.

Previous experimental studies, where supercontinuum coherence was demonstrated by the use of

a modified Young experiment with two sources, could not make such a clear distinction [158].
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Numerical simulations of up to 1000 pulses show that the total phase standard deviation does not

change, indicating that that the quantum noise-induced phase deviation is bound at some level

and is not a random walk, which would degrade relative linewidth. This is consistent with other

tests of comb coherence that reach the same conclusion [159]. Supercontinuum generation can thus

be seen as a white phase noise process without a random walk so there is no net accumulation of

phase noise. This further confirms that the observed linewidth in the out-of-loop comparison was

not compromised by the supercontinuum.

Numerically, we identified several parameters responsible for a significant loss of coherence.

In particular, we sew a dependence on the fractional Raman contribution (fR) that had not been

studied previously. We calculated the average coherence of the first soliton (i.e., from 1450-1750 nm)

and saw a decrease in coherence from 0.9 to 0.7 for fR varying from 0.28 to 0.2 with the soliton center

wavelength fixed by increasing the fiber length, as shown in Figure 2.11. The loss of coherence was

most dramatic on the red side of the soliton and was caused primarily by increasing phase noise

not amplitude noise. We also noticed reduced coherence with increasing pulse energy and with

increasing pulse duration (both increase the soliton order) as has been observed previously [160];

however, we saw a coupling between these parameters and fR that has not been noted previously.

With a higher value of fR, the coherence was significantly less sensitive to pulse duration (slight

loss of coherence in the soliton at 120 fs) and energy than with low values of fR, where we saw

strong loss of coherence in the first soliton and also low coherence across the spectrum with 90 fs

pulses. These results demonstrate that in addition to the complex interplay between soliton fission

and modulation instability (lower soliton order results in rapid fission and higher coherence) there

seems to be a competition between intrapulse stimulated Raman scattering (resulting in coherent

red-shifting of the soliton) and amplification of noise (primarily on the red side) due to modulation

instability as the fundamental soliton propagates. Overall, these simulations indicate that higher

fractional Raman contribution (e.g., by higher Ge-doping) can be used as an additional tool for

increasing the coherence of supercontinua, especially in cases where the pulse duration cannot be

further decreased.
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The simulated loss of coherence on the red side of the Raman soliton shown above was also

observed in measurements using an Er:fiber laser. We used two branches of the same Er:fiber

laser (one frequency shifted using an AOM) to pump a short piece of HNLF (for supercontinuum

generation) and a long piece of polarization-maintaining fiber for Raman shifting. We then ob-

served a spectrally-filtered beat note between the Raman soliton and the supercontinuum after a

monochromator. When the Raman-shifting fiber was too long, there was a very noticeable, broad-

band increase in noise on the beat note, especially on the red side of the soliton (soliton center

around 1800 nm). This was true even if the power was decreased so that the total soliton shift

was also reduced (soliton center around 1700 nm); however, this was not observed for a shorter

fiber length, which resulted in a soliton center of 1750 nm. We believe that the coherence degra-

dation occurs as the RIFS slows down (e.g., above 1800 nm in Figure 2.4). This suggests that it

should be possible to use a different Raman-shifting fiber (e.g., with higher Raman gain) or even

splice together a combination of Raman-shifting fibers with progressively smaller core diameters to

more rapidly shift to longer wavelengths. Preliminary results from R. Holzwarth and co-workers

at Menlo Systems indicate that this is indeed the case and that coherent shifting beyond 1900 nm

is possible using polarization-maintaining fiber for 1310 nm (OFS Truephase 1310 Sensor), which

has a smaller core diameter.

The results of this section show that it is possible to use nonlinear fiber optics to generate

coherent light in a variety of wavelength regions using fiber-based pump lasers. However, there can

also be a loss of coherence in the nonlinear processes that must be considered. We have seen that

numerical models are capable of reproducing many of the experimental results and provide more

details into the broadening processes as well as potential issues with coherence.

2.4 Optical parametric oscillators

Two nonlinear systems are important for the generation of light in the mid-infrared: difference-

frequency generation and optical parametric oscillators (OPOs). Since we desired a high-power

mid-IR comb, we chose to use an OPO. An OPO uses parametric conversion inside of a resonator
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to efficiently convert light from one wavelength (the pump, p) to two longer wavelengths (signal s

and idler i). This process satisfies both energy conservation, ωp = ωs + ωi, and phase matching,

∆k = 0 for maximum conversion efficiency. In a periodically-poled crystal, the phase matching is

written as

∆k = 2π

(
np
λp
− ns
λs
− ni
λi
− 1

Λ

)
, (2.15)

where Λ is the poling period of the crystal. The theory of OPOs has been covered in many references

[161, 83, 162], so we only reproduce the pertinent results here. If we assume that there is no pump

depletion, we can obtain equations for the signal and idler fields (in MKS units) as a function of

position, z:

Es(z) =

(
Es(0)

[
cosh(Γz) + i

∆k

2Γ
sinh(Γz)

]
+ iκsE∗i (0)

sinh(Γz)

Γ

)
e−i

∆kz
2

Ei(z) =

(
Ei(0)

[
cosh(Γz) + i

∆k

2Γ
sinh(Γz)

]
+ iκiE∗s (0)

sinh(Γz)

Γ

)
e−i

∆kz
2 .

(2.16)

Here Γ =
√
κsκi −∆k2/4 is the gain per unit length with κ a coupling constant given by

κs(i) =
ωs(i)deff

ns(i)c
Ep(0), (2.17)

where deff is the effective non-linear coefficient of the material (typically given in picometers per

Volt, note that deff is reduced by a factor of about π/4 when using periodically-poled crystals). If

we now enclose a crystal of length L in a cavity with total round-trip reflectivity of Rs(i), the field

after one round trip is Es(i)(L)eiφs(i)Rs(i), including an additional phase shift due to propagation.

To obtain the threshold for steady-state oscillation, these fields must equal Es(i)(0). Assuming that

∆k = 0 and that the phase shift is an integer multiple of 2π (due to cavity resonance), we can write

this set of coupled equations as Es(0)

E∗i (0)

 = M

Es(0)

E∗i (0)

 , (2.18)

with

M =

 cosh(ΓL)Rs iκs
sinh(ΓL)

Γ Rs

−iκi sinh(ΓL)
Γ Ri cosh(ΓL)Ri

 . (2.19)
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This means that M must have an eigenvalue of 1, so det |M− I| = 0 and finally

(Rs cosh(ΓL)− 1)(Ri cosh(ΓL)− 1)−RsRi sinh2(ΓL) = 0→

cosh(ΓL) =
1 +RsRi
Rs +Ri

= 1 +
(1−Ri)(1−Rs)

Rs +Ri

(2.20)

where we used the identity cosh2(x)− sinh2(x) = 1. We can now expand cosh(ΓL) for small ΓL to

arrive at the threshold condition

(ΓL)2 =
2(1−Ri)(1−Rs)

Rs +Ri
. (2.21)

This also works for a singly-resonant OPO by taking Ri → 0. Notice that a singly-resonant OPO

will have a threshold that is higher by a factor of about 2
1−Ri . Finally, we can substitute for Γ, and

remembering that I = ncε0|E|2/2, to find the threshold intensity for a singly-resonant OPO,

Iidealth =
npnsniε0c

3

2ωsωid2
effL

2

2(1−Rs)
Rs

. (2.22)

This equation can be modified to account for both the spatial and temporal overlap of the

pump and signal by replacing L with an effective interaction length Leff and including coupling

factors gs (spatial) and gt (temporal) [163, 164]

Ith =
npnsniε0c

3

2ωsωid2
effL

2
effgsgt

2(1−Rs)
Rs

. (2.23)

The coupling factors, assuming ideal Gaussian spatial and temporal beams, are given by

gt =

√
τ2
p

τ2
s + τ2

p

and (2.24a)

gs =
w2
p

w2
s + w2

p

. (2.24b)

Here τs(p) = Ts(p)/
√

2 ln 2 is the pulse duration for the signal (pump) pulses with FWHM intensity

duration Ts(p) and ws(p) is the beam radius for the signal (pump). The effective gain length is

Leff = Lterf

(
πLc
2Lt

)
, (2.25)

where Lc is the crystal length and

Lt =

√
π

2

(δv2
s

τ2
s

)
+ δv2

i

(
1

τ2
s

+
1

τ2
p

)
−

(
δv2
s

τ2
s

)
+ δv2

i

(
1
τ2
s

+ 1
τ2
p

)
2
(

1
τ2
s

+ 1
τ2
p

)
−1/2

(2.26)
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is the temporal overlap length. Here δvs(i) =
ng
s(i)

c −
ngp
c is the group delay walk-off for the signal

(idler) in (velocity)−1. The group velocity is given by c
ng and ng = n − λdndλ is the group index.

Equation 2.26 simplifies to Lt ≈ τs
δvs

for short signal pulse durations.

The phases of the pump, signal, and idler fields are related to each other by φp − φs − φi =

−π/2. If we take the time derivative of both sides, we find that φ̇p = φ̇s + φ̇i. This expression can

also be interpreted as a conservation of energy. Since φ̇ ∼ f0, we arrive at a useful relationship

fp0 = fs0 + f i0. (2.27)

In order to extend frequency comb spectroscopy to the mid-IR, we built a synchronously-

pumped OPO based on a fan-out periodically-poled lithium niobate (PPLN) crystal that covers

the 2.8 µm to 4.8 µm spectral region [50], a schematic of which is shown in Figure 2.12(a). The

main part of the OPO consists of a five-mirror linear cavity that is singly resonant for the signal.

We chose this cavity design because we wanted to have a small retro-reflecting mirror to provide

easy cavity-length adjustment (to match the cavity length to the comb frep) and fast feedback

bandwidth to the cavity length with a high-speed PZT. The mirror M4 was added so that there

was the option of two output couplers (M1 and M4) and to reduce the overall footprint. M2 and

M3 both have a 20-cm radius-of-curvature and are spaced by 20.5 cm. A summary of the cavity

mirror coatings in given in Table 2.1.

We can calculate the intracavity mode using ABCD matrices [165, 166]. The beam waist,

ω(z), at a given position, z, is given by

− Im(q) =
λ

πω2(z)
=

1

B

√
1−

(
A+D

2

)2

(2.28)

where λ is the wavelength of the light. The beam radius of curvature, R(z), is given by

Re(q) =
1

R(z)
=
D −A

2B
. (2.29)

In order to find the q-parameter, the ABCD matrix can be calculated by using the propagation

through a medium with index of refraction n with length d,

1 d
n

0 1

, and the reflection from a
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spherical mirror with curvature R,

 1 0

− 2
R 1

 (in this definition, R is positive for a concave mirror

and negative for a convex mirror). The ABCD matrix for the focus between the two curved mirrors,

assuming that the center of the crystal is at the focus, is given by:

A B

C D

 =

1 Lc
2n

0 1


1 L2−3−Lc

2

0 1


 1 0

−2
R


1 2L2−5 − t

0 1


1 L2−3 − Lc + Lc

n

0 1


 1 0

−2
R


1 2L1−3 − t

0 1


1 L2−3−Lc

2

0 1


1 Lc

2n

0 1

 .

Here La−b is the length between mirrors Ma and Mb and Lc is the length of the crystal (7 mm).

This gives an expected waist of 55 µm.

The OPO is pumped with an amplified Yb:fiber comb (frep = 136 MHz, 10 W average power,

∼100 fs pulse duration) coupled into the cavity through M2 (designed with T > 97% at the pump

wavelength). The MgO-doped PPLN crystal (HC Photonics) is 1 mm high, 10 mm wide, and 7 mm

long and has a poling period that varies from 25.5 to 32.5 µm across the width. In order to reduce

losses and lower the threshold, the crystal is AR coated for the signal (R < 3% from 1400-1900 nm)

as well as for the pump (R < 1% at 1080 nm). The crystal is heated to 71 ◦C to reduce potential

photo-refractive damage from the high intensity pump. We hold the crystal in a U-shaped copper

mount with indium foil above and below the crystal. The crystal is held in place with a top plate

that bolts to both sides of the U mount, see Figure 2.13. The pump laser is focused with a 150 mm

lens to a beam waist of ∼100 µm. This gives a Rayleigh range of ∼3.7 cm, so the length of the

crystal is short compared to the Rayleigh range.

The poling period of the crystal was chosen so that the idler covers approximately 3-5 µm.

Figure 2.14(a) shows the calculated gain profile (i.e., Γ) as a function of poling period, which

was used to determine the correct poling period. The phase matching was calculated using the

Sellmeier coefficients for the index of refraction from [167]. The gain and bandwidth both increase

as the poling approaches degeneracy (i.e., signal and idler wavelengths both equal to twice the pump
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Figure 2.13: OPO crystal holder. A thermo-electric cooler (TEC) is used to heat the crystal. The
crystal is clamped in place between two sheets of indium foil. Marked dimension are in mm.
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Figure 2.14: Calculations for PPLN OPO. (a) Calculated gain profile as a function of poling period
(white is higher gain). The gain and bandwidth both increase as the poling approaches degeneracy
(i.e., signal and idler wavelengths both equal to twice the pump wavelength). (b) Phase matching
curves provided by HC Photonics for different poling periods as a function of temperature.
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Table 2.1: Mirror coatings for OPO

Mirror Coating R for signal Dispersion

M1,3,5 HR signal, GVD optimized R > 99.9% 0→ −600 fs2 1400-1600 nm

−600→ −100 fs2 1600-1800 nm

M2 1064-nm enhanced silver ∼98% Unknown (assume ∼0?)

M4 Output coupler Rs ∼ 99.9% Unknown

Xtal AR pump/signal/idler Rs,i < 3%, Rp < 1% Unknown

wavelength). The temperature dependence of the phase matching is shown in Figure 2.14(b), which

was provided by HC Photonics.

Rough alignment of the OPO cavity was accomplished with a 1.55 µm laser coupled in

through M1. In addition, a significant amount of doubled pump light is produced in the crystal;

this green light can also be used to align the cavity by using it to overlap the retro-reflection from

mirrors M1 and M5 and by optimizing the contrast of the observed fringes while scanning the

cavity length. Since the green light has the same repetition rate as the pump laser, it can be used

to tune the length of the OPO cavity to match the repetition rate by maximizing the fringes. Due

to the different index-of-refraction for green versus the signal wavelength, the cavity length needs

to be adjusted from the optimum position for the green fringes. Also, care must be taken in the

alignment as there are multiple sets of green light fringes caused by various stray reflections. After

the alignment is optimized, the pump-laser power can be increased and the cavity length scanned

until idler light is observed. Figure 2.15(a) shows the measured output power and photon conversion

efficiency as a function of crystal position (i.e., output wavelength) with 8.47 W of pump power.

The output power is over 1 W from 3 µm to 4 µm. The normalized output spectrum measured

using a scanning monochromator for different crystal positions (corresponding to different idler

wavelengths) is shown in Figure 2.12(c). We obtain a simultaneous bandwidth (FWHM) of up to

0.3 µm (300 cm−1).



52

Signal Wavelength (μm)

Idler Wavelength (μm)

O
ut

pu
t P

ow
er

 (W
)

Photon Conversion E�
ciency

Id
le

r P
ow

er
 (W

)

Pump Power (W)

0.0

0.8

1.6

0.0

0.8

1.6

0 2 4 6 8 102.5 3.53.0 4.0 5.04.5

1.8 1.7 1.6 1.5 1.4

0.0

0.2

0.4

0.6

0.8

1.0

(a) (b)

Figure 2.15: OPO performance. (a) Measured output power (black triangles, left axis) and photon
conversion efficiency calculated from output power (grey circles, right axis) as function of idler
wavelength. The output power peaks at almost 1.5 W near 3 µm. The grey dashed line shows the
trend expected from the cavity mirror reflectivity (max level adjusted to match the data). (b) Idler
power versus pump power, measured at λidler = 3.01 µm. This gives a threshold of 1.7 W and an
initial slope efficiency of 0.29.
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To determine the threshold, we measured the output power at 3.01 µm as a function of pump

power as shown in Figure 2.15(b). This gives a threshold of 1.7 W and an initial slope efficiency

of 0.29. The slope efficiency drops to 0.16 at about 4 W, which we attribute to the onset of an

additional (unknown) conversion process; after this, however, we see no further signs of nonlinear

losses up to 9.17 W of pump power (yielding an output power of 1.5 W). We estimate the threshold

using Equation 2.23 to be ∼1.7 W using reasonable parameters. The effective nonlinear coefficient

for PPLN is around 14 pm/V [168]. We assume that the pump pulse duration (FWHM) is 120 fs

and the signal duration is 200 fs. This duration assumed some uncompensated dispersion in the

cavity. Since Lt = 1.4 mm (from Equation 2.26) is significantly shorter than the crystal length,

the effective interacting length is entirely limited by Lt. This means that a shorter signal pulse

duration actually results in an increased threshold.

Now that we can generate mid-infrared light from a synchronously pumped OPO, we want to

turn this into a frequency comb, which means that we need to be able to control both f0 and frep.

Since the OPO is synchronously pumped, frep is set by the pump laser. There is not an easy way to

control f i0 directly without an additional reference laser in the mid-IR; however, we can make use

of Equation 2.27 and control both fp0 and fs0 . In order to do this, we need feedback signals for both

fp0 and f s0 . Luckily, in addition to the signal and idler light, the OPO produces a variety of other

colors due to various non-phase-matched conversion processes. Figure 2.12(b) shows an output

spectrum from M1 measured with an optical spectrum analyzer, plus the idler spectrum measured

with a monochromator. The arrows indicate the relative tuning direction of the corresponding

peak, which was essential for identification. Of particular interest are the peaks originating from

pump plus signal (p+s) and pump plus idler (p+ i): if we form the beatnote between each of these

signals and broadened pump light, we obtain fp0 and fs0 . We do this by picking off about 400 mW

of pump power before the OPO and sending this to a nonlinear fiber for spectral broadening (see

Figure 2.3). This pump supercontinuum (p-SC) is overlapped both spatially and temporally in two

separate interferometers with p+ i and p+s out of M4 using dichroic mirrors and delay stages. We

were able to obtain a high signal-to-noise beatnote on the p+ s arm, but have not been able to get
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similar results for p+ i, probably due to the difficulty in broadening with low noise in the spectral

region from 700-900 nm as discussed in Section 2.3. We have not implemented balanced detection,

which would help reduce amplitude noise from the broadening (see Figure 2.9). However, we can

stabilize fp0 separately with either an f-2f interferometer or an optical lock to a stable cw laser.

Feedback to fs0 is accomplished by tuning the OPO cavity length via a PZT on M5 since f0

depends on ∆φCE which in turn depends on the cavity length according to Equation 2.1. To test

our ability to stabilize the idler, we compared the idler to a narrow-linewidth cw laser as shown in

Figure 2.16. Since we do not have such a laser in the mid-IR, we tuned the idler to 3.09 µm and

doubled it using a thin GaSe crystal to 1.545 µm. We could then form a beat note between one

doubled idler mode and a < 10 kHz linewidth RIO diode laser. In this test, frep of the pump

was locked with an optical lock to a stable 1.064 µm non-planar ring oscillator (NPRO) laser via

feedback to the cavity length (Figure 2.16(a)); since we only wanted to check the idler short-term

linewidth, fp0 was stable enough and was left free running. Interestingly, with the idler at 3.09

µm we observe a beat note between the spectrally overlapping p+ i and 2s, which gives a rf signal

at 2f i0− fs0 . We used this signal to stabilize the OPO cavity length (Figure 2.16(b)). After locking

the OPO cavity we see a stable beat note between 2i and the RIO (Figure 2.16(c), black versus

gray) with a linewidth (at -3 dBc) of 80 kHz, which corresponds to an idler linewidth of 40 kHz

in the mid-IR. The pedestal on the beat note is consistent with the servo bumps on the frep lock.

In this test, the idler linewidth was limited by the feedback bandwidth to the OPO cavity length

PZT. By fully stabilizing the pump laser and replacing the OPO cavity PZT with a high bandwidth

PZT/mirror on a bullet mount [169], we have obtained an idler linewidth of 10 kHz (measured using

a high-finesse cavity).

The development of this OPO comb demonstrated the ability to extend frequency comb tech-

nology to the mid-infrared, which has enabled high-resolution spectroscopy in the spectral region

containing the OH and CH fundamental vibrational modes of many molecules. When originally

developed, this source was, to our knowledge, the first fully-stabilized mid-IR frequency comb and

also the highest power comb in the mid-IR. Several applications are discussed in the next two
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Figure 2.16: Experimental setup and rf signals for stabilization of the OPO and measurement of
the idler-comb linewidth. NPRO, non-planar ring oscillator; YFL, Yb:fiber pump laser; ECDL,
external-cavity diode laser; PD2-PD4, photodiodes; SHG, second-harmonic generation crystal
(GaSe). (a) In-loop signal for stabilization of frep, 1 kHz RBW. (b) In-loop signal for stabilization
of 2f i0−fs0 , 3 kHz RBW. (c) Out-of-loop beat note between 2i and ECDL, with OPO cavity length
unlocked (gray; 0.5 s sweep time; 10 kHz RBW) and locked (black; 2 s sweep time, 3 kHz RBW);
the traces are offset vertically for clarity.



56

chapters as well as in [170, 72, 55, 47, 56]. Furthermore, the same basic design can be used with

a Tm:fiber laser pump and OP-GaAs to create high-power frequency combs out to 10 µm and

beyond.



Chapter 3

Detection techniques

In addition to a comb source operating in the desired spectral region, every comb spectroscopy

system needs a detection system for readout. For high sensitivity, we often use an optical cavity to

increase the effective path length. We first discuss some details about coupling the frequency comb

to the cavity. Then we cover different detection techniques. Finally, in addition to spectroscopy

of neutral species, one may want to study the spectra of ions. This was motivated by the search

for the electric dipole moment of the electron using molecular ions (Chapter 6). For this, we have

developed a frequency comb velocity-modulation spectroscopy system, as described in Section 3.4.

3.1 Cavity-comb coupling

Efficient coupling of the comb light into the cavity is possible because the spectrum of Fabry-

Perot cavity resonance modes and that of the comb are similar in structure. However, while the

comb-line spacing is constant, the frequencies of the optical cavity resonances are separated from

each other by a frequency-dependent free spectral range (FSR), given by

FSR(ω0) =
c

2L+ ∂φ
∂ω |ω0

(3.1)

where c is speed of light, L is the length of the cavity, and ∂φ
∂ω represents the intra-cavity dispersion,

originating mostly from the cavity mirror coatings and intracavity absorption. This dispersion term

means that the separation of consecutive cavity resonant modes is approximately constant only in

a limited frequency range. Thus, some care must be taken to minimize the cavity dispersion at
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the spectral region of interest, typically by operating as close as possible to the maximum of the

mirror reflectivity. In addition, the dispersion is typically reduced for coatings that have a broader

bandwidth.

The spectral range of most current CE-DFCS systems is limited by the bandwidth of the

optical cavities. Several possibilities exist for increasing the bandwidth while maintain high reflec-

tivity. One possibility is the use of total internal reflection in Brewster angle prism retroreflectors

[171]. Cavities using fused silica prisms can provide a finesse of over 100,000 throughout the near-

infrared, but such a system has yet to be combined with CE-DFCS. The dispersion of prism cavities

is significantly worse than standard optical coatings – except near the zero-dispersion wavelength of

the prism material; however, this can be mitigated by dithering the comb (see below). In addition,

the choice of prism material is critical for high finesse. Our first attempts to use prism cavity in the

near-infrared were limited by water absorption in the prism material. This, along with the diffi-

culty of fabricating prisms from different materials, makes prism cavities challenging to implement

in other wavelength regions. Recently, a CaF2 prism cavity with 99.77% reflectivity at 250 nm and

99.96% reflectivity at 500 nm was demonstrated [172]. For the mid-infrared, BaF2 would be a good

candidate material [171], as could the infrared material KRS-5, which can be low loss [173] (unfor-

tunately, it is challenging to find a manufacturer for KRS-5 prisms). Another interesting possibility,

especially in the mid-infrared, are semi-conductor optical coatings, which can have extremely high

index contrast and thus very large bandwidth. For example, reflectivities of 99-99.7% have been

demonstrated with three layer pairs of EuTe/PbTe or PbEuTe/BaF2 [174, 175] and even higher

reflectivity should be possible (although the losses are currently unknown). Other semiconductor

coatings – in this case crystalline GaAs/AlGaAs – have recently been shown to have very high

finesse [176] and are promising for low-loss mid-infrared coatings (potentially 10 ppm near 3 µm).

These two semiconductor coating technologies could potentially be combined to produce low-loss,

extremely broad bandwidth mid-infrared coatings.

In order to maximize the comb-cavity coupling, the comb needs to be spatially mode-matched

to the cavity [166, 165]. In addition, both frep and f0 of the comb need to be matched to the cavity
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FSR and f0 at the wavelength of interest [45, 46, 47]. Once frep and f0 are optimized, these values

must also be maintained over an extended period of time. This can be achieved in two different

ways: by tightly locking the comb and cavity modes in order to ensure a constant transmission

through the cavity, or by modulation of either one of the comb parameters or the cavity FSR so

that laser light is periodically coupled into the laser cavity (the swept coupling scheme). Each of

these schemes has advantages and limitations as explained below.

3.1.1 Tight locking scheme

In the tight locking scheme the match between the comb modes and cavity resonances is

actively maintained with high-bandwidth feedback. The error signal for stabilization can be gen-

erated with the Pound-Drever-Hall (PDH) [177] method, the Hänsch-Couillaud method [178], or

with a dither lock, where the comb modes are dithered around the cavity modes (or vice-versa)

with amplitude smaller or comparable to the full width half maximum (FWHM) cavity linewidth.

One way to achieve a tight lock is to stabilize the two degrees of freedom of the frequency

comb to an external frequency reference and to implement a feedback loop that actively controls the

cavity FSR to match it to frep. A difficulty arises from the fact that for different cavity conditions

(e.g. when the pressure in the cavity changes) the optimum comb f0 takes different values, so the

locking electronics must be able to follow these changes. Another limitation arises from the fact

that the length of linear cavities is often controlled with a large-travel-range PZT. This, combined

with the large mass of the cavity mirrors, results in a PZT response bandwidth usually limited

to a few hundred Hz, which is not enough to remove fast (acoustic) frequency noise, although in

principle this can be addressed by designing a cavity that can accommodate a lower mass mirror.

An alternative scheme is to lock the comb to the resonances of the enhancement cavity by

stabilizing the two degrees of freedom of the comb with two servo loops – one for frep and another

for f0. The error signals for each of the feedback loops are derived from different parts of the

cavity reflection spectrum [179]. This can be accomplished by applying a modified PDH detection

scheme, using separate photodiodes to detect different parts of the reflected laser spectrum after
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diffraction from a grating. A detection scheme using three photodiodes was implemented in [179]:

here the PDH error signal from the center of the transmission spectrum was used to control frep

and the difference between two error signals from opposite ends of the transmission bandwidth was

used to control f0. A similar setup using only two error signals based on cavity reflection was used

in later experiments in the near-IR near 1550 nm [54, 72] and mid-IR near 3800 nm [55]. In the

near-IR, an Er:fiber comb spanning 1510 to 1610 nm was tightly locked to an enhancement cavity

with a finesse of 8000 with a transmission bandwidth of 50 nm centered at 1530 nm, limited by

the dispersion of the dielectric mirror coatings, which were designed for peak reflectivity at 1600

nm. The limiting effect of cavity dispersion is seen in the mid-IR system, where the simultaneously

coupled bandwidth is reduced from 150 nm at 3750 nm (near the center of the 3800 finesse cavity)

to around 75 nm at 3900 nm. A single-point lock in the same system provides a bandwidth of

around 20 nm. By comparing the single-point lock to the two-point lock, it is also possible to

determine the cavity dispersion [55].

The two-point locking scheme enables broadband, tight locking of the comb to the cavity

resonances, maximizing the enhancement factor and providing constant, high-power signal in cav-

ity transmission. It can therefore be efficiently combined with Fourier-transform-based detection

methods. On the other hand, this scheme requires more complicated locking electronics compared

to the swept coupling scheme and also requires higher bandwidth servo actuators in the laser sys-

tems. Moreover, residual frequency noise in the laser is translated into amplitude noise (FM-to-AM

conversion) by the cavity resonances. This FM-to-AM noise conversion is often the primary source

of noise in cavity-enhanced comb spectroscopy, and much effort has gone in to reducing it by fre-

quency modulation [180], balanced detection (see Section 3.3.2), or laser dither as in the swept

coupling scheme.

3.1.2 Swept coupling scheme

In addition to noise from FM-to-AM conversion, the walk-off between the comb lines and

the cavity modes due to dispersion in the mirror coatings typically limits the spectral bandwidth
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that can be achieved for most of CE-DFCS experiments with the tight comb-cavity lock. The

bandwidth limitation is more severe when a higher finesse cavity is used, resulting in a compromise

between the sensitivity enhancement factor and the simultaneously usable spectral bandwidth.

The negative effects caused by cavity dispersion can be reduced by special low-dispersion cavity

designs. Alternatively, the swept coupling scheme allows the entire spectral bandwidth of a comb

to be transmitted through the cavity [181, 44]. In this case, the comb modes are periodically swept

across the cavity modes (or vice versa) with the amplitude of the sweep larger than the FWHM

linewidth of the cavity resonance (in contrast to a dither lock), resulting in periodic transmission

peaks. By stabilizing the time interval between the transmission peaks (with feedback to either the

comb or the cavity), it is possible to eliminate slow drifts between the cavity and comb modes. The

dispersion problem is largely avoided as the corresponding mode pairs come into resonance rapidly

one after another, thus when averaging over a sweep, the full bandwidth of the source spectrum

is transmitted. In addition, the required bandwidth of locking electronics is much lower than in

the tight locking scheme, since low-bandwidth feedback is sufficient to stabilize the positions of

transmission peaks.

The main disadvantage of this method is a reduction of the useful experimental duty cycle

and transmitted power arising from the limited time over which the comb modes are on resonance

with the cavity. A more subtle effect is connected with the enhancement factor of the absorption

signal. The enhancement of the interaction length is related to the cavity finesse, F , which is

proportional to the inverse of the cavity losses. For fast sweeps, the time that the comb lines

spend on resonance becomes only a fraction of the cavity lifetime. This results in an enhancement

factor that is closer to F/π for rapid sweeps instead of 2F/π for the tight locking case [44], which

decreases the absorption sensitivity assuming the same fractional noise levels. The fact that the

enhancement factor is dependent on the sweep parameters implies that a calibration of the effective

length enhancement can be necessary for intermediate sweep speeds, although this is not absolutely

necessary for higher sweep speeds as the enhancement factor approaches F/π. While the swept

coupling scheme can be relatively easily combined with Fourier-transform-based detection methods,
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the performance is worse than with a tight lock [182], due to the fact that the amplitude modulation

of the transmission signal leads to a disturbance of the detected interference signals.

The swept cavity-comb coupling scheme has been used in a variety of experiments [44, 46],

including in the arsine spectroscopy experiment discussed in Section 4.1, and its robustness and

reliability has been demonstrated by its application for trace gas detection in the north coast of

France [183] and in the Antarctic [184]. Amplitude noise reduction down to the shot-noise level

has also been demonstrated [185]; however, the transmitted power is still very low.

3.2 Detection sensitivity

Before we discuss detection methods in more detail, we should first provide a background

for comparing systems. The sensitivity of a detection system can be determined from the relative

noise, σ, on the baseline of the spectrum. The minimum detectable absorption coefficient can be

defined as

αmin[cm−1] =
σ

Leff
, (3.2)

where Leff is the effective interaction path length with the sample. For a tight comb-cavity lock,

Leff is equal to 2FL/π, where L is the physical cavity length (assuming a linear cavity with the

entire length used for absorption); in the case of cavity ringdown, Leff is reduced to FL/π. In

intermediate cases, i.e., for the swept coupling scheme, Leff takes a value between those two limiting

cases [44]. When the system is white noise limited, σ averages down with the square-root of the

integration time, so the minimum detectable absorption coefficient normalized to 1 s acquisition

time is used for comparison between systems:

α1s
min[cm−1Hz−1/2] =

σ

Leff

√
T , (3.3)

where T is the acquisition time of the spectrum. Note that this formula is valid only if the system

is white noise limited on the scale of a second or longer. For broadband systems such as DFCS, a

figure-of-merit including the number of simultaneously resolved spectral elements, M , can be used
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[170, 186]. This absorption sensitivity per spectral element, α1s, DFCS
min , is defined as

α1s, DFCS
min [cm−1Hz−1/2] =

σ

Leff

√
T

M
. (3.4)

This value can be interpreted as the performance in terms of absorption sensitivity that a cw-laser

system would need, including scanning time, to match the performance of the broadband system.

The fundamental limit to the sensitivity in an absorption measurement is shot-noise in the

laser probe [41]. For a laser power, P , the shot-noise level is given by

σ =

√
2eB

ηP
, (3.5)

where B is the detection bandwidth, η is the photodiode response, and Leff is the effective path

length. Frequently, B = 1/T for a measurement time of T . This gives a shot-noise limited absorp-

tion sensitivity of

α1s, shot
min [cm−1Hz−1/2] =

√
2e

ηP

1

Leff
. (3.6)

For shot-noise limited CE-DFCS [54], we substitute P ≈ P/N , where N is the number of spectral

elements in the entire comb spectrum, so P/N is the approximate power per spectral element.

Normalizing to the number of spectral elements in the acquired spectrum, M , according to Equation

3.4, we have

α1s, shot, DFCS
min =

√
2eN

ηPM

π

kFL
, (3.7)

where k is a factor ranging from 1-2 depending on the coupling scheme (see Section 3.1), F is the

cavity finesse and L is the single-pass absorption length in the cavity.

There are many sources of noise that prevent the shot-noise limit from being reached. As

discussed above, FM-to-AM noise conversion will result in amplitude noise significantly above the

shot noise in many cases. Another common source of noise in many different experiments is optical

etalons. These can occur within, or between, any optical systems and result in fringes in the

spectrum. Depending on the source of the etalon fringes, they may be stable over the course of

many measurements, in which case they can be removed in post-processing by fitting or filtering,

or they may change during a measurement. These etalons are particularly troublesome because
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they can contribute significantly to the noise level. There are several ways of tracking down and

removing etalons in an experimental setup. Of course, the best option is to not introduce etalons in

the first place, which means that optical components should be AR-coated or tilted slightly where

possible. In particular, mirror substrates can be a persistent source of etalons, so the back surface

should be slightly wedged when possible. The size of an etalon can be deduced from the fringe

frequency, and this can be used to guess the origin of the fringes. Another option is to monitor

the spectrum while tapping on or moving various optical elements and to look for changes in the

etalon phase or frequency. By combining these techniques, etalon effects can be mitigated.

Table 3.1 summarizes the sensitivity of various cavity-enhanced comb systems that have been

published. The different detection systems are discussed in more detail in the next section.
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Table 3.1: Comparison of cavity-enhanced comb systems.

Ref Detection system αmin α1s
min α1s

min Finesse Resolution Simul. Coverage/
Center Wavelength

(cm−1) (cm−1Hz−1/2) (cm−1Hz−1/2) (GHz) (nm)/(nm)
per spec. elem.

[181] Grating+CCD 8.3× 10−7 in 40 ms 1.6× 10−7 5.9× 10−9 420 6 20/860
[187] Grating+CCD 1× 10−8 1× 10−7 5× 10−9 3000 12 4/420
[188] Grating+CRDS 6.3× 10−7 2.5× 10−10 1.3× 10−11 4500 25 15/800
[44] VIPA 8× 10−10 in 30 s 4.4× 10−9 7.4× 10−11 28000 0.8 25/1600
[189] Dual-comb FTS 1.2× 10−6 in 18 µs n/a◦ n/a ◦ 8000 0.4 30/1530
[54] FTS 1.7× 10−10 in 400 s 3.4× 10−9 3.4× 10−11 8000 0.38 30/1530
[72] FTS 5.4× 10−9 in 1 s 5.4× 10−9 5.4× 10−11 3800 0.8 200/3760
[190] Grating+CCD 8× 10−10 in 10 s 2.5× 10−9 3.3× 10−10 18000 110 4/430
[60] VIPA+VMS 3× 10−7 in 30 s 1.5× 10−6 4× 10−8 100 0.03+ 10/800
[53] VIPA 4× 10−9 in 180 s 4× 10−8 9× 10−10 30000 0.9 20/1850
[185] Grating+CCD 3.2× 10−9 in 18 ms 7× 10−10 1.5× 10−11 32000 13.5 4/430
[180] NICE-OFCS 3× 10−8 in 0.8 s 3.4× 10−8 4.3× 10−10 2300 2 30/1575
[191] FTS + swept-coupling 1.5× 10−7 in 1 h 3× 10−7 4.2× 10−9 † 90000 6 25/1500
+ Comb-mode resolved so resolution limited by frequency calibration.
◦ Could not continuously average for 1 s.
† This number is given in the reference as 6× 10−11, but they divide by the number of spectral elements, not the square-root.
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3.3 Detection techniques

A variety of possible readout systems exist, as illustrated in Figure 3.1. In some cases, the

absorbing spectrum is sparse enough that the entire comb can be detected on a single photodiode

or dispersed with a grating and measured on a photodiode array, as shown in Figure 3.1(a). The

comb modes are then scanned to record the spectrum [192, 193, 120, 194]. This can be combined

with comb vernier (where frep and the cavity FSR are slightly detuned so that only every n-th

comb mode is transmitted [195]) or cavity filtering using a high-FSR cavity to obtain comb-mode

resolution; however, the number of spectral channels, and thus the bandwidth or resolution, is

limited by the size of the photodiode array.

For some transitions, especially vibrational transitions in larger organic molecules in the

mid-IR or many visible to UV electronic transitions in molecules, the absorption features to be

measured have a width on the order of 0.5 cm−1 or more. In this case, a low resolution dispersive

spectrometer is suitable, as demonstrated in a comb spectroscopy system for IO, BrO, NO2 and

H2CO [183]. This technique is very similar to incoherent broad-band cavity enhanced absorption

spectroscopy (IBB-CEAS) [196, 197]. For broad spectral features, analysis methods similar to those

developed for differential optical absorption spectroscopy can be used [198, 199].

Instead of measuring changes in transmission to detect the presence of absorption lines, it

is also possible to measure changes in cavity ring-down time in a technique called cavity ring-

down spectroscopy (CRDS) [39]. In cw-CRDS, the laser is tuned to resonance and then the light

is rapidly turned off and the temporal decay of light leaking out of the cavity is measured. This

technique has the advantage that it is significantly less sensitive to intensity noise because the decay

is measured relative to the initial intensity only. It is possible to combine comb spectroscopy with

CRDS [188], as illustrated in Figure 3.1(b). Here, a grating is used to disperse the light spectrally

in one direction while a rotating mirror is used to provide a time axis. The light is then detected

on a 2D camera. While helping to reduce intensity noise, the number of spectral elements is still

limited to the size of one dimension of the camera.



67

For many applications, it is desirable to record spectra simultaneously over a broad band-

width with high resolution, which means that more spectral elements are required. Two common

approaches for this are the VIPA spectrometer or Fourier-transform spectroscopy (Figure 3.1(c)

and (d), respectively), which we describe in Sections 3.3.1 and 3.3.2.

3.3.1 VIPA

3.3.1.1 Basic operation

A VIPA, or virtually-imaged phased array [200, 201, 202], is a rectangular etalon plate

(sketched in Figure 3.2(a) and pictured in Figure 3.2(b)) with a high reflectivity (HR) coating

on the entrance surface (reflectivity > 99.9%) and a partial reflective (PR) coating on the back

surface (reflectivity typically about 97%). Additionally, an antireflection-coated (AR coated) en-

trance stripe is placed at the bottom of the entrance surface to allow light, which is focused in one

dimension, to be coupled into the device. In contrast to an ordinary Fabry-Perot etalon, the VIPA

etalon is tilted at an angle; because of this and the focusing of the incoming light, it transmits all

the incident wavelengths. The basic idea is that the incoming light has a range of k-vectors in one

dimension due to the cylindrical lens: each k-vector propagates in the etalon with different path

lengths, and thus the etalon resonances are shifted for each k-vector. This results in mapping of

frequency to k-vector, i.e., dispersion. The main advantage of a VIPA is the extremely high angular

dispersion, up to 30-40 times better than a traditional dispersion grating. The output of the VIPA

is a pattern of overlapping mode orders that repeat at the etalon FSR - typically 50 to 100 GHz,

depending on the thickness of the plate. To spectrally resolve overlapped orders a cross-dispersion

grating with a resolution better than the VIPA FSR is used. After the grating the light is imaged

on a two-dimensional camera [51].

An example of the resulting image is shown in Figure 3.2(c). The vertical stripes are single

mode orders of the VIPA, which are dispersed in the horizontal direction by the lower-resolution

grating. The yellow horizontal lines show the range of one VIPA FSR on the camera, where the
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Figure 3.1: Detection schemes for CE-DFCS. (a) A grating spectrometer equipped with a detec-
tor array. (b) Broadband cavity ringdown setup. A grating provides spectral dispersion in the
horizontal direction and a rotating mirror creates the time scale in the vertical direction for a two-
dimensional detector array. An acousto-optic modulator (AOM) is used to turn off the laser beam
to initiate the ringdown. (c) A VIPA spectrometer. The cavity output is dispersed vertically with
a high-resolution VIPA etalon and is cross-dispersed with a diffraction grating. (d) Femtosecond
Fourier-transform spectrometer. In the Michelson interferometer approach, the cavity output is
analyzed by an interferometer with a fast scanning mirror in one or both arms. This effectively
changes the repetition rate of the frequency comb. The pulses of the combs from the two interfer-
ometer arms with different frep interfere on the detector. In the dual comb approach, the output of
the enhancement cavity beats with another frequency comb with frep,2 6= frep,1 on a photodetector.
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Figure 3.2: VIPA Spectrometer. (a) Sketch of the components. AR, HR, and PR are antireflec-
tion, high reflection, and partial reflection. (b) Photo of mid-IR VIPA. (c) Image without comb
modes resolved. Dark spots are molecular absorption lines. (d) Image showing single comb-mode
resolution.
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spectral information is unique. Thus, a single column within this region contains spectral informa-

tion from one VIPA FSR. By reading the pixels column-by-column a traditional one-dimensional

spectrum can be created. The dark spots in the image represent CO2 absorption signals for in-

dividual ro-vibrational transitions around 1800 nm. It is also possible to resolve individual comb

modes, as shown in Figure 3.2(c) for a cavity-filtered 2 GHz comb in the mid-infrared.

VIPA spectrometers offer several advantages as a readout system:

(1) The short integration time for a single image, on the order of tens to hundreds of µs, make

them an ideal tool for studies of transient events [56].

(2) Spectral information is acquired simultaneously across all of the channels. This helps the

S/N and also reduces issues of uncorrelated noise across the spectrum.

(3) The spectrometer does not involve any moving parts and is compact, which makes it par-

ticularly attractive for field-deployable devices.

(4) In addition, the approach is compatible with the swept coupling scheme, which reduces the

overall complexity of the experimental setup.

On the other hand, there are also several significant disadvantages:

(1) Since the VIPA is an etalon the resulting fringe pattern is sensitive to optical alignment

and to mechanical vibrations, which tends to reduce the S/N .

(2) In addition, it is challenging to completely remove FM-AM noise in the tight-locking scheme

unless an additional modulation – as in velocity-modulation spectroscopy (Section 3.4) –

can be introduced.

(3) Calibration of the frequency axis needs to be carefully checked since the pixel-to-frequency

mapping is nonlinear. We typically accomplish by calibrating to known spectra, but this

is not always possible. If individual comb modes are resolved, then the absolute frequency

at one point is all that is required.
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(4) VIPA etalons tend to be relatively expensive and are available only in limited spectral

regions.

Number (2) above is particularly troublesome. Unfortunately, it is not currently possible

to perform balanced detection with imaging arrays as can be done for single-element detectors.

2D cameras capable of lock-in detection do currently exist, as discussed in Section 3.4.2. The

lock-in bandwidth is up to 250 kHz, which is not high enough for frequency-modulation (FM)

spectroscopy techniques. However, it should be possible to combine frequency-comb spectroscopy

with wavelength-modulation spectroscopy, which has been shown to give similar results to FM

spectroscopy at modulation frequencies above the noise bandwidth [203, 204, 205] and has been

implemented with cavity enhancement [206]. Currently though, lock-in cameras are only available

based on Si detectors (visible to 1 µm), so additional techniques would be needed for other wave-

length regions. Active noise cancellation using an AOM is another option for removing amplitude

noise, but adds complexity. Because the FM-to-AM noise on neighboring comb teeth is correlated,

it should be possible to remove noise by comparing noise on nearby pixels. This only works well

though if camera images are captured fast compared to the noise, otherwise residual uncorrelated

noise still causes problems. In general, the swept-coupling scheme is used instead of the tight lock

with dispersive spectrometers to reduce the effects of FM-to-AM noise conversion.

3.3.1.2 Design considerations

When designing a VIPA spectrometer, there are several parameters that must be optimized

to achieve the desired resolution and spectral coverage for a given application. A detailed discussion

of VIPA spectrometer design and alignment is given in [207], we only highlight a few additional

points here.

The resolution of the VIPA spectrometer is limited by the finesse and FSR of the etalon.

The finesse is determined both by the reflectivity of the coatings and by the number of round-trip

passages within the tilted etalon. Resolution of 500 MHz has been demonstrated with VIPA FSRs

of 25 to 100 GHz. It has proven difficult in practice to achieve higher resolution. One option is
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to decrease the FSR for a given finesse; however, this has several disadvantages. First, the grating

cross-dispersion must be capable of resolving a single FSR of the VIPA etalon, which is challenging

for small FSR as discussed below. In addition, the spectral bandwidth typically decreases for a

given camera size with decreasing FSR. Another possibility is to instead increase the finesse of the

etalon by increasing the reflectivity of the PR coating. The challenge with this approach is that the

number of bounces inside the etalon must also be increased, which means that the etalon needs to

be taller while still maintaining a high degree of parallelism (significantly better than λ/2) between

the faces. Since the etalon is thin (on the order of 1-2 mm), this is further complicated by the fact

that the etalon will flex a bit when mounted. In an effort to alleviate this, the etalon can have

a thick backer plate optically contacted to provide increased rigidity (this can be seen in Figure

3.2(b)); however, distortions of the VIPA lineshape – which appears as a broad pedestal around

the main line – have been observed for VIPAs with a design finesse of 1000. These distortions are

believed to be caused by surface flatness/parallelism issues and limit the finesse to about 200.

The achievable resolution is sufficient to resolve single modes of high repetition rate combs,

as demonstrated with Ti:sapphire combs [51], and used in the velocity modulation experiment in

Section 3.4.2 [60, 208]. Another approach to achieve comb mode resolution with lower repetition

rate lasers is to use an intermediate filter cavity. This is shown in Figure 3.2(d) for a filtered comb

with 2 GHz mode spacing; here, the filter cavity was set to transmit every 15th comb tooth of

a femtosecond mid-infrared OPO [52]. The resolution was determined to be around 600 MHz by

fitting the individual comb modes.

One note is that the VIPA lineshape – in the ideal case – is a Lorentzian function, not

a Gaussian. The broader tails of the Lorentzian lineshape mean that there is the potential for

significant cross-talk between VIPA resolution elements, which is made worse by distortions in the

lineshape. This must be considered for example for high-precision lineshape studies.

As mentioned above, another important consideration is the resolution of the cross-dispersion

system, which is set by the grating dispersion and the focal length, fi, of the imaging lens. The
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separation in the focal plane, ∆x, for one VIPA FSR is given by

∆x =
fi

Λ cos θd
∆λFSR, (3.8)

where ∆λFSR is the wavelength separation for one FSR, Λ is the grating pitch, and θd = sin−1 (λ/Λ− sin θi)

is the angle of diffraction for an angle of incidence, θi. In order for each FSR to be resolved, this

must be larger than the diffraction-limited spot size, 4λfi
πd , for an input beam of size d measured

in the grating diffraction plane. An additional consideration is that the maximum resolution of

the grating also depends on the number of lines illuminated, N , and the illuminated width, d, by

∆λ = λ/N = λΛ/d. Typically, d is set by the width of the VIPA, which is commonly around 2 mm.

For an 1800 line/mm grating, this gives a resolution of around 200 GHz at 800 nm, which would

not be enough to resolve mode orders of most VIPAs. Because of this, we sometimes enlarge the

output from the VIPA in the direction opposite to the VIPA dispersion direction using a pair of

cylindrical lenses.

Finally, we would like the imaging system to be as efficient as possible. There are several

places where losses can occur. Of course, the grating needs to be chosen to be as efficient as

possible at the angle used. This can be accomplished with a blazed grating operating near the

Littrow condition. The losses from the VIPA are typically dominated by clipping of the input and

first reflected beam on the HR/AR interface. The ratio of output to input power is [45]

Pout/Pin ≈
(

1− e
(δh/2)2

w2
v

)2

(3.9)

where δh = 2t tan(θv) is the height of the first reflection on the input surface, θv is the incident

angle on the VIPA front surface (obtained using Snell’s law from the incident angle outside of the

VIPA and the index of refraction of the VIPA), t is the thickness of the VIPA, and wv is the beam

size at the focus of the cylindrical lens. In addition, we would like to concentrate as much power as

possible into one order of the VIPA, i.e., we want as much power as possible in the region between

the lines indicating one FSR in Figure 3.2. We can approximate this by calculating the size of one

FSR in the focal plane,

∆yFSR ≈
FSRλf2

i n
2

cȳ
, (3.10)
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where ȳ ≈ 1− 2 mm is the height by which the interference pattern is shifted out of the VIPA, and

also by calculating the size of the image in the focal plane

wy =

√
2fiwi
fc

, (3.11)

where fc is the focal length of the cylindrical lens and wi is the input beam size. Ideally, wy ≈

∆yFSR, and ∆yFSR is less than the size of the camera. This suggests that the power in one FSR

can be increased by increasing the focal length of the cylindrical lens.

VIPA spectrometers can currently cover the visible, near-IR, and mid-IR out to about 4.3

µm. As with high-finesse mirrors, the bandwidth of a single VIPA system is limited by the coatings

to typically ∼ 20% of the central wavelength.

3.3.1.3 VIPA alternatives

Another option for achieving high angular dispersion is an echelle grating, which is a coarsely

ruled grating that is used in a high diffraction order [209, 210]. The resolving power, R ≡ λ/∆λ, is

related to the diffraction order (m) and number of grooves illuminated by R = mN , which actually

only depends on the total illuminated width. The diffraction order sets the free-spectral range of

the grating, Fλ = λ/m. This is a useful feature for spectral multiplexing because multiple FSRs can

be cross-dispersed as in the VIPA spectrometer. A VIPA has a resolving power of around 300,000,

so to match this we need to illuminate a width of around 10 cm in the visible/near-IR; however,

this increases to 50-100 cm in the mid-IR, which would be challenging. In addition, the FSR of

a standard echelle grating will be significantly different than that of a VIPA. Currently, echelle

gratings are readily available with 20 lines/mm and with up to about 75% diffraction efficiency,

which gives m = 2 sin θ/(λΛ) ≈ 125 at 800 nm. This in turn corresponds to Fλ ≈ 6 nm or

around 3 THz (100 cm−1), independent of wavelength. In order to resolve 1 GHz, one FSR needs

to be recorded using 3000 pixels – a reasonable proposition in the visible/near-IR but currently

cost-prohibitive in the mid-IR for anything more than one FSR.

In the mid-IR, an echelle spectrometer has been built with a resolving power of ∼30,000 [211].
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This spectrometer used a custom echelle grating with 4 lines/mm and a camera with 256×312 pixels.

This is still about an order of magnitude lower than that achieved in a VIPA spectrometer. To

reach higher resolving power, new gratings etched into Si or Ge prisms (called immersion gratings

or grisms) are being developed, aiming at resolving powers above 100,000 [212, 213, 214]. The use

of internal diffraction in a high-index material immediately increases the resolving power by up to

n2 compared to a standard grating of equal size [215]. In addition, the FSR is smaller by n for the

same grating pitch. Progress has been made on the manufacture of these gratings via wet etching

[216, 217, 218]; however, currently these gratings are still custom and will still require large cameras

and somewhat large beams for high resolution. Eventually though, this technology may be a viable

alternative to VIPAs, even in the mid-IR, and should be able to operate over a wider wavelength

region than a comparable VIPA spectrometer.

3.3.2 Fourier-transform spectrometer

A different method for obtaining broad bandwidth spectra is to use an interferometer as

the wavelength resolving element: in this approach, a spectrum is obtained by first recording the

interference signal as a function of optical delay between the two arms and then taking the Fourier

transform of the interferogram. Fourier-transform spectroscopy (FTS) is a common technique in

molecular spectroscopy typically using an incoherent light source [6, 7], which can provide extremely

broad spectral coverage (from 2 to 50,000 cm−1) and can reach resolutions of about 0.001 cm−1 (30

MHz, although resolutions of 1-10 GHz are more typical). The main shortcoming of this method is

the long acquisition time – associated with the use of thermal light sources – and the need for long

averaging times to obtain high sensitivity. The lack of spatial and spectral coherence of thermal

sources makes it very challenging to use a long optical path length (required for high resolution)

or to efficiently couple light into an enhancement cavity for high sensitivity. Replacing the thermal

source of an existing Fourier-transform spectrometer with an optical frequency comb offers an

instantaneous increase in spectral brightness and thus reduces averaging times significantly. The

coherent frequency comb also allows an efficient combination of cavity-enhanced spectroscopy and
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FTS.

As with dispersive spectrometers, FTS using a scanning interferometer as a readout system

for comb spectroscopy has several advantages and disadvantages. The advantages include:

(1) FTS is broad-bandwidth and works with minor changes from the near-IR to beyond 10 µm.

FTS can also work in the visible to UV.

(2) The resolving power of FTS is significantly higher than a VIPA spectrometer.

(3) It is possible to employ balanced detection to reduce amplitude noise – for example, from

cavity FM-AM conversion – by over a factor of 100, which enables the use of the tight

comb-cavity lock.

(4) Broad-bandwidth lock-in detection is possible because the signal is measured using only

one detector.

(5) The spectrum is immediately calibrated.

There are also some significant disadvantages:

(1) It is challenging to make the system compact while still maintaing high resolution.

(2) The scanning stage makes FTS more sensitive to vibrations, which would make applications

to field deployable systems more challenging.

(3) The acquisition rate and thus temporal resolution is limited by the scanning cart speed and

data acquisition card as is typically on the order of seconds.

The use of two combs with detuned repetition rates (called dual-comb spectroscopy, shown in the

lower part of Figure 3.1(d)) helps with most of these disadvantages, but requires two comb systems.

We have developed an FTS system for near- and mid-IR comb spectroscopy. The frequency

comb light transmitted through a sample cell or cavity is sent into a Michelson interferometer

equipped with a fast-scanning delay stage on which two retro-reflectors are mounted. To increase
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Figure 3.3: Setup of Fourier-transform spectrometer. The comb light (IR) and light from a reference
laser (Ref, typically 780 nm or 1064 nm) are co-propogated (offset out of the page) with a half-
mirror (HM). The two beams are split by different parts of a quadrant beam-splitter (BS) and
then travel through two arms of a Michelson interferometer. The lengths of both arms are scanned
simultaneously using two corner-cube retroreflectors mounted on a single state. The two output
ports of the interferometer are sent to an auto-balancing detector for the IR. The reference laser is
detected separately (not shown).
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the optical path difference corresponding to the movement of this stage, the lengths of both inter-

ferometer arms are scanned simultaneously but in opposite directions (Figure 3.3). Light from a

stable 780 nm (or 1064 nm) cw-laser co-propagates with the comb light in the interferometer and

is used as a reference for frequency calibration. To keep the reference and comb beams parallel but

easily separable, we use a quadrant beamsplitter in which the first and third quadrants are coated

as 50:50 beamsplitters for the comb light and the second and fourth quadrants are coated for the

reference light. The two beams are split with the upper two quadrants and are recombined on the

lower two quadrants. In addition, we found that the retro-reflectors caused more beam deviation

than expected, so the contrast of the interferograms changed by around 50% while scanning across

the full range. This can be improved with better retro-reflectors that deviate the beam less.

The comb interferograms at both output ports of the Michelson interferometer are moni-

tored with an auto-balancing detector [219] using either InGaAs photodiodes (for the near-IR) or

HgCdZnTe photodiodes (MCZT, from Vigo Systems). The auto-balancing circuit subtracts the

photo-currents from the two photodiodes and uses an active feedback to keep the DC currents

equal. This subtraction doubles the useful signal compared to a single interferometer output (due

to the fact that the two output signals of the interferometer are complementary [6]) while subtract-

ing away the common mode amplitude noise, such as FM-to-AM conversion by the enhancement

cavity. Both interferograms (from the comb and reference cw-laser) are digitized by a two-channel

analog-to-digital converter at 1 Msample/s with 22-bit amplitude resolution (National Instruments

NI 5922). The high data rate allows us to exploit the scanning speed of the FTS; to avoid digiti-

zation noise in the analog-to-digital conversion, at least 20-bit resolution is required.

The auto-balancing detector is based on the circuit developed by Hobbs [219]. For the near-

IR, the basic auto-balancing circuit works well, but significant modifications were required due

to the different behavior of the mid-IR photodetectors. Figure 3.4 shows the schematic for the

mid-IR auto-balancing detector. Briefly, the matched transistor pair Q3-A and -B function as

a current splitter, with the ratio of currents set by the difference in base-emitter voltages. This

basically acts to divide the current from the reference photodiode, with some of the current shunted
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to ground via Q3-A. The reduced current from the reference photodiode is subtracted from the

current from the signal photodiode and converted to a voltage using the transimpedance amplifier

U2. Transistor Q2 is used to reduce the capacitance at the input of the transimpedance to increase

the bandwidth. The output signal is compared to reference voltage (near 0 V) and used to servo

the splitting ratio of the reference photodiode current to match the current in the two paths at

the summing junction. The primary changes to the Hobbs design for the mid-IR detectors is the

photodiode reverse-bias control, which was critical to providing the highest common-mode noise

cancellation possible. Because the bias voltage is very low for the mid-IR photodiodes (around

0.4 V), small changes in transistor Q2 or Q3 base-emitter voltage can significantly affect the bias

voltage and thus the detector response. Such a change will happen as the photocurrent, and

thus the current through the transistor, changes. To keep the photocurrent linearly related to

laser power, the bias voltage is actively controlled to maintain a constant voltage drop across the

diode. The primary challenge is making this feedback very fast – ideally an order of magnitude or

more above the signal frequency of around 150 kHz so that oscillations at the signal frequency are

highly suppressed. Basically, this feedback works by using a differential instrumentation amplifier,

here using two op-amps but a fast three op-amp circuit would be better, to measure the voltage

drop across the diode and then using an additional op-amp to close the feedback loop. Many of

the capacitor and resistor values were adjusted to optimize the common-mode rejection ratio of

the instrumentation amplifier and to reduce parasitic oscillations due to non-linear behavior of the

photodiodes. In addition, the photodiodes were chosen to be as well matched as possible. Transistor

pairs Q1A-B and Q4A-B are current mirrors, which allow the photocurrent from each diode to be

monitored using transimpedance amplifiers U1 and U6. In addition to the lower bias voltage and

parasitic oscillations, the mid-IR detectors also have a shunt resistance that is significantly lower

than that in visible and near-IR detectors. This low shunt resistance means that voltage noise

from op-amps can cause significant noise at the output of a transimpedance amplifier if additional

care is not taken. In addition, this shunt resistance could contribute to the oscillations seen in

the feedback. The shunt resistance increases at lower temperature, so we are currently using a
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detector with an integrated four-stage TE cooler (the manufacturer does not recommend cooling

below around 180 K). With these detectors, we measure a constant noise floor (above about 20

µW) and a S/N at ∼150 kHz that increases linearly with increasing laser power. The S/N is about

a factor of 3 below the shot-noise limit, which indicates that we are detector noise limited. We

are not sure if this limit arises from dark current/Johnson noise in the photodiode or from the

finite bandwidth of the feedback loop. To improve the performance further, it would be good to

remove the feedback loop, which could potentially be accomplished by measuring the photocurrent

of each diode with a transimpedance amplifier, and then using a current-to-voltage converter to

drive the basic Hobbs circuit. In addition, cooled InSb detectors (for up to 5.5 µm) seem to have

slightly better performance – both a higher detectivity (D∗) and higher shunt resistance – than

the MCZT detectors. InSb photodetectors do have higher capacitance so will be slower, but are

still fast enough. These changes should reduce the detector noise and enable shot-noise limited

detection in the mid-IR.

The resolution of the FTS is set by the maximum optical path delay (OPD) between the two

interferometer arms, which is limited by the maximum scan range (L) of the cart to R = 1/OPD =

1/(4L) = 0.0035 cm−1 (105 MHz). This resolution is high enough to resolve individual comb modes

using minimal cavity filtering. Once individual comb modes are resolved, the resolution is set by

the comb tooth linewidth. Using our mid-IR OPO, we could achieve a resolution of 10 kHz, which

would require an OPD of 30 km in a standard FTS!

When FTS is used, the S/N in the spectrum, (S/N)f , is related to the S/N in the time-

domain (interferogram), (S/N)t, as

(S/N)f = (S/N)t

√
N

M
, (3.12)

where N is the number of data points in the interferogram and M is the number of resolved spectral

elements in the spectrum [220, 54]. To calculate the absorption sensitivity per spectral element, we

use Equation 3.4 with σ = (S/N)−1
f :

α1s, DFCS, FTS
min [cm−1Hz−1/2] =

σt
Leff

√
M

√
T

N
. (3.13)
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Figure 3.4: Circuit diagram for mid-IR auto-balancing detector. See text for details. Designed by
Terry Brown.
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The shot-noise limit is given by σshot
t =

√
2eN
ηPT , because the effective bandwidth for each point in

the time domain is N/T [54]. This results in minimum sensitivity that is a factor of
√
M worse in

FTS than in a spatially multiplexed system for the same total integration time and signal-to-noise.

As discussed earlier, the main limitation of cavity enhanced spectroscopy utilizing a laser

continuously locked to a cavity is usually the noise originating from frequency-to-amplitude noise

conversion by the narrow cavity modes. Immunity to this type of noise can be obtained by the

use of modulation techniques, as is done for cw lasers in noise-immune cavity-enhanced optical

heterodyne molecular spectroscopy (NICE-OHMS) [41, 42]. Continuously scanned FTS, as we do

here, is a modulation technique as well, since the interferogram appears at an audio frequency

– around 160 kHz in our case – limited by the acquisition rate of the data acquisition board.

Thus, the signal is detected at a frequency where the noise is significantly lower than at DC. The

addition of balanced detection reduced the noise in the near-IR by a factor of 600, which enabled

shot-noise limited detection with an optical power of 30 to 100 µW [54]. The deviation from the

shot noise limit at powers below 30 µW is due to the decrease of the performance of the auto-

balancing detector. At powers above 100 µW the intensity noise starts to dominate over the shot

noise. The best shot-noise-limited single element sensitivity obtained for a 6 s acquisition time

is 1.4 × 10−9 cm−1 at 100 µW, corresponding to 3.4 × 10−11 cm−1 per spectral element. At a

resolution of 2.3 GHz the measured absorption noise was slightly above that given by the shot

noise limit, due to the drift of the residual etalon fringes. Here a single element sensitivity of

7.6× 10−10 cm−1 at 1 s was obtained, which translates to 2× 10−11 cm−1 per spectral element at

1 s. In the mid-IR, a detector-noise limited sensitivity of 5.4 × 10−9 cm−1 Hz−1/2 was obtained,

corresponding to 6.9 × 10−11 cm−1 Hz−1/2 per spectral element for 6000 resolved elements [55].

Very recently, NICE-OHMS has been combined with frequency comb spectroscopy in a technique

termed noise-immune cavity-enhanced optical frequency comb spectroscopy or NICE-OFCS [180].

The achieved sensitivity in the near-IR is close to the shot noise limit.

Instead of a scanning interferometer, two frequency combs with slightly different repetition

rates can be used, as shown in the lower part of Figure 3.1(d). This technique, known as multi-
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heterodyne spectroscopy or dual comb spectroscopy [221, 222, 223, 189, 224, 225], provides very

short acquisition times (tens to hundereds of microseconds) for a single spectrum over a very broad

bandwidth. However, as in scanning FTS, the S/N decreases with increasing spectral bandwidth

[220]. In addition, the complexity of two independent comb systems makes mid-IR applications of

dual comb spectroscopy more challenging [226, 227].

3.4 Velocity-modulation spectroscopy

Broad-bandwidth precision spectroscopy of molecular ions is useful in a wide range of fields

including fundamental physics, astrochemistry, and physical chemistry. For the eEDM experiment

discussed in Chapter 6, very little data, especially high resolution data, existed for HfF+ and ThF+

and the uncertainties in the theoretical calculations of excited states were very large (thousands of

wave-numbers), so we needed a technique capable of broad survey spectroscopy to understand and

assign the molecular energy level structure. As discussed in Section 6.8 different molecular ions,

such as WN+, could be useful for future versions of the eEDM experiment. Trapped molecular

ions may also be useful for measurements of nuclear-spin-dependent parity violation and anapole

moments [70, 228]. Sub-millimeter and far-IR spectroscopy of H3O+ and deuterated isotopolgues

provide high sensitivity to variations of the proton-to-electron mass ratio [68]. Because of it’s

simplicity, spectroscopy of HD+ has already been used to test QED calculations [66]; similarly,

exact calculations including some QED terms exist for HeH+ [229], so this system can test the

accuracy of multi-electron calculations in molecules. Molecular ions such as SiO+ [230], AlH+ [231],

and MgH+ [232] among others are also suitable for direct laser cooling, which will provide more

opportunities for tests of fundamental physics. For many future experiments, broad-bandwidth

precision spectroscopy of molecular ions will play an important role, either for identifying transitions

for follow-up experiments or for providing direct precision measurements.

In astrochemistry, at least 22 ions (both positive and negative) ranging in complexity from H+
3

to H2COH+ and C−8 and even metal containing species such as FeCO+ [233] have been identified
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in interstellar and circumstellar gases [59]1 . Because ion-neutral reactions have very fast rate

constants – typically at or near the Langevin limit – and the ion production rate via cosmic

ray ionization is typically high, reactions involving molecular ions are central to understanding

astrochemistry [58, 234]; nonetheless, some rate constants and branching ratios are still not well

known [235]. For example, the pathway for formation of a very simple molecular ion, CH+, remains

elusive [236, 237]. In addition, H2CO+ should be observed based on the currently known interstellar

species, but so far has not [59]. To aid the searches for new species, laboratory measurements are

needed. The development of new microwave and mm-wave observatories – most notably Herschel,

ALMA, and SOFIA – has increased the need for accurate measurements of rotational transitions in a

variety of molecular ions [238]. While direct laboratory rotational and THz spectroscopy is possible,

precise measurements of vibrational and vibronic transitions can also provide indirect measurements

of rotational transitions to the accuracy needed [239]; we demonstrate this as well in Chapter 5,

where the precision on our rotational constants enable predictions of low-lying rotational transitions

to within a few MHz. Another long standing problem in astrochemistry is the identity of the diffuse

interstellar bands (DIBs) [240, 241], which are a collection of unidentified bands spanning the

visible and near-IR. Identification of these bands currently requires more laboratory measurements

of optical transitions to try to match with the observations [236, 235, 242]. The inability to

identify the molecules responsible for the DIBs points to a still very incomplete understanding

of the processes that govern interstellar chemistry, and it is believed that many more unidentified

species such as positively or negatively charged polycyclic aromatic hydrocarbons (PAHs, a possible

source of the DIBs) and multiply charged ions are yet to be discovered [235, 243].

On the physical chemistry side, precision spectroscopy of H+
3 above the barrier to linearity

(near 9913 cm−1) provides rigorous tests for ab initio theory [244, 245, 246]. Currently, theory

can reproduce the spectrum up to the visible with 0.1 cm−1 accuracy with the inclusion of non-

adiabatic effects. Further improvements in experimental precision will enable further tests of non-

adiabatic corrections as well as relativistic corrections. Adding another hydrogen molecule to form

1 A complete list of molecules is here: http://www.astro.uni-koeln.de/cdms/molecules

http://www.astro.uni-koeln.de/cdms/molecules
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H+
5 adds significant further complexity for experiments and theory. The ground state of H+

5 can

be considered as a proton-bound dimer of H2 and the excited structures are more like H+
3 +H2 so

fully understanding the potential energy surface provides information about clusters and about the

reaction dynamics [247]. Many carbocations are interesting for both their presence as intermediates

in reactions such as combustion as well as the challenges they present to theory; for example, the

spectrum of CH+
5 , a highly non-classical carbocation, still remains unassigned due to both its

complexity and spectral interference from other contaminant species [248, 249, 250]. Similarly, the

ethyl cation (C2H+
5 ) is believed to be an intermediate in solution-phase reactions, but its structure

is still not well know [251].

3.4.1 Background

One of the primary challenges with performing spectroscopy of molecular ions is separating

the ion absorption from neutral species. One option is to create an ion beam, or to use an ion trap,

where electric fields can be used to mass-select ion species. Typically though these techniques only

produce small numbers of ions and suffer from small absorption path lengths. A new technique

of NICE-OHMS in an ion beam has recently been demonstrated and shows considerable promise

for high sensitivity ion spectroscopy [252]. High densities of molecular ions can also be created

using hollow-cathode lamps and glow discharges; however, in these systems it is hard to separate

the ion signal from the competing absorption from neutral species (which are usually present at

significantly higher concentrations than the ion species). Our initial efforts of survey spectroscopy

of HfF+ used emission from a hollow-cathode lamp and were not successful because of neutral

signal. In fact, even after we identified some HfF+ transitions using a different technique, we were

not able to clearly identify the transitions in the hollow-cathode lamp data [208].

The development of velocity-modulation spectroscopy (VMS) by the Saykally group solved

this problem and enabled background-free direct absorption spectroscopy of molecular ions. Velocity-

modulation spectroscopy works by modulating the voltage polarity of an AC column discharge (see

Figure 3.5). This discharge produces ions with high density and the reversing polarity modulates
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Figure 3.5: Sketch of velocity-modulation spectroscopy (VMS). An alternating voltage is applied
to a pair of electrodes, which forms an ac discharge and results in a modulated drift velocity, shown
here by red and blue arrows for the positive and negative half-cycles of the drive respectively. A
laser propagates on along the discharge and is detected using a photodiode. An absorption line of
the ion (black curve in the upper panel) will be Doppler-shifted (red and blue curves) with respect
to the laser (orange line). This results in a modulated absorption signal. The final signal after
lock-in detection at the modulation frequency is the difference between the two Doppler-shifted
peaks.
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the drift velocity of the ions. The velocity of neutral species is not influenced by the voltage applied

to the plasma. This modulated drift velocity causes a modulated Doppler shift when probed along

the axis of the discharge, which is analogous to frequency modulation of the laser. Lock-in detec-

tion synchronous with the modulation frequency (i.e., at 1f) yields an (essentially) background-free

absorption signal.

Lock-in detection can be understood as recording a spectrum during each half cycle and then

taking the difference between these two signals, as illustrated in Figure 3.5. In the ideal case, the

neutral signal in each half cycle is identical and cancels out; on the other hand, the absorption lines

in each half cycle are frequency offset and so still yield signal in the difference. It is apparent from

this simple analysis that neutral signal may not be completely cancelled if the signals in each half

cycle are not identical. This can be caused by asymmetries in the discharge, for example due to

pressure/flow gradients or electrode characteristics, so some additional tricks are typically used to

improve the neutral suppression.

3.4.2 Comb-vms

While velocity modulation spectroscopy provides high sensitivity for ions, it typically relies

on cw lasers and thus is slow to cover a wide spectral bandwidth. Fourier-transform VMS has

been demonstrated in emission; however, the sensitivity was low [253, 254]. Instead, we chose

to combine VMS with frequency comb spectroscopy. By resolving every comb mode of a fem-

tosecond Ti:sapphire laser (Gigaoptics, 3 GHz repetition rate) simultaneously over a wide spectral

bandwidth, we can achieve high resolution and absolute frequency accuracy with over 1500 chan-

nels measured at once. Figure 3.6 provides an overview of the experimental setup, more details

can be found in [60, 208]. Briefly, we couple light from the Ti:sapphire comb into the 120 MHz

free-spectral-range enhancement-cavity that contains an ac discharge cell, with every 25th cavity

resonance matched to a comb mode. The comb light transmitted through the cavity is fiber coupled

and then spectrally dispersed using a VIPA spectrometer to resolve every comb mode. We then

image the light onto a Heliotis C2 “smart pixel” lock-in camera [255, 256], which uses a combination
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of CCD and CMOS technology to demodulate and read out each pixel at the discharge modulation

frequency. The camera basically has two storage wells per pixel, one for the in-phase signal and one

for the quadrature. For the first quarter-cycle of the demodulation period, charge is accumulated

in the first well, similarly, charge is stored in the second well for the second quarter-cycle. For the

third and fourth quarter-cycles, charge is subtracted from the first and second well, respectively.

This process can be repeated for a number of demodulation cycles before a full image (called a

frame) is recorded. Up to 320 frames can be stored on the camera in one set.

A co-propogating cw Ti:sapphire laser serves as a frequency reference for stabilizing the comb

and provides a marker on the two-dimensional spectral image. The cw laser is locked to its internal

reference cavity achieving a linewidth of ∼100 kHz, and feedback to the combs repetition rate locks

a single comb tooth to the cw laser. The signal for the feedback originates from a beat note between

the comb and cw laser; after frequency division, the beat note frequency is converted to an error

signal using a frequency-to-voltage converter. This results in a looser lock than would be possible

with a phase detector; however, the lock was significantly more stable to perturbations. Typically,

the beat note is stabilized to about 1 MHz.

The repetition rate is controlled by acting on both the comb-laser cavity length (slow feedback

via a piezoelectric transducer) and the pump power (fast feedback via an acousto-optic modulator)

[257, 258], while the offset frequency of the comb is left free-running. We initially tried to lock frep

to an external rf source and stabilize f0 using the pump power; however, we could only tune f0 by

about 20 MHz before the comb lost modelock. This is because, in our operating conditions, pump

power changes affect frep more than f0, probably because non-linear refractive index effects in the

crystal can significantly change the cavity length since the crystal is a large fraction of the cavity

length in the high repetition rate laser. Since we can only operate the comb in a small range of

pump powers around 5.5 W, we do not have the ability to tune the pump power to a region where

the feedback to f0 is optimal [257]. Instead, we opted for the alternative locking scheme above.

This scheme has the disadvantage that f0 noise is written onto frep, which will make comb teeth

farther from the lock point less stable. During a scan, we observe fluctuations of frep of less than
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200 Hz, which will cause at most 300 kHz of noise for a comb tooth 1500 modes (the range of a

single acquisition) away from the lock point.

We produce HfF+ by heating 0.5 g of HfF4 powder to about 550 ◦C in a 1 m long home-built

discharge cell. Helium buffer gas is flowed through the discharge such that the total pressure is about

3 torr. By recording the emission of the discharge using a low-resolution grating spectrometer, we

were able to reliably monitor molecule production. With each loading of the oven we were able to

run for about 3 hours. A 2.5 m long bow-tie optical enhancement cavity consisting of two flat, 98%

mirrors (input and output couplers) and two 100 cm radius-of-curvature, low-dispersion, 99.9% high

reflectors surrounds the discharge cell. The reflectivity of the input and output couplers was chosen

to match the losses from the Brewster-angled windows and thus provide efficient input coupling.

We use liquid-crystal variable retarders and a polarizing beamsplittler to rapidly (50 ms) switch

the direction of propagation through the discharge tube while maintaining the comb-cavity lock.

This allows us to subtract out slowly varying noise due to drifts in camera pixel offsets and also to

improve the rejection of neutral background absorption. The cavity length is actively stabilized to

an integer multiple (25) of the frequency-comb laser cavity length, which ensures that each comb

component is coupled to a cavity mode. The error signal was based on a dither lock (later a PDH

lock) using the spectrally filtered reflection from the cavity. Our feedback loop provides about 20

kHz of bandwidth by using a high-speed, low-range PZT [169] (oscillation frequency around 50

kHz) and a second long-range PZT. We found it critical to feed forward a 10-kHz compensation

voltage onto the lock of the enhancement cavity to compensate for the 10-kHz pickup from the

discharge, an effect seen in other cavity-based velocity modulation experiments [259] as well. By

using a non-polarizing beam splitter to combine the reflection from the two cavity directions and

making sure that the combined reflections are well overlapped, we were able to switch directions

without losing lock and without changing the locked spectrum.

About 150 cm−1 of spectrum spread over 1500 channels is recoded simultaneously. For each

measurement, we average and subtract images for each direction of propagation and also record

the power per comb tooth by applying a calibrated amplitude modulation to the laser. In order
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Figure 3.6: Setup for comb-vms. We use a Ti:sapphire comb with a repetition rate of 3 GHz,
which is transferred via fiber to the optical cavity. The comb is coupled into one direction of a ring
bowtie cavity, which contains an ac-discharge cell with Brewster-angled end windows. The cavity
finesse is about 100 and the length is matched to be an integer multiple (25) of the comb cavity.
We use liquid crystal variable retarders and a polarizing beamsplitter to alternate the direction of
propagation through the cavity. The ac-discharge is driven at 10 kHz with about 500 mA. We flow
helium gas through the tube at a pressure of about 3 Torr. HfF+ ions are created by heating about
0.5 g of HfF4 powder to 550 ◦C inside the discharge tube. The cavity transmitted light, which
contains the modulated absorption signal, is analyzed using a two-dimensional imaging system and
a lock-in camera. A cw Ti:sapphire laser is used to stabilize the comb and serves as a frequency
reference in the spectra. A fiber-coupled grating spectrometer is used to monitor the discharge
fluorescence.
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to fully sample the spectrum, we interleave 30 measurements with the cw laser stepped over 3

GHz. This results in a spectrum that covers 150 cm−1 sampled every 100 MHz with an absolute

frequency accuracy of 30 MHz (set by a rubidium atomic transition referenced wavemeter). When

the wavemeter was not calibrated for a particular measurement, we estimate the uncertainty to

be 100 MHz. For strong bands with fully resolved isotope structure, absolute accuracy of the

determination of the band origin is limited predominantly not by statistical errors but by the

absolute knowledge of the cw Ti:sapphire laser frequency we use as a reference. For our purposes

we were satisfied with the 30-100 MHz (0.001 - 0.003 cm−1) absolute accuracy of the wavemeter.

This could be readily improved if needed [239]. For analysis purposes we then interpolate the

spectrum onto a fixed 0.001 cm−1 grid. This allows us to easily average or combine a collection of

different scans.

3.4.3 System performance

To track down possible sources of noise, we monitored the intensity noise on a single pixel and

across the camera – i.e., by subtracting the first frame from all other frames – as a function of time.

One major source of noise was drifting baseline offsets caused by discharge noise coupling to either

the laser lock or the cavity. This results in frequency noise, which is converted into amplitude noise

at the discharge frequency. The offsets were reduced with a feed-forward by adding a phase-shifted

and amplitude-controlled signal from the discharge drive to the cavity lock. Etalon fringes were

also a significant source of noise. In particular, we found that one polarizing beam-splitter created

fringes and, most significantly, the fiber to the imaging system caused high-contrast etalon fringes

until it was replaced with a polarization-maintaining, angle-cleaved fiber. Other sources of laser

frequency noise can result in amplitude noise due to FM-to-AM noise conversion by the cavity if the

noise bandwidth is high enough to contribute noise at 10 kHz. Several such sources were discovered:

in particular, air currents and water flow. Air currents in the comb pump laser beam path can

cause significant frequency noise on the comb light. We removed these by carefully enclosing the

entire beam path and sealing any small gaps in the enclosure. In addition, we found several issues
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related to the cooling water for the comb. The first was vibrations caused by the chiller that were

transmitted along the cooling lines. This was improved by including a short section of soft rubber

(Tygon) tubing in the cooling lines, which acts as a vibration damper. In addition, turbulent flow

presumably near the crystal caused laser frequency noise. We reduced this noise by including a

large water reservoir between the chiller and laser to filter pressure fluctuations and by reducing

the cooling water flow.

In addition to technical noise, we also care about the readout noise of the camera and the

total efficiency of the system. First, we can calibrate the camera to obtain a relationship between

counts and intensity by measuring the light from a modulated LED, which is assumed to be shot-

noise limited. By comparing the noise as a function of the average number of counts on a pixel, we

can determine readout noise as well as the relationship between the number of photons and counts.

This calibration gives around 3300 photons/count. When converting to power, it is necessary to

include the fact that the in-phase or quadrature signal only comes from half of the integration time

and the fact that the first two demodulation cycles (periods) are used for a pixel offset subtraction

scheme so the number of cycles of data is reduced by two. The readout noise is about 1 count per

cycle (or about 0.15 counts in 50 cycles, which is a more typical operating condition) or equivalently

about 15 fW. While the camera noise on a single pixel averages down as expected as a function

of time, we found that variations across the camera do not average down at all. We attribute

this variation to small pixel-to-pixel offsets, which are removed by subtracting images for the two

directions.

For all of the data shown here, we measured the following efficiencies: 30% fiber coupling to

cavity, 70% from the fiber output to the cavity, 15% transmitted through cavity, 35% coupling to

imaging system, 15% through imaging system, 60% in one VIPA FSR, and ∼30% camera efficiency.

This gives an expected power per comb mode of about 20 nW. The fiber coupling efficiencies and

cavity transmission (limited by cavity losses) have been improved since. Some of the losses in the

imaging system efficiency are due to VIPA coupling efficiency as well as grating losses. We found

that the camera efficiency was very dependent on the incident angle due to an angular dependence
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of the micro-lens array on the camera; however, we were still never able to increase the efficiency

beyond 30%.

Without the discharge running, we measured a fractional technical noise floor of about 1×10−5

at 1 s for a single direction. Rapidly taking the difference between two directions reduced this to

around 3 × 10−6. The noise was increased with the discharge running to about 2 × 10−4 for one

direction. The combination of switching directions, intensity normalization, and rolling median

subtraction (subtracting from every point in the spectrum the median of the surrounding 20 points)

reduced the noise to 1× 10−5 at 1 s. The noise averages down as the square-root of time for up to

100 s before significant deviations are observed.

Recording one full spectrum, consisting of 30 interleaved measurements, takes about 30 min-

utes and results in a single-pass fractional absorption sensitivity of 3×10−7. Since one scan contains

45000 channels, this equates to a sensitivity of 4× 10−8 Hz−1/2 per spectral element), which is the

sensitivity that a single-frequency laser system would need, in addition to being able to scan 150

cm−1 continuously, to match the performance of the comb-vms system. We recorded spectra over a

total of spectral bandwidth of 1000 cm−1 with both the oven on and off to check for contamination.

3.4.4 Single-frequency vms

In addition, we also scanned some bands using single-frequency velocity-modulation spec-

troscopy as sketched in Figure 3.7. For these measurements we removed the enhancement cavity

and counter-propogated beams from the cw Ti:sapphire laser through the discharge tube. We then

subtract these two beams using an auto-balancing photodetector, which is discussed in Section

3.3.2. Due to noise from the discharge, we reached a sensitivity of about 5 × 10−8 Hz−1/2 with 1

mW on the detector; this noise seemed to be related to optical pickup from the discharge emission,

which was reduced using irises, and to non-common-mode amplitude noise from acoustical pickup.

In particular, we found that we could minimize the acoustical pickup on the cavity mirrors by tun-

ing the discharge frequency slightly to avoid resonances. The use of more rigid mirror mounts also

decreased the noise. In order to find bands without scanning the full spectral range, we scanned
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several small 1-cm−1 sections spaced by 10 cm−1and then move to a new region if no lines were ob-

served. Using this technique we were able to find 15 more bands ranging from 9950 to 14600 cm−1.

We can continuously scan about 0.5 cm−1 in 4 minutes, which is at least 30 times slower than the

comb-vms system.

3.4.4.1 Coherent Subtraction

We have also investigated a novel technique for differential detection that relies on coherent

interference between the two counter-propogating laser beams instead of subtraction of photocur-

rents as discussed previously. This is accomplished by coherently splitting and recombining the

two beams using one non-polarizing beamsplitter to form a Sagnac-type interferometer containing

the discharge cell and cavity if desired (blue inset to Figure 3.8). The signal is then detected

at the destructive interference, or “dark port”, of the interferometer. In the regime where laser

intensity noise dominates, the signal-to-noise using coherent subtraction increases as the splitting

ratio approaches 50:50 between the two beams until detector readout noise or shot noise dominates.

Physically, the fractional signal is increasing while the fractional noise level remains constant and dc

power are both decreasing. We have tested coherent subtraction versus a single direction of propa-

gation using a photodiode and single-channel lock-in detector with our cw laser and demonstrate a

factor of 10 gain in the signal to noise (blue data in Figure 3.8). We expect an improvement in the

S/N of about T 2−R2

R2+T 2−2RT
, where T and R are the transmission and reflection of the beamsplitter

(assuming no losses). Thus, we would expect roughly a factor of 25 improvement with the 52/48

beamsplitter that was used. The lower than expected enhancement could come from losses in the

PBS or alignment differences. We tried to implement a tunable cancellation ratio between the two

directions using with Faraday rotator to provide a small polarization rotation, but beam distortion

made this challenging.

Coherent subtraction, unlike subtraction of photocurrents, is sensitive to phase as well as

amplitude of the light field; thus, the resulting lineshape is dependent on both absorption (approx-

imately first-derivative shaped) and dispersion (approximately second-derivative) and can vary if
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Figure 3.7: Setup for cw-vms. We use a cw Ti:sapphire laser that is tunable from about 9500 -
14800 cm−1 (1050 - 675 nm). After fiber coupling between tables, the laser is split with a 50/50 non-
polarizing beamsplitter. Each beam goes through an additional 50/50 non-polarizing beamsplitter
(to separate the return light) and is then sent in opposite directions through the discharge cell. Half
of the returning light in each direction is reflected by the beamsplitters and is differenced using an
auto-balancing photodetector [219]. This difference signal is then sent to lock-in detectors to record
signal in-phase and 90◦ out-of-phase with the HfF+ absorption. We placed irises in the beam paths
to reduce the amount of discharge fluorescence observed on the auto-balanced detector; this helped
both to reduce noise and primarily to reduce baseline drifts in the spectra.
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there are differential phase shifts between the two directions. We performed a simple simulation,

shown as dashed lines in Fig. 3.8, that reproduces the lineshape modification. These simulations

were done by applying a cosine modulation in time to the center frequency for both the absorp-

tion (assumed Gaussian lineshape) and dispersion terms (obtained via Kramers-Kronig) and then

selecting the appropriate frequency term from the Fourier cosine transformation. The electric field

for the two directions (denoted cw and ccw) is given by:

Ecw(t) = T exp
[
−α(χicw(t) + iχrcw(t))

]
exp(iπ) exp(iφ)

Eccw(t) = T exp
[
−α(χiccw(t) + iχrccw(t))

]
,

(3.14)

where α is the absorption coefficient and χi(t) and χr(t) are the imaginary (Gaussian) and real parts

of the polarizability. The time dependance is given by a modulation of the center frequency of the

Gaussian absorption lineshape at the discharge modulation frequency, ωmod. The modulation is out-

of-phase for the two directions. We then write the detector signal as I(t) = |Ecw(t) +Eccw(t)|2 and

extract the lock-in signal by S =
∫
I(t) cos (ωmodt)dt. Repeating this at a variety of simulated laser

frequencies generates the lineshape. The amplitude and linewidth of the single-direction simulation

was scaled to the measured value and these values were used for the coherent-subtraction simulation.

The constant phase offset (most likely due to the beamsplitter) added to the coherent subtraction

simulation was chosen to fit the measured lineshape (about π/20 radians). In addition to the phase

sensitivity, which could be useful for some applications, coherent subtraction has several other

advantages. First, the dark port can be used to reduce the optical power seen by the detector thus

avoiding saturation while still maintaining a shot-noise limited signal-to-noise ratio. Second, the

subtraction is performed prior to the detector and is wavelength independent. This means that

coherent subtraction can be used with comb-vms or other dispersive detection systems for increased

signal-to-noise. We did not implement coherent subtraction with the comb-vms system here because

we were close to camera-noise limited, thus the gains would not have been very significant. It was

also not used for the cw scans because the lineshape would change slightly day-to-day, possibly due

to alignment variations.
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Figure 3.8: Comparison of coherent subtraction and single-direction measurements. The signal
to noise for coherent subtraction (using a 52/48 beam splitter) surpasses that of single-direction
measurements by a factor of 10 when the noise is primarily technical light intensity noise. Both
measurements of a single N+

2 line were made with the cw laser. The dashed lines are a calculation
of the lineshape (see text). The modification in the lineshape for the coherent subtraction is due to
a stray differential phase shift of approximately π/20 between the two counter-propagating beams,
which results in a sensitivity to both absorption and dispersion.
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3.4.5 Extensions of comb-vms

Frequency comb modulation spectroscopy can be applied to both ionic and neutral molecules

by either demodulating at the discharge modulation frequency (ion velocity modulation) or at

twice the discharge modulation frequency (neutral-molecule production yield modulation). This

technique could also be readily extended to the detection of radicals by concentration modulation

[6]. Some ions can also be produced directly in a supersonic-expansion discharge source [260], and

can also be detected with concentration modulation. It might also be possible to modulate the

discharge direction and perform velocity modulation in the expansion. A high-sensitivity ion-beam

VMS system has recently been developed [252], which enables mass-selective spectroscopy of ions

with high precision due to kinematic narrowing in the fast ion beam. Such a system should work

with any ion production method. In addition to studying the spectra of stable ions, gas-phase

ion reactions can be studied using a selected-ion flow tube [235]. Combing comb-vms with these

techniques would enable broad bandwidth, high-resolution studies of cold ions and radicals.

For many applications, comb-vms will need to work in a variety of spectral regions. Comb

sources also enable efficient non-linear optical generation, which allows for spectral broadening and

access to spectral regions ranging from the UV to the mid-IR, as discussed in Chapter 2. Currently,

the lock-in camera is only available with Si detectors and thus only works in the visible to near-IR

out to 1 µm. It might be possible to use similar technology with other detector materials, such as

InGaAs, but this would require significant development work. Some alternatives do exist however.

One option is to use only one axis of the camera for spectral information and then use a rotating

mirror to provide time information on the second axis of the camera, as was done for comb cavity-

ringdown spectroscopy [188] (see Figure 3.1(b)). If timed correctly, every pixel could then record

one-quarter of a cycle of the demodulation frequency, which would then be similar to the lock-in

detection method. Alternatively, cameras with integration times of under 20 µs are available even

in the mid-IR. In this case, the camera could be triggered to only record for one-quarter of a cycle.

This would then be repeated for each quarter-cycle, again providing similar information to the
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lock-in system. However, both of these techniques will reduce the amount of on-camera averaging

and will also require more time for the same amount of data. Another option for the mid-IR

is to up-convert the cavity-transmitted light to the near-IR using sum-frequency generation. An

upconversion-based VIPA spectrometer for the mid-IR has been demonstrated using a cw Nd:YAG

laser [261], but the power was very low. Instead of a dispersive spectrometer, it should be possible

to perform comb-vms with FTS. Lock-in detection has been demonstrated with a scanning FTS to

enable NICE-OFCS [180], so this should also work with VMS.



Chapter 4

Applications of DFCS

In this chapter, we discuss several implementations of direct frequency comb spectroscopy

that highlight new capabilities and explore new spectral regions. First, we look at the applica-

tion of CE-DFCS to the detection of trace contaminants in arsine gas [53], which is used in the

manufacture of many semiconductor devices. This experiment demonstrated for the first time

direct frequency comb spectroscopy in a region accessed by supercontinuum generation – in this

case, 1.75-1.95 µm (5710-5130 cm−1). This spectral region is mostly unexplored via laser-based

spectroscopy owing to the lack of widely tunable lasers operating here. In fact, DFB diode lasers

have only recently become available in this spectral region [262], but still with limited tuning range.

Two possible broadly tunable sources are optical parametric oscillators [263] or difference frequency

generation [264]; however, these cw systems must be carefully scanned to cover the full spectral re-

gion. Our CE-DFCS approach provides high sensitivities across more than 2000 detection channels

distributed over a broad, simultaneous bandwidth in a robust and compact system. Furthermore,

this experiment also demonstrated CE-DFCS for the first time with focus on an industrial applica-

tion (i.e., trace detection in a strongly absorbing process gas), where the bandwidth is critical for

distinguishing impurity signals from background absorption, along with high resolution for making

unambiguous identifications.

In the second section, we present our first implementation of direct frequency comb spec-

troscopy in the mid-infrared [46] using the OPO comb (Section 2.4) and Fourier-transform spec-

trometer (Section 3.3.2). As discussed in Chapter 1, the mid-infrared is an important spectral
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region because of the strong fundamental vibrational bands, which provide both increased sensi-

tivity and access to more molecules than in the near-infrared. This first demonstration achieved

part-per-billion detection limits in 30 seconds of integration time for several important molecules

for breath analysis and atmospheric chemistry – including methane, ethane, isoprene, and nitrous

oxide – across the 2.8-4.8 µm spectral region. We also show how DFCS enables precise concen-

tration measurements even in gas mixtures that exhibit continuous absorption bands and how it

allows detection of molecules at levels below the noise floor via simultaneous analysis of multiple

spectral features. In addition, the use of a multipass cell – despite the reduced sensitivity – provides

access to the full spectral range covered by the source and demonstrates a general system capable

of working from the visible to mid-infrared beyond 10 µm. The source and detection system also

provided the basis for later applications of mid-infrared CE-DFCS [55, 56].

Finally, we discuss some future prospects of comb spectroscopy and illustrate where the

broad bandwidth, high resolution, and high sensitivity of comb spectroscopy could provide an

advantage in certain applications. Specifically, we look at continued industrial applications of trace

gas detection, prospects for breath analysis, and both laboratory and field applications to the study

of atmospheric chemistry.

4.1 Trace detection in Arsine

Arsine (AsH3) and phosphine (PH3) are important process gases used in the production of

III-V semiconductors via metal organic chemical vapor deposition (MOCVD) [265, 266, 267, 268].

These compounds are used in devices ranging from high-brightness light emitting diodes and high

power laser diodes to solar cells. Trace levels of contaminants present in the process gases can

result in unintentional doping and lattice defects. The inclusion of these dopants gives rise to

additional energy levels in the bandgap of the host semiconductor, leading to undesired changes of

its electrical and optical properties. In particular, oxygen incorporation in III-V semiconductors

has been shown to form a deep recombination level, resulting in a decrease of photoluminescence

efficiency and carrier lifetimes as well as reduced device reliability. A primary source of oxygen
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impurities is the presence of traces of water vapor in the precursor gases, which has been shown to

negatively impact the semiconductor at the level of 10-100 parts per billion (ppb) [268]. Because of

its ubiquity and low vapor pressure, water is extremely difficult for the manufacturer to completely

remove. Furthermore, water impurities can be introduced from contamination in the transfer lines

at the point of use; therefore, on-line monitoring of water concentrations during semiconductor

growth is desirable. In addition to water vapor, many other impurities including carbon dioxide,

hydrocarbons (methane and ethane), hydrogen sulfide, silane and germane must be controlled in

the process gas [266].

Current systems, employing different techniques, capable of detecting water at the sub-100-

ppb level all have significant drawbacks [266]. For example, Fourier transform infrared (FTIR)

spectrometers require long acquisition times owing to the low spectral brightness of their thermal

light source. In addition, the required sensitivity can only be achieved by using a highly optimized

research system with a long pathlength gas cell, a high sensitivity detector, and an ultrahigh

purity nitrogen purge system. Another potential technique is negative ion-atmospheric pressure

ionization mass spectrometry (APIMS) [269], but these expensive systems are large and complex,

not suitable for on-line monitoring and are mainly limited to inert background gases. Current

research has focused on laser-based spectroscopy systems such as tunable diode laser spectroscopy

(TDLAS) or cavity ring-down spectroscopy (CRDS) [265, 267, 270], which provide highly sensitive

measurements with rapid acquisition times; however, these systems typically target one or two

absorption lines of the desired impurity species. Thus, multiple contaminants cannot be easily

identified and quantified, while unexpected impurities can significantly degrade the reliability of

the measurement. In a recent study [268], it was necessary to use gas chromatography with mass

spectrometry, atomic emission spectroscopy, and pulsed discharge ionization detection in addition to

CRDS, to check for all of the critical impurities in arsine. Many of these impurities could potentially

be detected with one system using CE-DFCS. Previous cw-CRDS experiments measuring water in

phosphine at 940 nm [270] and 1400 nm [267] were limited by competing background gas absorption

and by the line strength of the water transition. The 1.75-1.95 µm (5710-5130 cm−1) region contains
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bands of several important impurities, including a water band at 1.85 µm (5400 cm−1) that is

stronger than the 1400 nm band by a factor of 2-3, and should be a somewhat transparent region of

the arsine absorption spectrum [48]. Therefore, it is a compelling range to explore with CE-DFCS.

4.1.1 Experimental Setup

A sketch of the experimental system is shown in Figure 4.1. We used a home-built mode-

locked Erbium-doped fiber ring laser [207] that provides 130 mW average power at a repetition

rate of approximately 250 MHz. The laser output was then amplified with a single mode Er:fiber

amplifier to produce 81-fs pulses with 400 mW average power. These parameters are readily

achievable with commercially available fiber lasers as well. After the amplifier and polarization

control optics, all of the light was coupled into 10 cm of standard single mode fiber spliced to

a 6 cm long piece of highly nonlinear silica fiber (OFS Specialty Photonics) to provide spectral

broadening. The spectrum (covering 1.2-2.1 µm or 8300-4700 cm−1) from this fiber is shown

in Figure 4.1(b) and Figure 2.4 as optimized for generation of a frequency comb near 1.85 µm;

however, it is easy to change the spectrum by varying the laser polarization and input pulse chirp.

The average power after a 40-nm bandwidth filter centered at 1.86 µm was 17 mW. Because the

laser and nonlinear spectrum generation were both fiber-based, this entire system was compact and

robust – requiring almost no adjustment from day to day. We initially tried Raman shifting fiber

to obtain more power, but the coherence of the shifted light was degraded as discussed in Section

2.3.

The optical resonator used for enhancing the absorption detection was a linear Fabry-Perot

cavity with one 2-m radius concave mirror and one flat mirror and a peak finesse of 30,000 (mirror

reflectivity ∼0.9999). In order to obtain accurate absorption values, we characterized the mir-

ror reflectivity via wavelength resolved ringdown measurements, see Figure 4.1(c). For this we

recorded ringdown traces of an empty (under vacuum) cavity in 10 nm wavelength increments

using a monochromator and a fast extended-InGaAs photodiode. Several measurements for each

wavelength were averaged, and the resulting data were fit with an 8th-order polynomial.
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The mirrors were first aligned in mirror mounts and then attached to a stainless-steel gas cell

using Torr seal, after which the mounts were removed. Prior to the final attachment, it is important

to make sure that the input and output laser beam is well centered on the cavity mirrors so that

the finesse is not reduced due to clipping. Because arsine gas is extremely toxic, the mirrors were

surrounded by a sealed end cap. We also use VCR fittings for the gas line connections because

these are more robust than Swagelok. Finally, the entire system was carefully checked for leaks.

The temperature of the stainless-steel gas tube was actively controlled using heater tape and could

be tuned to adjust the cavity length.

The cavity length (∼60 cm) was adjusted so that the free-spectral range was matched to the

comb repetition rate. In addition, the comb f0 was adjusted via the fiber laser pump power to

optimize the transmission of the comb through the enhancement cavity, see Section 3.1. The useful

spectral bandwidth of the cavity was about 200 nm (600 cm−1); however, owing to the varying

free-spectral range frequency due to cavity dispersion, it is not possible to simultaneously match all

comb modes and cavity modes over this bandwidth. To overcome this limitation and to synchronize

the cavity and comb during measurements, we use the swept-coupling scheme (Section 3.1.2). In

this case, the comb modes were dithered (by changing the laser cavity length and therefore the

repetition rate) using a triangle waveform with an amplitude of 150 kHz at a frequency of 7.5 kHz

around the cavity modes, and slow feedback to the enhancement cavity length (via a piezo) was used

to keep the time gap between the successive transmission peaks constant. Since our integration time

per individual record was around 150 ms, we integrated over multiple dither cycles. This dither

process effectively allowed us to couple the comb to the cavity over the full spectral bandwidth of

the mirrors.

The sample gases flowed through the optical buildup cavity for detection. To measure and

quantify impurities in arsine, our gas handling system was designed to add trace contaminants to

arsine at well-controlled mixing ratios. For this purpose we obtained a calibrated mixture of 10

parts per million (ppm) each of CO2, CH4, and H2S in a nitrogen gas cylinder. In addition, we

added small amounts of water vapor via a diffusion vial (Valco Instruments). Flow controllers were
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used to control the relative arsine and impurity gas flow as well as to control the amount of flow

across the water diffusion vial. Typically, the total pressure in the sample cell was ∼200 torr and

was controlled by a back-pressure controller just after the cell. The gas system was designed to

be very flexible for this experiment and to maintain a high degree of safety due to the toxicity of

arsine gas (e.g., the pumps and arsine cylinder were located in different rooms); however, it was

not optimized for switching speed due to the small diameter of the installed tubing.

The light transmitted from the cavity was analyzed with a VIPA spectrometer (Section 3.3.1).

This spectrometer system provides high resolution (900 MHz or 0.031 cm−1) in one dimension, while

maintaining broad bandwidth (∼20 nm or 50 cm−1, limited by the size of the cameras imaging

sensor) in the orthogonal dimension. Light was coupled into the VIPA etalon (51 GHz free spectral

range) with a horizontal, 6-cm focal length cylindrical lens. The etalon was tilted approximately

2◦ from vertical to provide a high dispersion in the vertical direction. A 1200 lines/mm cross-

dispersing grating was used to separate the mode orders in the horizontal direction. Finally, the

light was imaged onto the 320x256-pixel InSb focal plane array camera with a 25-cm focal length

lens, resulting in images as shown in Figure 4.1.

Images were collected alternating between sample and reference gases, which provides a

differential measurement of the change in transmitted power with and without absorber. Typically,

we average 20 images (at ∼150 ms integration time per image) with sample gas; then switched to

reference gas and averaged another 20 images. We found that 20 images was the maximum number

of images between signal and reference before the noise did not continue to average down. This

seemed to be caused by drifting etalon fringes and by small changes in the VIPA fringe positions.

This sequence was then repeated to average down to the desired sensitivity.

Because we are measuring high-purity arsine gas relative to pure N2, there was a significant

index-of-refraction difference between the sample gas and reference gas. We could not fully com-

pensate for this difference by changing the pressure, so frep was adjusted slightly for every switch.

To completely remove gas switching times, we initially tried to use two separate cavities for the

sample and reference; however several technical complications made this challenging to implement.
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In particular, we found that the alignment to the VIPA would always change slightly, which caused

the fringe patterns to move. This could be removed with a single-mode fiber before the spectrome-

ter. In addition, there was a difference between the finesse of the two cavities, as well as a difference

in cavity f0. Finally, any etalon fringes that differ between the two beam paths will lead to residual

fringes in the difference image.

4.1.2 Data Analysis

The two final sets of images, one with sample gas in the cavity and one with nitrogen reference

gas, provided a measurement of ∆I/I0 for each detection channel, i.e., the fractional change in

integrated power due to absorption in the cavity. This quantity is equivalent to measuring the

fractional change in cavity ringdown time (∆τ/τ0) because the integrated intensity of an exponential

decay is proportional to τ and then the ratio removes the proportionality constant.

The quantity ∆τ/τ0 can be expressed as a function of standard absorption-per-centimeter

(α) by using

∆τ/τ0 =
τ(α)− τ0

τ0

τ(α) =
2L

c(1−R2e−2αL)
; τ0 =

2L

c(1−R2)
,

(4.1)

where L is the cavity length (obtained by counting the laser repetition rate, which is matched to

the cavity FSR), and R is the single-mirror reflectivity [19]. This can be solved for α to give

α = − 1

2L
ln

[
1

R2

(
1− 1−R2

1− ∆I
I0

)]
, (4.2)

where ∆I/I0 has been substituted for ∆τ/τ0. This equation was used to evaluate the per-channel

absorption to give the final spectrum.

We process the images using MATLAB in several steps to generate the final spectrum. First,

we use an image flattening algorithm to remove any background between neighboring VIPA fringes

so that the minimum between fringes is zero. This background arises from both camera background

and the VIPA fringes not being infinitely far from each other. After this, we track each fringe and

average over the width of the fringe so that we now have a 2D image that only contains data from
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the fringes (i.e., the vertical axis is position in the fringe and the horizontal axis is fringe number).

We then take the difference between the sample image and reference image and normalize to the

reference image. To account for broad absorption or intensity differences between the images, we

flatten the baseline to remove very low frequency structure. In addition we use a high-pass filter to

remove pixel-to-pixel noise. The result is shown as the absorption image in Figure 4.1(a). Finally,

we identify the region corresponding to 1 FSR on this image and then concatenate each fringe

together to form a 1D spectrum. Sometimes, an additional background was removed from this 1D

spectrum with a low-order polynomial or median subtraction. We checked to make sure that this

processing did not change the intensity of the absorption features.

The wavelength axis was calibrated using known line positions from the HITRAN database

[271]. We found that it was necessary to calibrate the wavelength axis using a quadratic fit to at

least five know lines. This calibration was necessary every time the grating was rotated to look at

a new spectral range or if the different regions of the camera imaged were used. Most likely the

non-linear correction arose from the non-linear dispersion of the VIPA and the use of an inaccurate

value of the VIPA FSR. We made sure to use calibration lines that were present in the data or that

were recorded without changing any part of the optical setup to avoid slight changes in the beam

pointing into the VIPA which would change the calibration.

4.1.3 Results

4.1.3.1 Trace gases in N2

To calibrate our CE-DFCS system, we first recorded the spectrum of the impurity gas cylinder

plus 2.5 ppm H2O in nitrogen (Figure 4.2). The measured absorption spectra are plotted below

the axis as inverted peaks in black. For comparison, known spectral lines from HITRAN [271] (for

CO2, H2O, and CH4) and PNNL [48] (for H2S) are plotted above the axis. This overall spectrum

is a composite of 11 individual spectra, spanning over 700 cm−1 (200 nm) spectral bandwidth with

a step size of 0.014 cm−1. The total acquisition time was approximately 10 hours; however, this
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was severely limited by the switching speed of the gas flow system. By using a gas handling system

designed for rapid gas switching (large tube diameter, short lines, high flow rates, etc.) switching

times could be significantly reduced, resulting in an estimated acquisition time of ∼15 minutes

per individual spectrum (∼2.5 hours for the full bandwidth) to achieve the current sensitivity. In

addition, a carefully designed system using two separate cavities (one for sample gas and one for

reference gas) can reduce common-mode amplitude noise and would require no gas switching, thus

improving sensitivity and further reducing the required acquisition time.

The high resolution of the system can be observed clearly in Figures 4.2(a-c), where three

separate regions of the spectrum are expanded, each with a 30-cm−1 span. Figure 4.2(a) shows a

reference FTIR spectrum (H2S, in purple, from PNNL), reference line positions for CO2 (green,

from HITRAN), and a spectrum with 1.1 GHz (0.035 cm−1) resolution obtained with broadband

CE-DFCS (black line). The current resolution is ideal for the 1-2 GHz wide Doppler and pressure

broadened lines observed here. Since 5-10 comb modes sample each absorption feature, lineshape

distortion is not an issue and single comb mode resolution is not required; however, if desired,

resolutions of below 250 kHz (8 × 10−6 cm−1) are obtainable with modifications to resolve single

comb lines. In addition, Figure 4.2 illustrates that the relative frequency accuracy of the spectrum

is high; we estimate it to be better than 100 MHz (0.0033 cm−1) across the full 700 cm−1 spectral

bandwidth by qualitatively comparing measured line positions with HITRAN. Again, by resolving

individual comb lines, absolute frequencies with sub-kHz accuracies are possible. Indeed, CE-DFCS

can be an effective and accurate tool for future additions and modifications to molecular absorption

databases.

Since we are able to observe many absorption lines for each species, the concentration and

minimum detectable absorption may be determined with a modification of the Hubaux-Vos regres-

sion method [272], which is similar to methods used by the International Union of Pure and Applied

Chemistry [273] and Semiconductor Equipment and Materials International [274], using a single

measured spectrum at a fixed concentration. All of these methods use a calibration curve of mea-

sured absorption versus sample concentration to determine the range of noise at zero concentration.
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Figure 4.2: The spectrum of 10 ppm methane (CH4), 10 ppm carbon dioxide (CO2), 10 ppm
hydrogen sulfide (H2S), and 2.5 ppm water (H2O) in nitrogen gas. Measured absorption peaks
are shown in black below the axis. For comparison, spectral lines for CH4, CO2, and H2O (line
strength divided by 10) available from the HITRAN [271] database as well as H2S lines from the
PNNL [48] database are plotted above the central axis. Expanded spectral windows a, b, and c
illustrate high-resolution absorption spectra of CO2 and H2S, H2O and H2S, and H2O and CH4,
respectively.
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Instead of measuring a single absorption feature as a function of sample concentration, we determine

the measured absorption as a function of predicted absorption for lines with different strengths.

This result allows us to determine both the noise-equivalent absorption and the concentration of

the sample. In other words, one spectrum allows us to collect noise statistics over a wide range of

signal strengths. To do this, we first predict the spectrum by approximating the concentration and

using available HITRAN data with modifications due to pressure broadening, Doppler broadening,

spectrometer resolution, and digital filters. We then plot each observed peak height versus the

predicted height of the corresponding peak, as shown in Figure 4.3(a) for CO2 and Figure 4.3(b)

for H2O (note that saturation was observed at higher absorptions, these points were not included

in the analysis). The slope of a linear fit to this comparison data gives a correction factor from the

approximated concentration to the true concentration and the uncertainty in the slope provides the

uncertainty in the true concentration. In addition, the minimum detectable absorption is given by

the 3σ standard error of the intercept, which specifies the measured absorption value that can be

considered a non-zero true absorption with 99.86% confidence. This is shown graphically in Figure

4.3 by the value of the upper confidence interval when it intersects the y-axis. Since the confidence

intervals shown are for the fit, it is not expected that all data should lie within them; the standard

error of the fit is much smaller than the standard deviation of each data point due to the large

number of points. The error on the intercept is roughly the same as the standard deviation for

each data point.

For CO2 in the nitrogen gas, we measure a concentration of 9.7(2) ppm (3σ uncertainty in

slope of fit), consistent with the factory-specified impurity level in the cylinder at 10 ppm ± 10%.

In addition, we obtain a minimum detectable absorption (3σ) of 4.5 × 10−9 cm−1, corresponding

to 325 ppb minimum detectable concentration by using the line strength of the strongest measured

line. This data was recorded with a total integration time (T) of 180 s (time includes reference and

sample images, but not gas switching times), which gives a 1-Hz minimum detectable absorption

of 4.2× 10−8 cm−1 Hz−1/2. Similarly for H2O, we measure 2.50(12) ppm, with an absorption sen-

sitivity of 5.5× 10−9 cm−1or a minimum detectable concentration of 7 ppb. Since this absorption
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Figure 4.3: Double logarithmic plots of measured peak absorption versus predicted peak absorption
from the HITRAN database for 10 ppm CO2 in N2 (a), 2.5 ppm H2O in N2 (b), and 1 ppm H2O
in arsine (c). Linear fits (dashed) of the data sets were performed up to a measured absorption of
2 × 10−7, where signal saturation becomes noticeable. The corresponding 3σ (99.87%) confidence
intervals (solid lines) are plotted along with the linear fits. Note that these confidence intervals
are for the fits to the entire data. The 3σ error on the intercept gives the minimum detectable
absorption, the slope of the fit gives a correction factor for the concentration, and the error on the
slope gives the uncertainty in the concentration.
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sensitivity is uniform across our measured spectral range, we project a minimum detectable con-

centration of 700 ppb for CH4 and 370 ppb for H2S. We also note the advantage of a dramatically

increased dynamic range (larger than the single concentration data in Figure 4.3) obtained from

simultaneously studying lines with significantly different strengths. Even though strong absorption

peaks (above 2 × 10−7 cm−1) provide signals that are saturated at the measured concentration,

at lower concentrations they will be in a linear regime while the weak lines will be too small to

measure. Additionally, lines that are too weak to measure at the current concentration will be

detectable at higher concentrations. By using the range of water line strengths given in HITRAN

for this wavelength region, we estimate a measurement range for water concentration from 7 ppb

to 100 ppm with this system. The minimum detectable concentrations quoted here are for single

lines, fitting many lines simultaneously would give even lower limits as discussed in Section 4.2.3.

4.1.3.2 Impurities in arsine

After calibrating the system, we filled the high finesse optical cavity with arsine interspersed

with impurities. The same mixture measured in nitrogen was added to a purified arsine gas in a

ratio of 1:8. Figure 4.4 shows the composite spectrum of trace water recorded in the background of

arsine gas at ∼160 torr. Again, measured absorption features are plotted as inverted peaks below

the axis, with available HITRAN spectral lines on water plotted above the axis. It is apparent that

the absorption of arsine continues to increase rapidly towards both ends of the spectral window;

past the plotted range, the arsine absorption begins to decrease at ∼1.94 µm, but even at 1.97

µm it was still too strong to collect reliable spectra of trace species. The density of the arsine

absorption obscured the other impurity lines, making it only possible to observe water in this

experiment. Because of the strongly absorbing background gas, it is clearly a major advantage

to have a spectroscopy system based on CE-DFCS providing broad bandwidth and high spectral

resolution. Such a system allows us to easily identify and quantify water lines that are isolated

from arsine absorption features, as seen by the two zoomed-in bottom panels of Figure 4.4. From

this data (see Figure 4.3(c)) we determine a water concentration of 1.27(8) ppm and an absorption
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sensitivity of 2.4× 10−8 cm−1 with an integration time of 600 s, which corresponds to a minimum

detectable concentration for water in arsine of 31 ppb. Arsine is known to have a weak band

centered at 5150 cm−1, which is probably causing the absorption on the red side of the spectrum.

This first demonstration of CE-DFCS for impurity monitoring of industrial process gases has

shown an absorption detection sensitivity (3σ) of 3.9×10−7 cm−1 Hz−1/2 for water in arsine around

1.85 µm (5400 cm−1). The 200 nm bandwidth of our system also allowed us to look at absorption

regions of other impurities (CH4, CO2, and H2S), which were obscured by densely spaced arsine

absorption lines. Furthermore, there is significant room for improvement, which would open open

the door for continued industrial applications, as discussed in 4.3. One direction for improvement

could be by extending the spectral coverage to the mid-infrared, which we cover next.

4.2 Mid-infrared comb spectroscopy

In this section we discuss our initial demonstrations of frequency-comb FTS based on a high

power OPO that operates in the important mid-infrared window from 2100 cm−1 to 3700 cm−1.

Our system is capable of achieving part-per-billion (ppb)-level sensitivity with an integration time

of 30 s or less for a variety of important molecules, such as the greenhouse gases methane, carbon

dioxide, and nitrous oxide [275, 276, 277], as well as isoprene and formaldehyde, which are impor-

tant contributors to pollution [278, 279]. Furthermore, we demonstrate detection of ethane and

methanol, which are subjects of interest in human breath analysis [280, 281, 282]. These molecules

represent just a small set of trace gasses within the detection range of this new system.

The OPO comb source was discussed in detail in Section 2.4. Idler light from the OPO is

coupled into a Herriott multi-pass cell (New Focus 5611) with 0.3 l volume and a total path length

of 36.4 m (182 passes), which contains the sample or reference gas. The spatial coherence of the

laser source makes the coupling simple and efficient. The multi-pass cell provides a modest path-

length enhancement and works over a very broad spectral bandwidth; for higher sensitivity, an

enhancement cavity could be used instead, as demonstrated in [55]. We record the spectrum after

the multi-pass cell with the scanning Fourier-transform interferometer discussed in Section 3.3.2. To
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Figure 4.4: Trace water in arsine. The measured spectrum of 1.27 ppm of water vapor in arsine
gas is plotted in black below the axis and the HITRAN reference lines for water are shown in blue
above the axis. The arsine absorption continues to increase both above 5650 cm−1 and below 5350
cm−1, precluding any additional measurements. The two insets show easily resolvable water lines
even in a background absorbing gas.
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minimize drifts of the spectrum during the measurement, the OPO comb is phase-stabilized to the

pump laser, whose repetition rate is locked to a microwave reference for long-term stability. Using

a phase-locked OPO comb also ensures low intensity noise compared to non-comb supercontinuum

sources.

To extract the absorption spectrum, we measure first the laser spectrum through the sample

gas Is(ν), then purge the cell, fill it back to the original pressure with N2, and measure the reference

spectrum I0(ν). The spectral absorbance α(ν) is then determined via α(ν) = − ln[Is(ν)/I0(ν)]
L , where

L is the optical path length inside the multi-pass cell. The gas concentrations are extracted from

the data via a numerical fit of a model spectrum calculated with spectral data (line positions,

line strengths, pressure broadening and shift coefficients) from HITRAN [271] or reference spectra

from the PNNL NWIR database [48] (when HITRAN data was not available) based on a modified

Marquardt algorithm [283]. The parameters for the fitted Voigt profile are a concentration value for

each sample species, a polynomial baseline, and a frequency correction (to account for misalignment

of the beams inside the interferometer, typically on the order of 10−3 cm−1). The uncertainty value

for the concentration is extracted from the covariance matrix.

4.2.1 Measurement of individual molecular species

To demonstrate the versatility and wide spectral coverage of our spectrometer we recorded

spectra of a variety of molecular species (each diluted in pure N2) in different spectral regions

spanning from 2170 cm−1 to 3520 cm−1. Figure 4.5 shows measured spectra (black) of nitrous

oxide (9.0 ppm in Figure 4.5(a) and 142 ppm in Figure 4.5(f)), 58 ppm formaldehyde (Figure

4.5(b)), 11 ppm ethane (Figure 4.5(c)), 10 ppm methane (Figure 4.5(d)), and 16 ppm isoprene

(Figure 4.5(e)). With the exception of the high-resolution spectrum in Figure 4.5(d), all of these

spectra were recorded with integration times of 30 s or less. Each plot also shows the fitted

spectrum using data from HITRAN or PNNL, as indicated in each graph (plotted in purple and

negative for clarity). These measurements show the instruments ability to rapidly cover a wide

spectral region with high resolution and extract concentrations regardless of the structure of the
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absorption spectrum. For example, isoprene exhibits a continuous absorption band, which makes

quantitative measurements susceptible to errors from baseline drifts. Being able to determine

the concentration of such a sample is extremely valuable since molecules with continuous bands

(e.g., isoprene, methanol, ethanol, acetone, etc.) are highly important for many applications. In

additional, removing broad background due to scattering is important for measurements in the

atmosphere.

4.2.2 Instrument performance limits

We have made systematic characterizations of the limits of our system in terms of resolution,

measurement accuracy, absorption sensitivity, and concentration detection limit. From measure-

ments of the noise floor we obtain an absorption sensitivity of 3.8× 10−8 cm−1 Hz−1/2 per spectral

element. At a center frequency of 3000 cm−1, we detect ∼45,000 simultaneous channels at maxi-

mum resolution. Using the line strength of the molecular transitions as well as the sensitivity and

bandwidth of our instrument, we determine the noise equivalent concentration (NEC) at typical

measurement settings of 0.014 cm−1 unapodized resolution, 600 Torr of N2 background pressure,

and 30 s total integration time (5 averaged scans for reference and sample). The NEC for a small

collection of different molecular species within our spectral range is summarized in Table 4.1 (col-

umn 3), which shows that ppb-level detection limits are obtained for most molecules in only 30 s.

We further confirmed that the noise averages down for at least 6 min, which reduces the NEC by

√
12.

To test the repeatability of our instrument, we take ten independent measurements of a

methane mixture certified as 10 ppm (± 5%) in N2 at a pressure of 600 Torr, 0.014 cm−1 resolution,

and 30 s integration time and extract the concentration of each dataset from a numerical fit of a

HITRAN reference spectrum. We determine the average CH4 concentration to 10.107(19) ppm,

which is in agreement with the specified concentration of the gas mixture and demonstrates that

the precision of the entire system (optical and gas handling) is better than 0.2%.
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Figure 4.5: Collection of absorption spectra throughout the operating range of our mid-IR frequency
comb Fourier transform spectrometer (black) and comparison to HITRAN or PNNL-based fits
(purple, plotted negative for clarity). The trace concentration, nitrogen pressure, and spectral
resolution are designated in the panels; (a) ν3 band of nitrous oxide (N2O) at a concentration of
9 ppm, a pressure of 100 Torr N2, and a resolution of 0.014 cm−1; (b) formaldehyde (H2CO), 58
ppm, 600 Torr, 0.014 cm−1; (c) ethane (C2H6), 11 ppm, 600 Torr, 0.096 cm−1; (d) methane (CH4),
10 ppm, 100 Torr, 0.0056 cm−1; (e) isoprene (C5H8), 16 ppm, 600 Torr, 0.058 cm−1; (f) 2ν2+ν3

and ν1+ν3 band of N2O, 142 ppm, 600 Torr, 0.026 cm−1. All spectra are obtained with a single
wavelength setting of the OPO except (a), which is a combination of two measurements at different
central wavelengths.
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Table 4.1: Detection limits for a collection of important molecules within
the spectral range of our mid-IR FC-FTS. The third column shows the
noise equivalent concentration (NEC) results, which are based on the mea-
sured absorption sensitivity of 3.8 × 10−8 cm−1 Hz−1/2 per spectral ele-
ment under typical experimental conditions of 600 Torr N2 pressure, 0.014
cm−1 unapodized spectral resolution, and 30 s of total integration time (5
averages). The fourth column shows the theoretically estimated multi-line
detection limits using the same noise and resolution conditions as those
for column three. The fifth column displays the experimentally obtained
concentration detection limits from the multi-line fits to measured spec-
tra. The disagreement between the theoretical and experimental values is
due to the fact that some spectra were not measured at the best possible
noise performance of the system. Note that significantly lower detection
limits are achievable with longer integration times (tested to at least 6
min).

Theor. multi-line Expt. multi-line

Molecule Band Center NEC detection limit detection limit

(cm−1) (ppb) (ppb) (ppb)

CH4 3020 22 2.0 5

C2H6 2990 23 1.8 18

C5H8 3000 370 4.3 7

H2CO 2780 54 2.3 40

CH3OH 2950 350 3.6 40

N2O 2220 8 0.5 5

CO2 2350 2.2 0.2 0.5
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4.2.3 Multi-line fitting advantage

An important and already recognized advantage of broadband spectroscopy is that the ability

of detecting multiple absorption peaks over a wide region allows one to achieve a lower detectable

concentration than with single-peak measurements [284, 285, 286]. In general, the multi-line ad-

vantage scales with the integrated area under the absorption curve. To understand this, we derive

an equation that allows the estimation of the concentration detection limit obtained with multi-

line analysis via the known structure of a molecules absorption spectrum. We assume that α(ν)

is the absorption spectrum measured at k discrete frequencies νi with a standard deviation σα,

which is uniform over the spectrum. The model spectrum αM (ν) is calculated for a given sample

concentration C at the experimental pressure and temperature. For simplicity we assume that

there is no baseline in our spectrum and that the model spectrum has exactly the same frequency

axis as the measured spectrum. We would like to find the parameter N (which will be used to

estimate the concentration), for which differences between measured and model spectra multiplied

by this parameter will be minimized. To do this, we fit the value of parameter N using a linear

least-squares method to minimize the function

F (N) =
k∑
i=1

[α(νi)−NαM (νi)]
2 (4.3)

so

dF

dN
=

k∑
i=1

2[α(νi)−NαM (νi)][−αM (νi)] = 0. (4.4)

Solving this equation gives

N =

∑k
i=1 α(νi)αM (νi)∑k

i=1 α
2
M (νi)

. (4.5)

Neglecting error in the model spectra, we can write

σ2
N =

k∑
i=1

[
∂N

∂α(νi)

]2

σ2
α =

k∑
i=1

[
αM (νi)∑k
i=1 α

2
M (νi)

]
σ2
α =

σ2
α∑k

i=1 α
2
M (νi)

. (4.6)

This shows that the multi-line analysis improvement of the detection limit depends on the shape

of the spectrum and scales with its integrated absorption.
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This finding becomes apparent when comparing spectra of methane (Figure 4.5(d)) and

isoprene (Figure 4.5(e)), which exhibit clearly different structure. The numbers from Table 4.1

show that the multi-line analysis improves the detection limit by factors of 11 for CH4 and 93 for

C5H8 owing to the much larger integrated area of the continuous isoprene absorption spectrum. To

confirm this finding, we take the uncertainty of the fitted concentrations of the ten measurements

of CH4, which are extracted by utilizing the entire recorded spectrum, and compare it against the

uncertainty when using only one of the strong peaks of the P-branch. The single-peak fits give an

uncertainty of 20-30 ppb, which is consistent with the NEC. In contrast, the multi-line fit yields

an uncertainty of only 7 ppb, which is significantly lower than the NEC and confirms that analysis

of the entire absorption spectrum can indeed decrease the detection threshold below the classical

limit given by the single-line S/N ratio. The detection limits obtained from the multi-line fitting

procedure for other measured molecules are summarized in the fifth column of Table 4.1. The fourth

column in Table 4.1 shows the theoretical estimates for detection limits under the same conditions

of noise and resolution used for the third column. The scaling of the detection limit indicated

by the theory corresponds well with the experimental numbers: for example, the improvement in

detection limit for C5H8 is 12 times as high as the one for CH4 due to the much larger integrated

absorption of the continuous spectrum of isoprene. The experimental results shown in the fifth

column of the table differ from the theoretical estimates due to the fact that most spectra were not

recorded during the best possible noise performance of the system, which depended on day-to-day

alignment and was probably limited by etalons or laser noise.

4.2.4 Determination of absolute concentrations of a gas mixture

Most real-world samples measured for atmospheric science, breath analysis, or trace gas mon-

itoring contain more than one species in a particular spectral window. The overlapping absorption

features of different molecules make their unambiguous detection nearly impossible if sufficient

spectral coverage and resolution are not available. The C-H-stretch region around 3000 cm−1, for

instance, contains absorption features of practically any hydrocarbon with sufficient abundance. To
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demonstrate the capability of our spectrometer, we measure the absorption spectrum of a mixture

of trace amounts of formaldehyde, methanol, and water in nitrogen and determine their absolute

concentrations. The spectrum was recorded at a resolution of 0.014 cm−1 and an N2 pressure of

600 Torr under a total integration time of 30 s. Here, methanol – as a molecule without a clear

line spectrum – would represent a significant challenge for a cw laser measurement. Figure 4.6(a)

shows the measured spectrum of the H2CO/CH3OH/H2O-mixture (black curve) in the spectral

range from 2900-3050 cm−1 and the overall fitted result (gray, plotted negative for clarity). Model

spectra created from HITRAN (for H2CO and H2O) and PNNL (for CH3OH) of the individual

components at their fitted concentrations are shown in magenta (H2CO), green (CH3OH), and

blue (H2O). The overall fit is remarkably accurate, as demonstrated by the fit residuals plotted

in Figure 4.6(b). Although the spectrum contains many overlapping features and some of them

(from CH3OH) do not exhibit sharp lines, the broad bandwidth and high spectral resolution of our

FC-FTS in combination with the multi-line fitting procedure enable precise determination of the

concentrations of all three components. The obtained values are 47.1(1) ppm for H2CO, 58.30(4)

ppm for CH3OH, and 813(7) ppm for H2O.

Another important feature of the current system is the large dynamic range in concentration

detections. To demonstrate this, we measured a sample of laboratory air, which contains atmo-

spheric methane; however, the high abundance of water vapor, whose absorption lines strongly

overlap with the CH4 band at 3020 cm−1, imposes a particular challenge for trace gas detection.

Although the strongest H2O lines are already close to saturation, the fitting algorithm is able to

extract both concentrations, 2.02(1) ppm for CH4 and 1.03(5)% for H2O.

4.3 Future applications

In the previous two sections, we highlighted some of the capabilities of frequency-comb spec-

troscopy systems for trace gas detection. In particular, we saw in the measurement of contaminants

in arsine gas how CE-DFCS using a VIPA spectrometer provides high-sensitivity measurements

(around 10−8 cm−1 Hz−1/2) with a simultaneous bandwidth of 50 cm−1. This one comb source
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Figure 4.6: Multispecies simultaneous detection. (a) Measured spectrum of a mixture of formalde-
hyde, methanol, and water at an N2 pressure of 600 Torr and a resolution of 0.014 cm−1 (black),
as well as the fitted spectra based on HITRAN and PNNL of the three components (H2CO, ma-
genta; CH3OH, green; H2O, blue) and their sum (gray). The fit gives abundances of 47.1(1) ppm
H2CO, 58.30(4) ppm CH3OH, and 813(7) ppm H2O. (b) The residual of the overall fit displays no
remaining structure.
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can provide spectral coverage across the entire 1-2 µm spectral region. We also saw how the high

resolution enables precise measurements of trace species even in the presence of large absorption

from other species. The OPO-based spectroscopy measurements demonstrate the application of

comb spectroscopy to the mid-IR, which provides access to stronger absorption features for many

different species. We showed the ability to achieve low-ppb detection limits for many molecules in

30 s total integration time (including reference and sample spectrum) at an unapodized resolution

of 0.014 cm−1. The significant decrease in acquisition time compared to standard FTIR is a direct

result of the high spectral brightness and spatial coherence of the frequency comb source. While

the absorption sensitivity of this system is lower than a cavity-enhanced system, the concentra-

tion detection limits are still very low due to the strong molecular absorptions and the system

can operate anywhere from around 3-5 µm (2100-3700 cm−1). In addition, we saw how the broad

bandwidth provides better detection limits (or correspondingly higher precision on the measured

concentration) as well as the ability to measure mixtures, even when the species in the mixture

has continuous absorption features. We now consider some prospective applications of comb spec-

troscopy and what might be required for these applications. In particular, we consider potential

applications to gas purity analysis, breath analysis, atmospheric chemistry, and chemical physics.

The arsine gas purity experiment is one example of the application of comb spectroscopy to

process gas analysis. In addition to arsine gas, there are over 30 other gas used in the production

of semiconductor devices [266]. Depending on what the gas is used for, there are a wide range

of impurities, including water, CH4, CO2, CO, and hydrocarbons, that can all have a negative

effect on the product. Thus, there is interest in systems capable of detecting multiple contaminants

simultaneously in the presence of different process gases. While the first test in arsine was only

able to detect one impurity, we showed how this spectral region could detect multiple impurities

depending on the gas. Several potential improvements could fully demonstrate the capability of

CE-DFCS for process gas measurements. Of course, the gas flow system could be improved to

enable rapid switching between sample and reference. In addition, a different readout system that

allows reduction of FM-AM noise, such as FC-FTS, could improve the sensitivity (see Table 3.1)
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and could enable the use of multiple mirror sets for a wider wavelength coverage. By covering

several regions throughout the 1.1-2.2 µm spectral range, it should be possible to detect multiple

contaminants. For example, CO2 has strong bands from 4800-5000 cm−1 that might be detectable

since we think the arsine absorption that we saw starting at 5350 cm−1 is probably due to a weak

arsine band centered at 5150 cm−1. Other regions in the near-IR might provide other transparency

windows as well, although data on weak arsine bands in the near-IR is limited, so it would be

beneficial to scan the arsine absorption first at lower sensitivity. This system could potentially be

combined with a single cavity using Brewster angle prisms [171] to cover the full range of the source

using a single cavity. Several potential transparency windows also exist in the mid-infrared around

3800, 2500, and 1500 cm−1.

A similar application is monitoring of emissions from industrial applications. For example,

greenhouse gases are regulated by the EPA and typically must be monitored. Fluorinated com-

pounds, such as fluorocarbons, NF3, and SF6, are major greenhouse gases and are also significant

emissions from semiconductor manufacturing [287]. Fluorinated compounds also play a significant

role in the removal of ozone at high elevation. A system capable of simultaneously measuring

multiple greenhouse gases and fluorinated compounds would potentially have enormous industrial

applications. All of these compounds absorb in the 800-1500 cm−1 region, which will be within the

range of an OPO using OP-GaAs.

The analysis of trace species in breath for disease detection is currently an extremely active

field of research [288, 289, 290, 291]. Besides water, oxygen, nitrogen, and carbon dioxide, breath

contains hundreds of other compounds in varying quantities. Table 4.2 lists the more abundant

ones and typical ranges in human breath. Currently, there are two primary directions for breath

research: detection of a single or a few small species and detection of many volatile organic com-

pounds (VOCs) simultaneously. Several FDA approved breath tests already exist based on the

first research direction such as measurement of NO for asthma, CO for liver disease (specifically,

neonatal jaundice), and methane for various gastrointestinal issues [292]. There are preliminary in-

dications that other species may be useful for testing for diseases or monitoring treatment, although



126

the evidence is not conclusive: the combination of NO, CO, CO2, and N2O has been investigated

for chronic obstructive pulmonary disease (COPD) [293]; acetone has been shown to have some

correlation with blood glucose and is possibly an indicator for diabetes [294, 295, 296]; ammonia

(and possibly methylamines) show correlation with kidney function [297, 298]. In addition to these

molecules, breath contains several hundred other VOCs present typically at the 0.1-10 ppb range

[299, 300, 301]. Unlike most of the smaller molecules, the physiological origin of many of these is

not known, which makes direct links to certain diseases more challenging. It is believed that at least

some of the VOCs might be caused by oxidative stress – that is, reactions with oxygen-containing

radicals such as OH or O−2 – which can lead be indicative of various diseases [302, 303, 304]. Be-

cause of the unknown origin of most VOCs, studies typically measure many compounds and look

for correlations with diseases [305] such as tuberculosis [306], cancer [307, 308, 309, 310, 311], and

COPD [312]. Several smaller molecules and VOCs such as CO, H2O2, and ethane may also be

indicative of oxidative stress [313, 314, 315].

While many of these studies have determined some correlation with a disease – for example,

> 80% sensitivity and specificity have been demonstrated for cancer detection [307] – detecting

molecules and identifying a potential correlation are not the primary challenges in breath analysis.

In fact, these steps are so easy that they can even be accomplished by dogs [317]! Detection

of VOCs is typically performed with gas chromatographymass spectrometry (GC-MS), which has

the disadvantage of not being real-time; however, newer techniques such as proton-transfer reaction

mass spectrometry (PTR-MS) can selectively detect most VOCs with low-ppt sensitivity and < 100

ms time resolution [318, 319, 320]. These systems are currently commercially available and are

moderately portable. The challenges of breath analysis instead are related to the large natural

variability present in human breath (as can be seen by the ranges quoted in Table 4.2), confounding

variables such as smoking and environmental variations, as well as issues related to breath collection

[289, 321, 309, 291]. Looking through many of the references given here, this becomes immediately

apparent as many of the studies show results where the mean value of the measured compound is

statistically different between the test group and a control group, but the measured range overlaps
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Table 4.2: Typical range for the
most common trace species in hu-
man breath. From [293, 316, 301,
292]

Compound Concentration

Methane 1-100 ppm

CO 1-3 ppm

Acetone 0.3-3 ppm

N2O 300-800 ppb

Ammonia 0.2-1 ppm

Methanol ∼500 ppb

Isoprene 10-300 ppb

NO 1-100 ppb

2,3-Butanedione 1-100 ppb

Ethane 2-20 ppb

Other VOCs 0.1-10 ppb
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significantly between the two. Because of this, much of the focus is starting to be more towards

full clinical studies and less towards small proof-of-principle studies.

So what can frequency comb spectroscopy contribute to breath analysis? In principle, the

simultaneous detection of a wide range of VOCs simultaneously would be possible, but this requires

very accurate fitting of overlapping, broadband absorption profiles. This is complicated without

a priori knowledge of all species to include and due to dependences of the absorption profiles

with temperature and pressure and various baseline etalon effects. Given the capabilities of PTR-

MS, this is probably not the best approach. One potentially beneficial application is to instead

demonstrate the ability to detect all of the other compound listed in Table 4.2 simultaneously, or

at least in one system, with moderate time resolution. Since the required detection limit would

be mostly above 10 ppb, this could be potentially be accomplished with a multipass cell. Such a

system would enable multiple breath tests in one system, which would be beneficial for correlating

different effects and as a diagnostic tool.

Another field that relies significantly on trace gas analysis is atmospheric chemistry. There

are three primary directions for experimental atmospheric chemistry: determination of sources of

pollution and tracking pollution through the atmosphere; studying reactivity in the atmosphere;

studying reactivity in controlled laboratory settings. Some of the different species studied in field

measurements are given in Table 4.3. Many studies focus on understanding several primary atmo-

spheric reaction cycles [199, 322]. The HOx cycle (OH, HO2, etc.) is responsible for the formation

of ozone as well as the oxidation of many VOCs and is initiated by the photolysis or reaction of

ozone. This is interconnected with the NOx cycle, which can compete in the oxidation of VOCs

[199, 323]. The products or intermediates of the VOC oxidation reactions can further react, result-

ing in radical recycling and also in the formation of aerosols. Oxygenated halogens (e.g., IO, ClO,

and BrO) are also important because they may react with VOCs at low elevation in the atmosphere

and also cause tropospheric ozone destruction. In addition, because many of the reactions in these

cycles are light-dependent, the dominant cycles and reactions are not only spatially dependent but

are also day-night dependent. In order to understand the global tropospheric chemistry, it is thus
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important to measure multiple different species from each cycle in different regions and both during

the day and night. Despite considerable advances in understanding atmospheric chemistry, there

still are many surprises [324, 325, 326, 327] and reactions that are not fully understood [328, 329].

In addition to measurements to understand the chemistry of reactive species, various sources of pol-

lution must be measured so that they can be included into models. These include the halogenated

carbons mentioned earlier related to semiconductor processing, various greenhouse gases (such as

CH4, CO2, SF6, etc.), as well as VOCs, NOx, and SO2 from industrial sources [279, 330, 331] and

biogenic sources.

Currently, most systems for point detection of trace species rely on incoherent broad-band

cavity enhanced absorption spectroscopy (IBB-CEAS), LED-based cavity-enhanced differential op-

tical absorption spectroscopy (LED-CE-DOAS) – both of which are broad bandwidth – or cw-laser

spectroscopy. The advantage of comb spectroscopy for atmospheric measurements can be seen from

the recent demonstrations of N2O, IO, BrO, and formaldehyde detection for measurements off the

coast of France and Antarctica [185, 184]. If we compare the sensitivity to IBB-CEAS [334, 335] or

LED-CE-DOAS [336] systems operating in the same spectral region, the comb system provides one

to two orders of magnitude improvement in the sensitivity. In addition to lower detection limits, the

improved sensitivity is also critical for high-speed measurements. This capability is important not

only for measurements in moving vehicles (e.g., airplanes, cars, ships) where the time resolution is

necessary for spatial resolution [330] but also for Eddy covariance flux measurements, which provide

information about surface-atmosphere gas exchange [328, 337]. For atmospheric measurements, it

is necessary to deal with background losses due – for example – to aerosols [336], which would cause

problems for cw-laser systems; however, the bandwidth of the comb enables continuous spectral

features to be fit as well and so should mitigate this issue.

Laboratory experiments of reactions seek to provide information about the rates of each

reaction [338, 339].1 For many kinetics studies, it is also desirable to study multiple species

1 A compilation of currently accepted reaction rates is available at http://www.iupac-kinetic.ch.cam.ac.uk/

http://www.iupac-kinetic.ch.cam.ac.uk/
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Table 4.3: Example trace species in the
boundary layer (lowest part of the tropo-
sphere). If ranges are given, they correspond
to the range from remote to polluted envi-
ronments. If single values are given they cor-
respond to the average value from measure-
ments. From [332, 199, 333, 331].

Compound Concentration

CH4 1.7 ppm
N2O 300 ppb
NO2 0.01-2000 ppb
NO3 1-500 ppb
N2O5 < 15 ppb
NH3 0.02-100 ppb
Nitric Acid 0.1-50 ppb
SO2 0.01-10 ppb
H2S 0-800 ppt
Isoprene 0.6-2.5 ppb
BrO 0.1-10 ppt
IO 0.1-2 ppt
CFCl3 268 ppt
CF2Cl3 533 ppt
CH3Cl 500 ppt
SF6 4 ppt
Other halocarbon species 10-100 ppt
CO 200 ppb
HCHO 0.1-60 ppb
Glyoxal (CHOCHO) 0.01-1 ppb
Acetone 0.2-9 ppb
Alkanes 1-300 ppb
Aromatics 0.01-3 ppb
Alkenes/Alkynes 0.01-10 ppb
Terpenes (e.g. α-pinene) 0.03-2 ppb
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simultaneously in order to obtain information about branching ratios and rate constants between

multiple reaction paths and to identify unexpected paths [323]. It is also ideal to have high time

resolution to potentially identify intermediates that may contribute to further reactions. Finally,

reactions need to be studied over a range of atmospherically relevant temperatures and pressures

[323, 329]. A technique capable of rapid, sensitive detection of many species would thus have

wide-ranging applications. We recently demonstrated time-resolved frequency-comb spectroscopy

based on a VIPA spectrometer in the mid-IR combined with a reaction flow cell [329] that enabled

measurements of the photoproducts of acrylic acid photolysis with a time resolution of 25 µs [56].

In particular, we measured the deuterated-HOCO radical, which is an intermediate in the OH +

CO reaction [340]. We also measured several unexpected products that we are still investigating.

With increased sensitivity, perhaps by pushing further into the mid-IR [341], this system could

enable direct measurement of the Criegee intermediate in the ozonolysis of alkenes [342, 343].

Ozonolysis of alkenes is an important reaction in atmospheric chemistry and the stabilization of

Criegee intermediates may help to understand the unexplained OH radical concentrations in the

atmosphere [344, 345, 346, 347, 348]. Even without high time resolution, frequency comb systems

combined with atmospheric chambers could provide a new method of sensitively measuring stable-

product branching ratios [349, 350].

A final application of comb spectroscopy is the measurement of stable isotope ratios, which

is useful for breath analysis as well as for atmospheric and geochemistry. For breath analysis, the

kinetics of various processes such as metabolism and liver function can be tested by ingesting 13C-

labeled substances and monitoring the appearance of, for example, 13CO2 [291, 351, 352]. Isotope

ratios in CO2 and CH4 can also provide information about pollution sources and sinks [353, 354],

the history of the atmosphere from ice core samples [355], and the history of other planetary

atmospheres [356]. CE-DFCS could in principle provide a significant improvement in the precision of

isotope ratio measurements compared to other portable techniques (mass spectrometry techniques

are the most precise, but are not portable) because many lines can be measured simultaneously. A

proof-of-principle measurement showed the determination of isotope ratios to 4 parts-per-thousand
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in breath [44]. Improvements could potentially be made by measuring in different bands – for

example, the 2 µm or 4.3 µm bands of CO2 – to measure less abundant isotopes such as 18O or

17O. To fully demonstrate the capabilities of CE-DFCS for these measurements, more studies of

the precision and accuracy – ideally down to the sub-part-per-thousand level [357] – are needed.

4.4 Conclusions

In this chapter, we highlighted some of the real-world applications of comb spectroscopy for

sensitive detection of multiple trace species simultaneously. We showed how the bandwidth enables

detection of trace impurities in a large absorbing background and measurement of species without

highly resolved absorption features, both of which are challenging for cw-laser techniques. We then

discussed some future applications of comb spectroscopy including extensions of the semiconductor

gas purity analysis, breath analysis, atmospheric measurements, and isotope ratio measurements.

In particular, we showed where the broad bandwidth and high sensitivity would provide advantages

such as multi-species detection capabilities, rapid measurements, and high precision.

We are also currently developing a cryogenic buffer-gas cooled CE-DFCS system to study

the spectra of molecules at 4 K. This will provide significantly narrower absorption lines and

will concentrate the absorption strength into a much smaller number of lines, which could be

advantageous for trace gas detection and mixture analysis. In addition, such a system has exciting

prospects for studying high-resolution spectra of complicated molecules.



Chapter 5

Velocity-modulation spectroscopy of HfF+

In this chapter, we discuss the survey spectroscopy that we performed on HfF+ using both

frequency comb and cw-laser velocity modulation spectroscopy as detailed in Section 3.4. Trapped

HfF+ is used in the measurement of the electron electric dipole moment (eEDM) discussed in

Chapter 6, but for the experiment to be successful we first needed to know more about the electronic

structure of HfF+. In particular, we wanted to learn several things from broad-bandwidth velocity

modulation spectroscopy for application to the eEDM experiment:

(1) precise spectroscopic constants for the ground 1Σ+ state and metastable 3∆1 state, which

will be used for the eEDM measurement;

(2) measurement of the parity doubling (Λ-doubling) in 3∆1 J = 1;

(3) transitions from both states that may be useful for laser-induced fluorescence and state

manipulation;

(4) an intermediate state for a Raman transition from the 1Σ+ to the 3∆1.

Unfortunately, the early theory and experimental results were no where near accurate enough

for application to the trapped ion experiments and only were able to provide a rough guide to

interpreting the HfF+ spectra. Here, we provide an introduction to diatomic molecular spectroscopy

and then apply this to detailed analysis of the data, aimed at the goals above.
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5.1 Results

Figure 5.1(a) shows the spectrum of HfF+ acquired using the comb-vms system in blue

(offset for clarity) as well as all data obtained with single-frequency vms in red. As illustrated

in the zoomed region shown in the lower panel of Figure 5.1(b), the spectrum from about 12100-

12300 cm−1 is extremely congested due to the presence of many bands, each with five isotopes, and

the high temperature (500 ◦C) of our oven, which results in observed J ′′ values up to about 70. The

dynamic range of frequency-comb velocity-modulation spectroscopy is demonstrated by our ability

to identify the overlapping 1Π1← 1Σ+ (v′ = 0, v′′ = 1) and 3Π1← 1Σ+ (3,1) bands despite the

difference in linestrengths and an offset in band origin of only ∼1 cm−1. Since 150 cm−1 sections

are acquired simultaneously when using the comb, relative linestrengths within the region are not

influenced by variability in oven and discharge conditions, which significantly helps to disentangle

bands. The upper panel of Figure 5.1(b) shows predicted line positions from fits to three different

bands (the fitting is discussed below), which illustrates our ability to resolve each isotope (−◦, 180Hf;

−×, 179Hf; −∗, 178Hf; −+, 177Hf; −·, 176Hf) for multiple bands. Figure 5.1(b) also demonstrates

excellent overlap between the comb and cw spectra.

5.1.1 Diatomic molecular spectra primer

Before we delve deeper into the analysis of the data, we should take a detour and cover some

basics of the spectra of diatomic molecules. More details can be found in numerous books [358, 359,

360, 361]. As we have already seen, molecular spectra can be extremely complicated. Luckily, the

spectra of diatomic molecules are frequently not too complicated, but they are significantly more

than twice as complicated as atomic spectra. In addition to the usual electronic states, molecules

can also vibrate and rotate. So we must consider transitions between combinations of electronic,

vibrational, and rotational states. Throughout this chapter, the upper state in a transition is

designated with a single prime (′) and the lower state with a double prime (′′). First, we look at

the electronic structure of HfF+, and then briefly cover important aspects of vibration and rotation
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Figure 5.1: All data obtained with cw- and comb-vms (red and blue, respectively). All y-axes are
fractional single-pass absorption (×10−5) and all x-axes are in cm−1. In (a) we show all of the HfF+

spectra acquired to date. The comb-vms data is vertically offset for clarity. The lower panel of (b)
shows a zoomed region of the comb data where some lines were also measured with the cw system.
The upper panel of (b) plots predicted line positions from the fits; different colors correspond to
different bands (magenta, 1Π1←1Σ+ (0,1); green, 3Π1←1Σ+ (3, 1); cyan, 3Π1←1Σ+ (2, 0)) while
different symbols correspond to Hf isotopes: −◦, 180Hf; −×, 179Hf; −∗, 178Hf; −+, 177Hf; −·, 176Hf.
Inset (c) shows the 3Φ2 ← 3∆1 (0, 0) band (on the left) and part of the 3Σ−

0+ ← 1Σ+ (1, 0) on
the right. The region in (d) illustrates the cancellation of isotope shifts in ∆v = 0 transitions; the
sharpness of P- and Q-branch lines is due to a cancellation between the rotational, vibrational, and
electronic contributions to the isotope shift. The splitting in the (higher-J ′′) R-branch lines that is
not observed in the (lower-J ′′) P- and Q-branch lines is due to Λ-doubling in the 3∆1 state. Inset
(e) shows a prominent band-head from the 3Φ2←3∆1 (0, 0) band as well as weaker lines from the
3Σ−

0+←1Σ+ (1, 0) band.
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that will be needed to analyze the data.

We can treat the electronic states of the molecule in the united atom picture, where the

molecule can be thought of as a single atom (i.e., H+
2 looks like He+). Thus every electron exists

in a molecular orbital (which can be represented as a linear combination of atomic orbitals) with a

well defined value of n and l. In addition, the molecular axis (typically set as the ẑ axis) provides

a quantization axis for the projection of l, giving values of ml between ±l. To first order, the

energy only depends on λ = |l|, so we can write state configurations as the values of (n)lλ for each

electron. The value of λ gives the number of nodal planes that contain the ẑ axis, or equivalently,

the rotational symmetry about the ẑ axis (λ = 0 is cylindrically symmetric, λ = 1 is symmetric

only with a 360◦ rotation, λ = 2 is symmetric with a 180◦ rotation, etc.). In HfF+, we only care

about the two valence electrons (excitations of core electrons are significantly higher in energy).

Table 5.1 gives the possible configurations arising from the two lowest energy terms (s2 and sd).

Because the radial extent of the d orbitals is small compared to the internuclear distance, we expect

that the molecular orbitals can be treated approximately as atomic orbitals [362]. Using the lλ

notation, the dxy and dx2−y2 atomic orbitals correspond to dδ, dxz and dyz correspond to dπ, and

dz2 corresponds to dσ.

We can get a rough idea of the expected state ordering from (basic) ligand field theory. “What

field theory?!,” you say. Don’t worry, a ligand is the generic term for an atom or molecule bound

to a metal. This theory is commonly used to explain octahedral and square-planar complexes with

transition metals but can also be applied to diatomics [363, 362]. The general idea is that the

orbitals on the metal ion (in this case Hf2+) are perturbed by the electric field of the ligand (in this

case F−), which is treated as a point charge. If we now consider the d orbitals in the presence of

this electric field, the orbitals that are closest to the ligand are destabilized the most. This means

that the ordering of the d orbitals would be expected to be dδ < dπ < dσ, see Figure 5.2. All of

the d orbitals are expected to be destabilized relative to the s orbital, which is much more diffuse

and extends beyond the internuclear distance, thus resulting in more coulomb attraction between

the metal cation core and the anion ligand [362]. Thus, we would roughly expect the ordering as
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given in Table 5.1. This ordering is also seen in the ligand field treatment of LaF [364], which has

a similar valence orbital configuration (except that La+ has an empty f -shell and Hf2+ has a full

f -shell). In addition to the state ordering, the repulsion of the ligand field causes the orbitals to

polarize (i.e., to try to point away from the ion), which distorts the shape of the orbitals. This

distortion is equivalent to orbital mixing: the shape of the distortion contains information about

which orbitals are mixed and to what extent. Because the dσ orbital is repelled the most, it is the

most polarized – mostly with sσ and pσ orbitals in such a way as to try to point mostly away from

the ligand. The dπ orbitals polarize by mixing mostly with pπ orbitals. The dδ orbitals however

do not polarize and are thus mostly pure atomic d orbitals.

Molecular vibrations are treated as a simple anharmonic oscillator with quantized energy

levels ωv = ωe(v + 1/2)− ωexe(v + 1/2)2, where the v subscript indicates the vibrational quantum

number and ωe and ωexe are the “equilibrium” harmonic vibrational frequency and anharmonicity

correction, respectively. As expected from a pair of masses connected by a spring, the harmonic

frequency is related to the force constant, k, by ωe =
√

k
µ , where µ is the reduced mass. For different

isotopes, k is not expected to change much because it is a function of electronic configuration and

bond length, but µ does change; thus, ωe is different for different isotopes. Rotation is treated as

a semi-rigid rotor with energy levels F (J) = BJ(J + 1) −DJ2(J + 1)2, with angular momentum

quantum number J , rotational constant B, and centrifugal distortion constant D. B is related to

the moment of inertia, I, by B = ~
4πcI = ~

4πcµ

〈
1
R2

〉
, where R is the internuclear separation. In

an anharmonic oscillator R changes (typically increases) as v increases, so B depends on v. The

equilibrium rotational constant, Be, is the rotational constant at the minimum of the molecular

potential curve (at an equilibrium separation of re): Bv is related to Be by Bv ≈ Be−αe(v+ 1/2).

Because of the reduced mass, Be also depends on the isotope (re is basically constant). The

centrifugal distortion constant, D, arises because the molecule stretches as it rotates. We can

relate De, ωe, and Be by ωe =
√

4B3
e

De
.

Since the electric dipole selection rule for rotation is ∆J = 0,±1, we see three branches for

each vibronic transition: P (J ′ = J ′′ − 1), Q (J ′ = J ′′), and R (J ′ = J ′′ + 1). Assuming a rigid
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Figure 5.2: Molecular orbital diagram for valence orbitals of HfF+. The atomic d orbital cor-
responding to the primary component of each molecular orbital is pictured. Figures are from:
http://en.wikibooks.org/wiki/High_School_Chemistry/Shapes_of_Atomic_Orbitals.

http://en.wikibooks.org/wiki/High_School_Chemistry/Shapes_of_Atomic_Orbitals
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Table 5.1: Possible states and configurations arising from s2 and sd electron
configurations. Molecular orbitals are denoted in the configuration column
by lλ, where l is the corresponding atomic orbital. Subscripts are used
to distinguish orbitals with the same λ but different l. When writing the
wavefunction, electron spin is denoted by α or β and the value of mλ is given
by a superscript.

State Configuration Λ Ω Wavefunction

X1Σ+ (sσ1)2 0 0 [|σ1(α)σ1(β)〉 − |σ1(β)σ1(α)〉] /
√

2

3∆ (sσ1)(dδ) 2 1
∣∣σ1(β)δ2+(β)

〉
-2 -1

∣∣σ1(α)δ2−(α)
〉

±2 ±2
[∣∣σ1(α)δ±2(β)

〉
+
∣∣σ1(β)δ±2(α)

〉]
/
√

2

1∆ (sσ1)(dδ) 2 2
∣∣σ1(β)δ2+(α)

〉
(sσ1)(dδ) -2 -2

∣∣σ1(β)δ2−(α)
〉

2 3
∣∣σ1(α)δ2+(α)

〉
-2 -3

∣∣σ1(β)δ2+(β)
〉

3Π (sσ1)(dπ) ±1 ±1 [|σ1(α)π±(β)〉+ |σ1(β)π±(α)〉] /
√

2

1 0 |σ1(β)π+(β)〉

-1 0 |σ1(α)π−(α)〉
1Π (sσ1)(dπ) ±1 ±1 [|σ1(α)π±(β)〉 − |σ1(β)π±(α)〉] /

√
2

1Σ+ (sσ1)(dσ2) 0 0 [|σ1(α)σ2(β)〉 − |σ1(β)σ2(α)〉] /
√

2

3Σ+ (sσ1)(dσ2) 0 1 |σ1(α)σ2(α)〉

0 -1 |σ1(β)σ2(β)〉

0 0 [|σ1(α)σ2(β)〉+ |σ1(β)σ2(α)〉] /
√

2
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rotor, the energies of transitions in each band are given by

P (J ′′) = ν0 − (B′ +B′′)J ′′ + (B −B′′)J ′′2

Q(J ′′) = ν0 + (B′ −B′′)J ′′ + (B −B′′)J ′′2

R(J ′′) = ν0 + 2B′ + (3B′ −B′′)J ′′ + (B −B′′)J ′′2.

(5.1)

In general, B′ < B′′ because typically the internuclear spacing is larger in the excited state (due,

e.g., to a weaker bond) than in the lower state. In this case there is a place in the R branch where

the difference in energy between adjacent J ′′ values crosses zero and the R branch progression turns

around. This is called the band head, and it’s position is approximately

J ′′ + 1 = − B′ +B′′

2(B′ −B′′) = − B̄

δB
. (5.2)

The parity (defined as the sign with respect to inversion of spatial coordinates) of rotational wave-

functions alternates with J (similar to the parity of atomic orbitals, which alternate with l). The

parity operator is equivalent to reflection about a plane containing the internuclear axis, σ̂v in a

diatomic [365]. Because of this alternation, we introduce an additional symmetry label of e/f ,

where e corresponds to states that transform as σ̂vψ = +(−1)Jψ, i.e., states with + parity for

J = 0.

One thing to notice is that both Be and ωe depend on the reduced mass. This means that

they both have an isotope dependence, although the isotope dependence is different for vibration

(ωe ∼
√

1
µ) versus rotation (Be ∼ 1

µ). Because Hf has five observable isotopes, we were able to use

these isotope shifts to gain information about the observed bands. In particular, near the band

head the rotational energy is low, so the rotational isotope shift is small at this point (it vanishes

at the origin). Thus, we can use shifts in the band head location for different isotopes to roughly

measure the difference in vibrational number: for example, ν̃180−ν̃178 ≈
(

1−
√

µ180

µ178

)
750(v′−v′′) ≈

0.4 cm−1 for v′ − v′′ = 1, where 750 cm−1 is the approximate (average) vibrational constant for

the upper and lower states. In this case, the isotopes bands are progressively blue shifted from

the 180Hf band (which is the most abundant isotope). In addition, there are small isotope shifts

in the electronic energies that arise from finite nuclear size effects as discussed more below. One
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interesting point is that the vibrational and electronic isotope shifts are constant across a band

while the rotational isotope shifts are not. Thus, the isotope shifts between rotational lines are

different depending on where in the progression you look: for a ∆v = 0 transition we do not fully

resolve the isotope splitting, so this results in a place where the rotational isotope shift cancels the

electronic and (small) vibrational isotope shift, which is observed as the place where the absorption

line is narrowest.

The states in Table 5.1 are denoted by 2Σ+1ΛΩ, where Σ is the total spin angular momentum

along the internuclear axis, Λ is the total orbital angular momentum along the internuclear axis, and

Ω = Σ + Λ. In addition to the spin and orbital angular momentum, molecules also have rotational

angular moment. There are several primary ways that the angular momentum can couple together,

called Hund’s cases, as shown in Figure 5.3. This state notation is only technically valid for states

in Hund’s case (a); a state in case (c) is typically denoted by the value of Ω.

The classification into different cases is determined by the spin-orbit energy (the diag-

onal elements of the spin-orbit operator) compared to the rotational and electronic energies.

The spin-orbit operator is fundamentally a one-electron operator given by ĤSO =
∑

i âi
~li · ~si =∑

i âi
[
lz,isz,i + 1

2(l+,is−,i + l−,is+,i)
]
, where the sum is over open-shell electrons, âi is the spin-orbit

operator (different for each orbital), and the z axis is the internuclear axis. We can use the con-

figurations in Table 5.1 to evaluate the diagonal elements of ĤSO, for example, 〈3∆3|ĤSO|3∆3〉 =

−〈3∆1|ĤSO|3∆1〉 = A3∆, where A3∆ ≡ 〈dδ|â|dδ〉. A3∆ is approximately given by ζ5d – the spin-

orbit coefficient of the atomic 5d orbital in Hf2+. We can obtain ζ5d = 2
2l+1(E3D3

− E3D2
) =

1537 cm−1 using the Hf2+ energy levels from [366].

States with small spin-orbit energies are typically case (b), thus the 1Σ+ state would fall into

this category. However, there is no distinction between case (a) and case (b) for 1Σ+, so we are

free to treat it as case (a). (Note that case (b) states can always be projected to a case (a) basis,

see for example [367].) The large spin-orbit interaction technically makes case (c) most appropriate

for the states in HfF+. In general though, we can write the case (c) eigenfunctions as case (a)

eigenfunction perturbed by other case (a) functions (see for example [368]) and then denote the
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Figure 5.3: Angular momentum coupling in diatomic molecules corresponding to Hund’s cases (a),
(b), and (c). The coupling of the nuclear hyperfine, I, with J to form F is only shown for case (a),
although similar coupling is possible in the other cases.
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state by its leading case (a) term. The amount of perturbation is small for the low-lying electronic

states, but for the higher states it can be significant, leading to allowed transitions that are denoted

in the case (a) basis as singlet-triplet transitions.

States with |Λ| 6= 0 (in Hund’s cases (a) and (b)) are in principle doubly-degenerate due to the

two projections of Λ onto the internuclear axis (corresponding to two precession directions about

the internuclear axis). This degeneracy is lifted due to perturbations and is called Λ-doubling. If

we include the coupling with S, then states with |Ω| 6= 0 are degenerate in Hund’s cases (a) and

(c). The symmetric and antisymmetric combinations of degenerate |+Ω〉 and |−Ω〉 are states of

good parity and have opposite total parity. This degeneracy is removed by a coupling between

rotational angular momentum and electronic angular momentum, which directly couples states

with ∆Ω = ±1. Thus, the coupling between ±Ω is introduced at 2Ω order in perturbation theory.

While technically this is Ω-type doubling, it is an extension of Λ-doubling when S = 0 and so is

typically still called Λ-doubling.

The origin of this Λ-doubling is sometimes referred to as the electron motion changing the

moment of inertia; however, Bob Field considers this “nonsense” as it fails to explain the sign or

magnitude of the Λ-doubling in general. Instead, the origin of Λ-doubling is perturbations due to Σ

states, which shift one parity relative to the other. We can understand this more by considering the

rotational Hamiltonian Ĥrot = B(R)~R2, where B(R) is the position-depending rotational constant

and ~R is the rotational angular momentum. We can write ~R = ~J − ~L − ~S and, defining z as the

internuclear axis, ~R2 = R2
x + R2

y = 1
2(R+R− + R−R+), where R± = J± − L± − S±. We make use

of the commutator relationships

[J±, J∓] = ±i~Jz,

[J±, V∓] = ±i~Vz,

[V±, V∓] = ±i~Vz,

[L±, S∓] = 0

(5.3)
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with V = L, S to write [361]

Ĥrot = B(R)~R2 = (5.4a)

(J2 − J2
z ) + (S2 − S2

z ) + (L2 − L2
z) (5.4b)

+ (J+L− + J−L+) (5.4c)

− (J+S− + J−S+) (5.4d)

+ (L+S− + L−S+). (5.4e)

Line (b) contains all of the diagonal contributions while lines (b), (c), and (d) are off-diagonal

terms called L-uncoupling, S-uncoupling, and rotational-electronic, respectively. These off-diagonal

terms can be simply understood if we write ~R = ~J − ~Ω (we have time averaged ~Je to give ~Ω: then

~R2 = ~J2 − 2 ~J · ~Ω + ~Ω2. The dot product term leads to the off-diagonal terms above.

For a simple example, we consider the simplest source of Λ-doubling in case (a) 1Π1. In this

case, we need to connect |Λ = 1,Ω = 1〉 with |Λ = −1,Ω = −1〉. This is accomplished with one

application of L-uncoupling to a Σ state and then a second L-uncoupling to |Λ = −1,Ω = −1〉.

The magnitude of this perturbation is given by second-order perturbation theory as

q ∼ B2
eJ(J + 1) 〈Λ = −1,Ω = −1|L−|Σ〉 〈Σ|L−|Λ = 1,Ω = 1〉

EΠ − EΣ
. (5.5)

The remaining matrix elements are calculated constants. One simple assumption for calculating

these matrix elements is called pure precession [369] in which we treat the operator as a single-

electron operator and consider the configurations such as given in Table 5.1 as pure configurations:

for example 〈π|l+|σ〉 =
√
l(l + 1). From this, we see that the Λ-doubling in |Ω| states scales

roughly as J2Ω. If we consider states with higher multiplicity, in addition to the q term arising

from two applications of L-uncoupling we should consider various combinations of L-uncoupling

and off-diagnonal terms of HSO, which lead to o and p terms corresponding to H2
SO and HSOBL+,

respectively. More detailed derivations of Λ-doubling in various states can be found in [369] (1,2Π),

[370] (3,4,5Π), [371] (all ∆ states), as well as in [360]. We discuss the Λ-doubling in HfF+ in more

detail in Section 5.1.3.
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Figure 5.4: Example transitions with Λ-doubling in one or both states. P-, Q-, and R-branch
transitions are shown by green, blue, and red arrows, respectively. Total parity as well as e/f is
given for each rotational level. (a) 3Π1← 1Σ+: Λ-doubling in the excited state only results in a
difference between an effective B for P/R and Q. (b) 3Π0+←3∆1: Λ-doubling in the ground state
only. This transition enables the sign of the Λ-doubling in the ground state to be determined. (c)
3Φ2←3∆1: Λ-doubling in both states results in two of each branch.
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The consequences of Λ-doubling on rotational bands are shown in Figure 5.4(a-c), which show

the possible transitions with Λ-doubling present in the excited state, ground state, or both states.

P-, Q-, and R-branch transitions are shown by green, blue, and red arrows, respectively. Remember

that electric-dipole selection rules only allow +↔ − transitions, where + and − indicate the overall

parity. The corresponding e/f labels are also shown. Notice that the ordering of + and − changes

in each J level, but e/f labels do not. When Λ-doubling is present in only one state, the result

is a different effective B value for the P/R branches and the Q branch, as can be seen by the fact

that the R/P-branch transitions in Figure 5.4(a) always go to the upper doublet state while the

Q-branch transitions go to the lower doublet. If Λ-doubling is present in both states, there are

instead two sets of P,Q, and R branches, as shown in Figure 5.4(c).

5.1.2 Fitting

The first step in trying to fit any transition is to look for patterns. Typically, there are

two patterns that can be identified: a band head and chirped sequences. The band head is pretty

straightforward (a particularly obvious one is shown in Figure 5.1(c) and (e)) and gives a rough idea

about where the band origin is located. Also, due to isotope splittings, the shape of the band head

gives an idea of the difference in vibrational quantum number between the upper and lower states

(each isotope band will have a band head in a different spot). Chirped sequences are progressions

of lines whose separation (∆) changes by the same amount each time, i.e., δ∆ is a constant. From

Equation 5.1, we see that for any branch, δ∆ ≈ 2(B′ −B′′). Once a chirped sequence is identified,

we can fit it to a quadratic to determine δB and also to determine whether the lines chirp back

to the band head (indicating a P/R branch) or to the band origin (indicating a Q branch). In

many cases, the Q branch is the easiest to identify first. The distance between the band origin and

band head can be used with Equation 5.2 and δB to obtain guesses for B′ and B′′. From here,

an iterative process can be used to fit the bands by simulating the line positions using guessed B

values, assigning as many lines as possible, and then re-fitting to obtain better constants.

Another tool for identifying patterns in complex spectra is to use a Loomis-Wood type plot.
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The basic idea of this technique is to plot the difference between unidentified line positions and the

expected positions of one branch. These expected positions often come from one identified branch

using the procedure above, from extrapolation from a partial chirped sequence, or from a guess. For

example, we were able to identify and fit the 3Π1←1Σ+ (3, 1) band from a collection of unassigned

lines in an extremely congested region of the spectrum. To do this, we first tabulated all of the

unassigned lines (along with approximate relative intensities) and then plotted the difference with

guessed positions of the Q-branch versus m (which corresponds to J). In this case, B′′ was already

known from a previously fit band and the other parameters were estimated from other fits. We

then varied the origin and ∆B and looked for patterns emerging; in particular, a Q branch should

appear as a horizontal line and other branches should appear as sloping lines. The result of this is

shown in Figure 5.5 after the parameters have been adjusted to place one horizontal line at zero.

We immediately see from the Loomis-Wood plot the presence of a second horizontal line located

∼ 0.7 cm−1 away, which can be attributed to the isotope splitting between 178Hf and 180Hf. In

addition, sloped lines corresponding to the P and R branches can also be seen.

Since we were fitting a variety of different transitions with various combinations of Hund’s

cases, we chose to fit each band with the general expression given in Eq. 5.6

ν(v′, v′′, J ′, J ′′, s′, s′′) = ν0 + Fv′(J
′, s′)− Fv′′(J ′′, s′′) (5.6)

where the rotational energies, Fv are

Fv(J, s) = (Bv − s
kv
2

)J(J + 1)− (Dv − s
kD,v

2
)J2(J + 1)2. (5.7)

We include rotation (B), centrifugal distortion (D), Λ-doubling proportional to J2 (k) and J4 (kD)

for each vibrational level, v; s is an e/f -symmetry term where s = +1 for e-symmetry and -1 for

f -symmetry. k and kD are generic constants for the Λ-doubling since we have fit states with several

different values of Λ and Ω. In principle, the J dependences of k and kD are more complicated

and depend on the spin and Ω, see for example [369, 370, 371, 360, 361]. In Σ0 states, only one

symmetry term is chosen and k and kD are both set to 0. ν0 includes both the electronic and
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149

vibrational energies:

ν0 = T ′e − T ′′e + Evib, (5.8)

Evib ≈ (ω′e(v
′ + 1/2)− ωex′e(v′ + 1/2)2)− (ω′′e (v′′ + 1/2)− ωex′′e(v′′ + 1/2)2). (5.9)

Here Te is defined as the energy difference between the minimum of the potential curve from the

minimum of the X1Σ+ curve, and ωe and ωexe are the usual vibrational constant and anharmonic

correction, respectively.

Due to the congested nature of the spectra, fits were performed to a manually identified list

of isolated lines (frequency only) for each band and for each isotope in bands with well resolved

isotope structure. Figure 5.7(b) shows the residuals from a representative fit; root-mean-square

values for the residuals were typically < 0.005 cm−1 with no apparent structure. For most ∆v = 0

transitions the fits were performed to estimated isotope averaged line centers and then the rotational

constants were shifted by the reduced mass to the 180Hf values. The 3Φ2← 3∆1 bands exhibited

line doubling at high-J due to Λ-doubling (discussed in detail below), for these bands the center of

the doublet was used for the fits. Similarly, the 1Π1←3∆2 (0, 0) band exhibited doubling of every

transition (i.e., 6 branches) due to large Λ-doubling in the 1Π1; for this band all six branches were

fit simultaneously by assuming the splitting to each transition was k′ × J ′(J ′ + 1). A summary of

the fitted constants for each band is given in Table 5.2.



150

Table 5.2: Fitted constants for observed transitions in 180HfF+ in cm−1. Quoted errors are at 95% confidence level, statistical only.
For bands recorded with the wavemeter uncalibrated we include an additional 0.006 cm−1uncertainty in ν0. Internal consistencies in
the data suggest that for the ∆v = 0 bands, which typically suffer from partially resolved isotope structure, systematic errors in the
fit quantities may exceed the quoted statistical uncertainties in some cases by a factor of two or three. Values without uncertainties
were fixed in the fits. All constants are given for the vibrational levels involved in the transition and are not equilibrium values. The
Λ-doubling terms, k′′, k′, and k′D are generic terms proportional to J(J + 1) in the ground and excited states and J2(J + 1)2 in the
excited state respectively (see text for more details).

Assignment ν0 B′′ B′ D′′ D′ k′′ k′ k′D δE
[10−7] [10−7] [10−4] [10−4] [10−9]

1 3Π0−←3∆1 (1, 0) 9948.624(6) 0.29891(2) 0.28272(2) 1.85(5) 1.81(4) -0.123(6) – – ?
2 3Π1←1Σ+ (0, 1) 10109.877(6) 0.30333(6) 0.28382(6) 1.9(5) 1.9(5) – -3.77(5) 0 0.383
3 3Π0+←3∆1 (1, 0) 10137.723(7) 0.29887(5) 0.28277(5) 1.70(20) 1.66(20) -0.14(2) – – -0.369
4 3Π0+←1Σ+ (0, 0) 10401.723(13)+ 0.30500(10) 0.28437(11) 2.3(1.2) 2.2(1.2) – – – -0.035
5 1Π1←3∆2 (0, 0) 10852.757(13)+ 0.29915(9) 0.28102(9) 1.7(4) 1.7(4) 0 3.59(3)‡ – 0
6 3Π0+←1Σ+ (1, 0) 11114.653(7) 0.30482(4) 0.28281(4) 1.71(14) 1.72(13) – – – -0.403
7 1Π1←1Σ+ (1, 2) 12136.012(3) 0.30180(5) 0.27973(5) 1.80(14) 1.74(14) – 2.68(4) 7.4(1.3) 0.412
8 3Π1←1Σ+ (3, 1)◦ 12216.901(10) 0.30335* 0.27958(20) 1.8(3) 1.8(3) – -3.8(2) 0 -0.724
9 1Π1←1Σ+ (0, 1) 12217.369(2) 0.30335(2) 0.28115(3) 1.88(8) 1.81(8) – 3.69(2) 9.7(7) 0.372
10 3Π1←1Σ+ (2, 0) 12304.400(3) 0.30481(5) 0.28096(5) 1.78(12) 1.78(12) – -3.82(1) 0 -0.783
11 1Π1←1Σ+ (0, 0) 13002.189(12)+ 0.30474(20) 0.28104(20) 1(2) 1(2) – 3.55(4) 0 -0.04
12 3Σ−

0+←1Σ+ (0, 0) 13254.302(7) 0.30478(10) 0.28967(9) 1.7(5) 1.9(5) – – – -0.084
13 ? ∆v = 0 13729.918(17)+ 0.29860(60) 0.28680(60) 3(3) 3(3) 0 -0.2(3) – 0.005
14 ? ∆v = 0 13822.270(14)+ 0.29980(10) 0.28860(10) 1.9(2) 2.2(2) 0 0 – -0.035
15 3Φ2←3∆1 (0, 0) 13933.340(12)+ 0.29900(10) 0.27720(10) 2.2(3) 2.1(3) † -0.01(3) – -0.05
16 3Σ−

0+←1Σ+ (1, 0) 13953.799(6) 0.30483(5) 0.28808(4) 1.78(12) 1.98(13) – – – 0.457
17 3Φ2←3∆1 (2, 1) 14534.839(7) 0.29745(8) 0.27488(8) 1.7(4) 1.6(4) † 0 – -0.422
18 3Φ2←3∆1 (1, 0) 14613.782(7) 0.29888(5) 0.27590(5) 1.71(15) 1.59(15) † 0 – -0.434
19 ? ∆v = 0 14636.162(13)+ 0.29620(30) 0.27600(30) 1.7(1.5) 1.8(1.5) 0 0 – -0.02
◦Values assigned using a manual fit to multiple isotopes due to challenges of determining the line centers of the weaker lines in the dense spectrum.
* Value fixed to the fitted value from the 1Π1←1Σ+ (0, 1) transition.
+ Individual isotopes were not fully resolved, thus the fit was done to averaged line positions. We report isotope corrected values with the error due to the

uncertainty in the isotope shifts.
† 3Φ2←3∆1 transitions exhibited line-doubling at high J”, but the doublets were not resolved well enough to accurately determine k”.
‡

Each transition was a doublet with a splitting given by k′ × J ′(J ′ + 1) due to Λ-doubling in 1Π1.
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Assignments of the observed bands were not particularly straightforward, partially because

the presence or absence of low-J lines usually could not be determined due to the high temperature

of the ions and complicating isotope structure. In fact, only for the 1Π1← 1Σ+ (0, 0) band near

13000 cm−1 (transition 11) were we able to directly establish that Ω′ = 1 and Ω′′ = 0 since we

observed an R(0) line but no P(1) line. One valuable feature of the isotope structure was the

ability to measure isotope shifts for each transition. We define the isotope shift between 180HfF+

and 178HfF+ for a given spectral line as

δE = E180 − E178 = (1− µ180

µ178
)Erot + (1−

√
µ180

µ178
)Evib + δT ′e − δT ′′e . (5.10)

Here µ180 and µ178 are the reduced masses, Erot is the rotational energy in 180HfF+ (i.e., offset

from the band origin), and Evib is the vibrational energy in 180HfF+. The last column of Table 5.2

gives the isotope shift between 180HfF+ and 178HfF+ measured at the band origin. The isotope

shift provides two useful pieces of information for the assignment. First, since the isotope shift is

dominated by the vibrational shift, the sign and magnitude of the shift give the value of ∆v for the

transition. We can also use the isotope shift to group transitions that only differ in vibration: this is

done in Figure 5.6 by plotting ν0 +
(

1−
√

µ180

µ178

)−1
δE−10000 cm−1 versus ν0−10000 cm−1 for each

transition. Transitions that lie close to the same horizontal line originate from the same electronic

states.

We can use Hund’s rules to determine a rough ordering of states from the configurations listed

in Table 5.1: 1Σ+, 3∆1, 3∆2, 3∆3, 1∆2, 3Π0, 3Π1, 3Π2, 1Π1, 3Σ+
0 , 3Σ1, and 1Σ. The 3Σ+ and 1Σ

are expected to be very high in energy and are not used in the assignments. These are only states

arising from s2 and sd configurations; in addition, a d2 configuration is expected to contribute 3Σ−,

3Φ, and possibly 3Π configurations in the higher energy regions. Several bands with no Q-branch

were observed (numbers 4, 6, 12, and 16), which are expected to be 3Π0+←1Σ+ and 3Σ−
0+←1Σ+,

with the 3Π0+ transitions significantly lower in energy. Transitions with ∆Ω = 0 will give very

weak Q-branches that are only visible at low J , which could look like a missing Q-branch.

From Figure 5.6, we can identify transitions 7, 9, and 11 as all originating from the same
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electronic states. Since we know that Ω′ = 1 and Ω′′ = 0, we can assign the ground state to 1Σ+ and

the excited state to one of 3Π1, 1Π1 or 3Σ1. Furthermore, the splitting between 9 and 11 matches

the splitting between v = 0 and 1 from [372], so transition 11 gives us the B0 for 1Σ+. This B

value also confirms the rough assignment of the no Q-branch transitions in the previous paragraph

as being 3Π0+← 1Σ+ (transitions 4 and 6) and 3Σ−
0+← 1Σ+ (transitions 12 and 16), all with the

lower state of 1Σ+ J = 0. We can use the vibrational isotope shifts to assign all of these four

transitions now, in particular, transition 6 is 3Π0+←1Σ+ (1, 0). The splitting between transition 4

and transition 3, which has the same value of B′, matches the splitting between 1Σ+and 3∆1 [372].

This gives us an assignment for transition 3 and a value for B0 of 3∆1.

We now assume that states with different Ω but the same values of S and Λ have similar B

values: this is a reasonable assumption because a different value of Ω indicates a different orientation

of spin and Λ, which would not be expected to affect the bond strength (and thus length). Since

B′ for transition 11 is not close to the B′ for transition 12 (3Σ0), we can assume that transition 11

(and thus 7 and 9) is to either 3Π1 or 1Π1. By looking at Figure 5.6 and B′′ values, we see that

transitions 2, 8, and 10 are another series originating from 1Σ+ and going to the same electronic

state. Given the transition energy, the excited state could be 3Π1, 1Π1, or 3Π2, but since the value

of |k′| is similar to transition 11, we can rule out 3Π2 (the doubling for Ω = 2 should be much

smaller). Transition 2 and transition 9 both start from the 1Σ+ v′′ = 1 and have similar vibrational

isotope shifts (so they both go to the same v′) but one must be to 3Π1 and one to 1Π1: we can use

the expected state ordering to assign transition 2 (and 8 and 10) to 3Π1 and transition 9 (and 7

and 11) to 1Π1.

Transitions 15, 17, and 18 all exhibit line-doubling at very high J and all have similar isotope

shifts in Figure 5.6; also, B′′ for 15 and 18 is consistent with 3∆1 v
′′ = 0 from transition 3. The

high-J doublets indicate that both lower and upper states have doubling, and the fact that the

doubling is only visible at high-J indicates that Ω′ > 1. This implies that the upper state is either

3Π2 or 3Φ2. Since the value of B′ is different than B for 3Π1, we assign the upper state to 3Φ2

(additionally, we expect the 3Π2 to be a bit closer in energy to the 3Π1). Combining all of these
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results gives the final assignments in Table 5.2. Transitions 13, 14, and 19 remain unassigned.

From the fitted constants for the 16 assigned bands, we can determine constants for the

X1Σ+, 3∆1, 3Π0− , 3Π0+ , 1Π1, 3Π1, 3Σ−
0+ , and 3Φ2 states as given in Table 5.4. T0 and ∆G1/2

are directly obtained from the measurements: T0 is defined as the energy of the v = 0 level of

an excited state relative to the X1Σ+ v = 0 level, and ∆G1/2 is the energy difference between

the v = 0 and v = 1 levels. All other (equilibrium) constants are extracted from the data. The

rotational constant for a given vibrational level is given to first order in v as Bv = Be−αe(v+1/2),

where Be is the equilibrium rotational constant. Since we have measured at least two vibrational

levels for each state, we can determine αe ≈ Bv − Bv+1, and then use this to obtain Be for each

state. Te, ωe, and ωexe are determined using Equations 5.8 and 5.9. For the 3Π1 state, we were

able to calculate ωe and ωexe directly; for all other states we assumed a Morse potential so that

ωexe = α2
eω

2
e/36B3

e + αeωe/3Be +Be (i.e., the Pekeris relationship).

In addition, we have observed isotope shifts of the state origins, called δTe in Table 5.4, that

we attribute to Hf electronic isotope shifts (due to the finite nuclear charge radius) [373, 374, 375].

For bands with well resolved isotope structure (i.e., ∆v 6= 0), δT ′e − δT ′′e was determined from

Equation 5.10 either by fitting both ν180
0 and ν178

0 or by measuring δE near the origin and then

subtracting the vibrational contribution. For ∆v = 0 bands, we found the frequency where the

lines were the sharpest, indicating that δE ≈ 0 (as illustrated by the Q- and P-branch lines in

Figure 5.1(d)); this location relative to the band origin is used for Erot in Eq. 5.10, which then gave

δT ′e−δT ′′e . Values of |δT ′e−δT ′′e | were . 0.1 cm−1 for all transitions. To obtain the δTe values given

in Table 5.4, we set δT ′′e (X1Σ+) = 0 and calculated relative shifts of the other states. The simplistic

model of Eq. 5.10 neglects vibrational-band-specific perturbations or other more complicated level-

dependent effects; however, results were consistent across different transitions, which supports the

assignment of the effect to electronic states, not individual bands. Except for the X1Σ+ state the

isotope shifts are all fairly similar with an average value of about -0.06 cm−1(-1.7 GHz), which

agrees well with the value for the Hf+ 5d26s2 → 5d26s6p of -1.8 GHz [375].
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Figure 5.7: Residuals for three fits to the 3Π0−←3∆1 (1, 0) band. The residuals are only plotted for
assigned lines in each branch: R-branch (+), Q-branch(square), and P-branch (*). (a) Fit with no
Λ-doubling terms included. Notice the large structure to the residuals. (b) Only k′′ included, i.e.,
only Λ-doubling proportional to J2 in the lower state. No structure in the residuals; the scatter is
primarily due to error in identification of the line center. (c) Only k′′D included, i.e., only Λ-doubling
proportional to J4 in the lower state. There is some slight structure to the residuals, indicating
that the primary contribution to the Λ-doubling goes as J2.
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5.1.3 Lambda doubling

Due to our ability to see high-J lines, we were able to measure precise values for the Λ-

doubling, parametrized by k and kD in Equation 5.7, in several different electronic levels. In

Hund’s case (a), k can be related to the more standard Λ-doubling parameters defined in [370]

for Π states (o, p, and q) and to õ∆ as defined in [371] for 3∆ states; k was not measurable in

Φ states. The values of k and kD were useful in assigning many transitions and also providing

some insight into inter-state perturbations. For the eEDM measurement, the most important Λ-

doubling parameter is the splitting of the J = 1 levels in the 3∆1, as this goes into determining

several different potential systematic effects. As discussed in Section 5.1.1, Λ-doubling occurs due to

coupling with electronic states that have non-degenerate (single parity) rotational levels – typically

Σ states – via off-diagonal spin-orbit and L-uncoupling interactions. The selection rules for these

interactions have ∆Λ = ±1,∆Ω = 0 and ∆Λ = ±1,∆Ω = ±1, respectively. We can now estimate

the Λ-doubling terms by using these two interactions to link Ω→ −Ω.

In a case (a) 3∆1 state, the Λ-doubling occurs from two applications of the spin-orbit inter-

action (which has no J dependence) and two applications of the L-uncoupling interaction (∼ J).

So, we expect the Λ-doubling splitting to be given by ±õ∆ × J(J + 1), where the upper and lower

signs refer to the two e/f-symmetry levels and õ is given in [371]. We can make a rough estimate

of the value of õ∆ by a simple scaling from that measured in TiO or WC [376]:

õ∆ ≈
ζ2(Hf2+)B2(HfF+)

ζ2(WC/TiO)B2(WC/TiO)
× õ∆(WC/TiO). (5.11)

This scaling relationship arises from the application of two spin-orbit operators, which scale as the

atomic spin-orbit, ζ, and two L-uncoupling operators, which scale as the rotational constant B

[371, 376]; however, it neglects changes in state order and spacing. Using this and ζ5d from earlier

we predict õ∆ ≈ 50 kHz.

A more detailed estimate can be made by explicitly writing out the possible perturbations,

as in [377]. We only include states in the sd manifold given in Table 5.1 because the spin-orbit and

L-uncoupling effects are, to a good approximation, just single-electron operators. The Λ-doubling
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parameter is given by [371]

õ∆ =
∑
i,j,k

4
√

30

∏
(matrix elements)

(E0 − Ei)(E0 − Ej)(E0 − Ek)

S S 2

1 1 S′


√

(2S − 2)!

(2S + 3)!
, (5.12)

where i, j, k are the intermediate states, S = 1 is the spin multiplicity of 3∆1, S′ is the other spin

multiplicity of the perturbing states, and
∏

(matrix elements) is the product of matrix elements

of either the spin-orbit or L-uncoupling operators. Table 5.3 shows the intermediate state and

operator combinations from the states in Table 5.1 that contribute to the Λ-doubling as well as the

calculated value of õ∆ from each combination.

Take, for example, the first line in Table 5.3. We need to evaluate first the spin-orbit matrix

element between 3∆1 and 3Π1, i.e., 〈3∆1|ĤSO|3Π1〉. Remembering the definition of ĤSO as a sum

over single-electron operators from Section 5.1.1 and ignoring the s electron, which does not change,

we have that

〈3∆1|ĤSO|3Π1〉 =
1√
2
〈δ2+(β)| â

2
l+ · s−|π+(α)〉 =

1√
2
〈δ2+| â

2
l+|π+〉 〈β|s−|α〉

=
1√
2

(
1

2

)√
l(l + 1)−mπ(mπ + 1) 〈δ|â+|δ〉 =

1√
2
ζ5d

(
1

2

)√
6− 2.

(5.13)

Similarly, 〈3Π1|ĤSO|3Σ1〉 =
√

3
2 〈π+|â|π+〉 =

√
3

2 ζ5d. For the L-uncoupling operator, we have

〈3Σ1|L̂+|3Π0〉 = 〈σ2(α)|Bl+|π−(α)〉 = B
√

6, (5.14)

and 〈3Π0|L̂+|3∆−1〉 = 2B. Finally, we use these matrix elements as well as the energy differences

from Table 5.5 in Equation 5.12 to evaluate õ∆. In this case, we do not involve any singlet states

so S = S′ = 1. Summing all of the contributions gives õ∆ ≈ 17.6 kHz.

The Λ-doubling in the 3∆1 can be observed at high-J in the 3Φ2 ← 3∆1 (0, 0) band by

comparing neighboring P-, Q-, and R-branch lines, as shown in Figure 5.1(d). Since the R-branch

lines have the highest J , there is noticeable doubling in these lines compared to the P- or Q-

branch lines, which indicates that this doubling is not due to isotope splitting. In this band,

the lines are not sufficiently well resolved to permit an accurate determination of the Λ-doubling

constant, but by fitting the 3Π0− ← 3∆1 (1, 0) transition, we were able to precisely determine
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Table 5.3: Matrix elements for the Λ-doubling in 3∆1. Four matrix elements, two
applications of spin-orbit (HSO) and two applications of L-uncoupling (HL+) are re-
quired to link 3∆1 and 3∆−1. Each row gives one pathway, with the final value of õ∆

calculated according to Equation 5.12.

Λ = 2 Ô Λ = 1 Ô Λ = 0 Ô Λ = −1 Ô Λ = −2 õ∆ (kHz)

3∆1 HSO
3Π1 HSO

3Σ1 HL+
3Π0 HL+

3∆−1 -3.9

3∆1 HSO
3Π1 HL+

3Σ0 HSO
3Π0 HL+

3∆−1 -4

3∆1 HSO
3Π1 HL+

3Σ0 HL+
3Π−1 HSO

3∆−1 -3.7

3∆1 HSO
1Π1 HSO

3Σ1 HL+
3Π0 HL+

3∆−1 6.5

3∆1 HL+
3Π0 HSO

3Σ0 HSO
3Π0 HL+

3∆−1 -4.2

3∆1 HL+
3Π0 HL+

3Σ−1 HSO
3Π−1 HSO

3∆−1 -4

3∆1 HL+
3Π0 HL+

3Σ−1 HSO
1Π−1 HSO

3∆−1 6.5

3∆1 HL+
3Π0 HSO

3Σ0 HL+
3Π−1 HSO

3∆−1 -3.7

3∆1 HSO
1Π1 HL+

1Σ+ HSO
3Π0 HL+

3∆−1 6.9

3∆1 HSO
1Π1 HL+

1Σ+ HL+
1Π−1 HSO

3∆−1 5.4

3∆1 HL+
3Π0 HSO

1Σ+ HSO
3Π0 HL+

3∆−1 8.9

3∆1 HL+
3Π0 HSO

1Σ+ HL+
1Π−1 HSO

3∆−1 6.9
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the sign and size of the Λ-doubling. As shown in Figure 5.7, the best fit was obtained with k′′

instead of k′′D, implying that the Λ-doubling goes mainly as J(J + 1) as expected (adding k′′D to

the fit with k′′ resulted in no improvement). This fit gives a value of k′′ = −1.23(6)× 10−5 cm−1,

so õ∆ = −k′′/2 = 6.2(3) × 10−6 cm−1 = 185(9) kHz (corresponding to e above f). This is

significantly larger than the estimated values above, presumably due to unaccounted for interactions

or mixings in the excited state that invalidate the pure configuration approach. The precision on

õ∆ is only about an order of magnitude worse than that obtained for TiO using pure rotational

spectroscopy [377], illustrating the ability to obtain high-resolution spectroscopic information from

broad-bandwidth ro-vibronic spectra.

Λ-doubling in the 3Π0 can arise from interactions with both 1Σ+ and 3Σ+ states, which result

in a splitting of the Ω = 0− and 0+ levels that is independent of J . We measured this splitting to

be 189.099(4) cm−1 with the 0+ (e-symmetry) higher in energy than 0− (f). To the extent that the

X1Σ+ state is a pure (sσ)2 configuration, we can assume that this splitting is from a higher-lying

3Σ+ state with an (sσdσ) configuration. The spin-orbit interaction between the 3Σ+
0− (f) and the

3Π0− can be estimated by

( 1√
2
〈σ1(β)π(β)|12 âl+s−|σ1(β)σ2(α)〉)2

∆E
≈

3
4ζ

2
5d

∆E
. (5.15)

We have used 〈π(β)|l+s−|σ2(α)〉 ≈
√

6 in the pure-precession model [370, 369]. Using the measured

splitting and the atomic spin-orbit coefficient, we estimate ∆E ≈ 11000 cm−1, which gives an

approximate location of the 3Σ+
0− state to be 21200 cm−1. This is close to the predicted position of

21694 cm−1 from the new calculations (see Section 5.2). In a Hund’s case (a) basis, this splitting

corresponds to the more familiar 2(o+ p+ q) [370].

The cause of the Λ-doubling in the 3Π1 state is primarily interaction with the 3Σ+
0− state

through the 3Π0. This type of interaction is characterized by the parameter p in [370]. With

e-symmetry above f in 3Π0 and 3Π0 located below 3Π1, we would expect e above f in 3Π1, which

corresponds to a negative value of k as observed. The magnitude of k is expected to be about
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4Bp/AΠ, where AΠ is the spin-orbit parameter for the 3Π manifold and

p ≈ C〈3Π1|BL+|3Σ+
0−〉〈

3Σ+
0− |âL−S+|3Π0〉/(EΠ − EΣ) (5.16)

≈ CBζ5d〈π+|l+|σ2〉2/(EΠ − EΣ). (5.17)

Here, C is a numerical factor dependent on the spin [370]. Again using the pure-precession model,

we estimate k ≈ 8× 10−4 cm−1, in reasonable agreement with experiment.

We attribute most of the Λ-doubling in the 1Π1 to interaction with the nearly-degenerate

nominal 3Σ−
0+ state. It is reasonable that the 1Π and 3Σ− are not pure (sσdπ) and (dδ)2 configura-

tions, which would lead to increased spin-orbit interaction between 1Π1 and 3Σ−
0+ . Estimating the

magnitude of the Λ-doubling in this case is difficult due to uncertainty in the purity of the configu-

rations. Qualitatively though, we would expect the effect of a 3Σ− state above the 1Π1 state would

be to push e-symmetry below f as observed. In addition we observed Λ-doubling that was strongly

vibrational-level dependent (3.69 × 10−4 cm−1 for the v = 0 compared with 2.68 × 10−4 cm−1

for the v = 1), which is indicative of nearly-degenerate interacting states. We also measured a

Λ-doubling term proportional to J4 (denoted kD). This term can be explained by substituting

∆E → ∆E + (BΠ −BΣ)J(J + 1) in the Λ-doubling denominator; the first two terms in the Taylor

expansion give the J(J + 1) and the J2(J + 1)2 components. From this we can estimate that

kD ≈ 3k(BΠ −BΣ)/(EΠ − EΣ), which gives kD ≈ 2× 10−8 cm−1.

5.2 Theory

In earlier theoretical study of HfF+ [378], the correlation calculations of the spectroscopic

constants were performed in two different ways: in the first series 10 electrons from 5d, 6s shells of

Hf and 2s, 2p of F were correlated while in the second series 5s, 5p outer core electrons of Hf and

1s of F were also correlated. The rest of the 1s− 4d inner-core electrons of Hf were excluded from

the explicit treatment using the generalized relativistic effective core potential (GRECP) method1

[379]. While it was shown that the inclusion of the additional electrons in the 20-electrons case

1 60-electron core GRECP for Hf is available at www.qchem.pnpi.spb.ru
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contributed significantly to the excitation energies, such 20-electron calculations were performed

only for one internuclear Hf–F distance in a small space of many-electron basis functions due to

computer limitations. This calculation was then applied for other distances as a “core correction”.

In the present work a new 20-electron relativistic correlation calculation was carried out in order to

consider electronic states that were not investigated in [378] as well as to overcome the bottlenecks

of the previous studies of HfF+. Eventually 23 electronic states (with excitation energies up to

22000 cm−1) were considered in the present study instead of ten states in [378].

Some modifications were made in the computational procedure to achieve better accuracy.

We used a direct multi-reference configuration-interaction approach accounting for spin-orbit effects

(SODCI) [380, 381] as a method to treat both correlation and relativistic effects simultaneously.

One-component basis functions (orbitals) are required in this method to construct many-electron

spin-adapted functions (SAF’s). Instead of the orbitals obtained within the complete active space

self-consistent field method (used in [378]), the natural orbitals of a one-electron density matrix

averaged over the density matrices of the states of interest were used. The latter density matrices

were calculated within the scalar-relativistic coupled-clusters method with single and double cluster

amplitudes (CCSD) using the cfour code [382]. From numerical investigation [383] it is known

that the use of natural orbitals can provide faster convergence in terms of the number of SAF’s

required to account for a given part of correlation energy.

In the SODCI calculation the same atomic basis sets for Hf and F were used as in our

previous study [378], i.e., a generally-contracted basis set for Hf consisting of 6 s-, 5 p-, 5 d-, 3 f-

and 1 g- type contracted functions (denoted as {6,5,5,3,1}) and an ANO-I {4,3,2,1} basis set for

F [384]. However, a correction on the extension of the basis set was applied additionally in the

present work. To evaluate the correction, two scalar-relativistic calculations were performed using

the coupled clusters method with single, double and perturbative triple cluster amplitudes: (i) in

the same basis set that was used at the SODCI stage, and (ii) with an extended basis set for Hf

(produced by uncontracting d- and adding g-, h-, i- type basis functions) and an ANO-L {7,7,4,3}

[384] basis for F.
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To compute potential curves the described calculations were performed at 14 points in the

range of 3.0 – 4.2 a0. As shown in Table 5.5, the new calculations are in remarkable agreement

with all of the experimental results. These improvements should enable more accurate calculations

in other species with heavy atoms, where relativistic effects are extremely important.

5.3 Summary

By using a combination of comb-vms and cw-laser vms, we have performed high-resolution

survey spectroscopy of HfF+. We measured 19 transitions (16 identified) and obtained constants

for 9 different electronic states. Because of the ability to see high-J lines, many of the constants are

fit to high precision, including Λ-doubling terms. This information enabled further development

and cross-checks of the theory, which have implications beyond the eEDM measurement: accurate

calculations of lanthanides and actinides are important for understanding the bonding and reactivity

of species containing these atoms, see for example [385, 386, 387, 388].

In particular, we accomplished the four goals identified in the introduction: we measured

precise constants for the 1Σ+ and 3∆1 states, among others, including the Λ-doubling in 3∆1. The

splitting in the J = 1 is important for the eEDM measurements because it is the opposite parity

levels in this state that are mixed in an electric field to polarize the molecule. The necessary electric

field for full polarization – i.e., when the Stark effect goes from second order to first order in the

electric field – can be found by equating the Stark energy to the energy difference between the two

parity states: Epol ≈ ωef/2πdmf [389], where ωef is the Λ-doubling splitting (in angular frequency)

and dmf is the molecular-frame electric dipole moment of the molecule (4.3 Debye for HfF+ [62]).

We can use our measurement of õ∆ to estimate that ωef = 2π × 4õ∆ ≈ 2π × 740 kHz, which is at

least an order magnitude larger than previously predicted [62]. Nonetheless, this means that Epol

is still under 1 V/cm, which is important for the eEDM experiment as larger fields tend to lead

to more issues with systematic errors. We also identified transitions for laser-induced fluorescence

or state manipulation (e.g., 1Π1 from 1Σ+ and 3Φ2 from 3∆1) as well as an intermediate state

for Raman transfer from 1Σ+ to 3∆1 (the 3Π0+). In the next chapter, we use this transition to
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selectively transfer population to the 3∆1 J = 1, see Section 6.3. In addition, Table 5.6 lists the

calculated transition dipole moments between the excited states and the three lowest states, which

are useful for estimating transition strengths.

We are currently using an improved version of the comb-vms system to characterize ThF+,

which has several advantages over HfF+ for the eEDM experiment. However for this species, the ab

initio calculations are even more challenging, leading to larger theoretical uncertainties. The first

spectroscopy of ThF+ using PFI-ZEKE plus some LIF (unassigned) has recently been published

[390], but, as was the case with HfF+, the higher excited states remain uncharacterized. By using

highly nonlinear fiber to broaden the comb spectrum (Section 2.3), we have been able to cover

the full 700-900 nm range with comb-vms, which corresponds to 3250 cm−1 of continuous spectra!

This ability to rapidly cover thousands of cm−1 with high sensitivity and high resolution will be a

powerful new tool for the study of ions and radicals for many applications.



164

Table 5.4: Derived constants for observed states in 180HfF+ in cm−1. Values for T0 are given to the ν = 0 levels, with
the X1Σ+ ν = 0 level set to 0. Values for Te are to the minimum of the potential curves again with X1Σ+ set to 0.
∆G1/2 is only given for states where we had a direct measurement. All equilibrium values assume a Morse potential unless
otherwise noted. Quoted uncertainties are 95% and are statistical, i.e., they do not account for any deviation from the
Morse potential. δTe = T 180

e − T 178
e is an electronic isotope shift relative to 1Σ+ for each state as discussed in the text.

T0 ∆G1/2 Te Be ωe ωexe αe [10−3] δTe

1Σ+ 0 784.820(12) 0 0.30558(3) 790.76(11) 2.97(5) 1.50(2) 0
3∆1 976.930(10) – 991.83(74) 0.29963(5) 760.9(1.5) 2.78(21 ) 1.45(8) -0.049(12)
3∆2 2149.432(18) – – – – – – -0.055(12)
1Π1 13002.189(12) – 13046.04(21) 0.28186(5) 702.9(4) 2.70(15) 1.42(6) -0.071(6)
3Π1 10894.697(14) – 10933.77(6)+ 0.28454(8) 712.382(21)+ 2.51(6)+ 1.43(4) -0.054(7)
3Π0− – – 10248.34(36)* 0.28517(17)* – – – -0.033(16)
3Π0+ 10401.723(13) 712.930(15) 10437.44(36) 0.28518(13) 719.5(7) 3.3(3) 1.63(11) -0.047(7)
3Σ−

0+ 13254.302(7) 699.497(9) 13296.93(28) 0.29046(14) 705.5(5) 3.0(3) 1.59(10) -0.106(7)
3Φ2 14910.270(16) 680.442(14) 14963.15(33) 0.27778(14) 684.5(7) 2.05(31) 1.16(14) -0.044(16)
+ Calculated without assuming a Morse potential.
* Assuming ωe, ωexe, and αe are the same as for the 3Π0+.
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Table 5.5: Summary of states. Comparison of derived molecular constants from this work
and from the experiments of Barker et al. [372] with the old theoretical calculations of
Petrov et al. [378] and the improved theory discussed here. The theoretical values of Be
from [378] were computed from the equilibrium bond length. Experimental uncertainties
are converted to 95% (2σ).

State (configuration) Constant This Work [372] [378] New theory

1Σ+ Te 0 0 0 0
(sσ1)2 Be 0.30558(3) 0.304(10) 0.3082 0.309

ωe 790.76(11) 791.2(1.0) 751 792

3∆1 Te 991.83(74) 993(2) 1599 1229
(sσ1)(dδ) Be 0.29963(5) 0.301(10) 0.2994 0.301

ωe 760.9(1.5) 761.3(2.0) 718 754

3∆2 Te 2149.432(16)† 2151.7(20)† 2807 2394
(sσ1)(dδ) Be 0.29915(9)* 0.300(10) 0.2997 0.302

ωe – 762.3(2.0) 719 766

3∆3 Te – 3951(2) 4324 3995
(sσ1)(dδ) Be – 0.308(10) 0.3004 0.301

ωe – 761.5(2.0)+ 721 757

1∆2 Te – – 11519 10610
(sσ1)(dδ) Be – – 0.2981 0.298

ωe – – 696 747

3Π0− Te 10248.34(36) – 11910 10400
(sσ1)(dπ) Be 0.28517(17) – 0.2848 0.286

ωe – – 689 716

3Π0+ Te 10437.44(36) – 12196 10658
(sσ1)(dπ) Be 0.28518(13) – 0.2854 0.285

ωe 719.5(7) – 699 724

3Π1 Te 10933.77(6) – 12686 11058
(sσ1)(dπ) Be 0.28454(8) – 0.2835 0.285

ωe 712.382(17) – 687 712

3Π2 Te – – 14438 13452
(sσ1)(dπ) Be – – 0.2848 0.287

ωe – – 703 745
+ ∆G1/2.
† T0.
* B0.
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Table 5.5: Summary of states. (continued)

State (configuration) Constant This Work [372] [378] New theory

1Π1 Te 13046.3(3) – 14784 13493
(sσ1)(dπ) Be 0.28186(5) – 0.2805 0.283

ωe 702.9(4) – 679 699

3Σ−
0+ Te 13296.93(28) – – 13773

(dδ)2 Be 0.29046(14) – – 0.292
ωe 705.5(5) – – 716

3Σ−1 Te – – – 14757
(dδ)2 Be – – – 0.292

ωe – – – 711

3Φ2 Te 14963.15(33) – – 15284
(dδ)(dπ) Be 0.27778(14) – – 0.278

ωe 684.5(7) – – 671

3Φ3 Te – – – 17457
(dδ)(dπ) Be – – – 0.277

ωe – – – 658

1Γ4 Te – – – 18312
(dδ)2 Be – – – 0.289

ωe – – – 641

3Π0− Te – – – 19167
(dδ)(dπ) Be – – – 0.276

ωe – – – 691

3Π1 Te – – – 19332
(dδ)(dπ) Be – – – 0.279

ωe – – – 698

3Π0+ Te – – – 20074
(dδ)(dπ) Be – – – 0.280

ωe – – – 748

1Σ+ Te – – – 20330
(sσ1)(pπ) Be – – – 0.288

ωe – – – 610

3Π2 Te – – – 20338
(sσ1)(pπ) Be – – – 0.277

ωe – – – 665
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Table 5.5: Summary of states. (continued)

State Constant This Work [372] [378] New theory

3Φ4 Te – – – 20769
Be – – – 0.283
ωe – – – 740

3Σ+
1 Te – – – 21415

Be – – – 0.276
ωe – – – 665

3Σ+
0− Te 21200◦ – – 21694

Be – – – 0.277
ωe – – – 658

◦ Estimated from Λ-doubling in the 3Π0 (see text).
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Table 5.6: Calculated molecular-
frame dipole moments for 1Σ+and
3∆1 states as well as transition dipole
matrix elements between states in
HfF+ in e a0. (?) indicates non-
zero, but not calculated; (–) indi-
cates < 0.01.

Dipole (e a0)
State 1Σ+ 3∆1

3∆2

1Σ+ -1.2
3∆1 0.02 -1.4
3∆2 – 0.02
3∆3 – – ?
1∆2 – 0.04 0.07

3Π0− 0 0.27 –
3Π0+ 0.15 0.27 –
3Π1 0.25 0.03 0.22
3Π2 – 0.03 0.01
1Π1 0.55 0.03 0.18

3Σ0+ 0.23 0.08 –
3Σ1 0.03 -0.02 0.07
3Φ2 – 0.48 0.10
3Φ3 – – 0.46
1Γ4 –

3Π0− – 0.36 –
3Π1 0.06 0.14 0.39

3Π0+ 0.12 0.39 –
1Σ+ 0.70 0.03 –
3Π2 – ? 0.10
3Φ4 – – –
3Σ1 0.01 0 0.03

3Σ0− – 0.17 –



169

Table 5.7: Franck-Condon factors (vi-
brational overlap integrals) for 3Π0+

- 3∆1. The Franck-Condon factors
are calculated using the rotational
constant for each vibrational level to
account for anharmonicity; however,
the equilibrium vibrational constant
and harmonic oscillator wave func-
tions were used for the calculations.

v’
v” 0 1 2 3 4

0 0.68 0.23 0.02 0.00 0.00
1 0.28 0.28 0.33 0.04 0.00
2 0.09 0.32 0.09 0.37 0.07
3 0.03 0.17 0.27 0.02 0.38
4 0.01 0.07 0.21 0.20 0.00

Table 5.8: Franck-Condon factors for
3Φ2 - 3∆1

v’
v” 0 1 2 3 4

0 0.41 0.38 0.12 0.01 0.00
1 0.35 0.00 0.29 0.23 0.05
2 0.20 0.15 0.07 0.12 0.28
3 0.10 0.21 0.01 0.15 0.02
4 0.05 0.17 0.10 0.02 0.15

Table 5.9: Franck-Condon factors for
3Π0+ - 1Σ+

v’
v” 0 1 2 3 4

0 0.47 0.35 0.07 0.00 0.00
1 0.35 0.04 0.36 0.16 0.01
2 0.18 0.21 0.01 0.26 0.22
3 0.08 0.22 0.07 0.08 0.15
4 0.04 0.15 0.17 0.01 0.14
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Table 5.10: Franck-Condon factors for
3Π1 - 1Σ+

v’
v” 0 1 2 3 4

0 0.45 0.36 0.09 0.01 0.00
1 0.35 0.02 0.34 0.19 0.02
2 0.19 0.19 0.03 0.20 0.26
3 0.09 0.22 0.04 0.12 0.08
4 0.04 0.16 0.14 0.00 0.16

Table 5.11: Franck-Condon factors for
1Π1 - 1Σ+

v’
v” 0 1 2 3 4

0 0.36 0.39 0.14 0.02 0.00
1 0.34 0.00 0.26 0.25 0.05
2 0.22 0.11 0.09 0.09 0.28
3 0.12 0.19 0.00 0.16 0.01
4 0.06 0.18 0.07 0.03 0.14

Table 5.12: Franck-Condon factors for
3Σ0+ - 1Σ+

v’
v” 0 1 2 3 4

0 0.67 0.24 0.02 0.00 0.00
1 0.28 0.25 0.36 0.04 0.00
2 0.10 0.30 0.07 0.41 0.07
3 0.03 0.17 0.23 0.01 0.41
4 0.01 0.08 0.20 0.14 0.00



Chapter 6

Precision spectroscopy of trapped ions

In this chapter, we turn our attention to a different aspect of molecular spectroscopy – tests

of fundamental physics with precision spectroscopy of trapped molecular ions. In particular, we

discuss an ongoing experiment to constrain the size of the electric dipole moment of the electron

(eEDM).

6.1 eEDM Background

As first pointed out by Purcell and Ramsey [391], a permanent electric dipole moment of an

elementary particle would be a violation of parity (P) symmetry — that is, an inversion of spatial

coordinates (~r → −~r). To show this consider an electron, which has a spin about an axis, much like

a spinning top. If we apply a parity transformation, nothing changes — the electron still spins in

the same direction. However, if the electron charge distribution is not spherical but is, for example,

ovoid as illustrated in Figure 6.1, then this transformation (denoted by the P-transformation arrow

in the figure) changes the charge distribution relative to the spin direction. Such an asymmetric

charge distribution can be represented as the sum of two displaced charge distributions of opposite

charge, which is an electric dipole moment (EDM, with units of electron charge, e, times separation

in cm). So we see that under a P-transformation, the dipole moment (red arrow) and the spin

vector (blue arrow) reverse direction relative to each other, violating P-reversal symmetry. This

assumes that the dipole moment is aligned along the spin vector; however, if this were not the case,

then more quantum numbers would be needed to describe the electron, and the Pauli exclusion
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principle would not be valid.

In addition to P-symmetry violation, the existence of an electron EDM (eEDM) would be

a direct violation of time (T)-reversal symmetry (i.e., t → −t) [29], as shown with the lower

transformation in Figure 6.1. Under T reversal, the direction of the electron spin reverses, but

the shape of the charge distribution does not change; so the dipole moment does not change. This

again results in the spin vector and dipole moment being antiparallel if they were originally parallel,

which is a violation of T-reversal symmetry.

The Standard Model, the current theory explaining fundamental particles and their inter-

actions, has been phenomenally successful and has been tested in many cases to high precision.

However, the Standard Model has some potential deficiencies. One primary issue is that the extent

of P-symmetry violation (which is linked to T-symmetry violation by the CPT theorem) can not

account for the observed ratio between matter and antimatter in the universe by the theory of elec-

troweak baryogenesis (this is one component of the Sakharov criteria) [392, 393, 394]. In addition,

the existence of dark matter is not accounted for in the Standard Model. Finally, a significant

amount of “fine-tuning” is required to reduce the CP-violating phase θ in quantum chromodynam-

ics to less than 10−10 to fit with current measurements of the neutron EDM [395] (the strong-CP

problem) and to reduce the energy scale of gravity compared to the electroweak interaction by 1034

(the gauge hierarchy problem). Many theories extending the Standard Model, such as the popular

supersymmetry (SUSY) [396], have been developed to address difficulties with the Standard Model,

but no direct experimental evidence supporting these theories exists. Currently, the experimen-

tally measured instances of P- and T-symmetry violation are explained in the Standard Model;

however, the Standard Model does not contain other instances of T-symmetry violation. Thus, if

additional cases of T-symmetry violation were discovered, this would provide direct evidence for

physics beyond the Standard Model [397, 398, 399, 400].

As discussed more below, measurements of the eEDM are performed currently either in

paramagnetic atoms or molecules. In this case, the measured EDM can arise from an eEDM

or from an EDM of a proton or neutron appearing as an effective eEDM via electron-nucleon
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Figure 6.1: An eEDM violates both parity (P) and time (T) reversal symmetry. The solid black
arrows show the effect of a P- or T-reversal operation on an electron with both a spin and an
electric dipole moment due to a charge distribution asymmetry.



174

interaction [399, 401, 402, 403]. This second contribution is the dominant term predicted by the

Standard Model and is estimated to yield an effective eEDM of around 10−38 e cm (although some

flexibility exists for increasing it to perhaps 10−33 e cm with significant tuning) [402]. The current

experimental limit for the sum of these two contributions is |de| < 8.7 × 10−29 e cm [31], which

means that a non-zero measurement will – at least for a while – be direct evidence of physics

beyond the Standard Model. An eEDM arises in new theories because of CP-violating interactions

with new particles. As an example, the size of the expected eEDM in SUSY, which arises from a

one-loop interaction in the Feynman diagram, is given by [404, 396]

de ≈ e
α

4π

me

Λ2

tanβ

4
sinφCP ≈

(
2.5TeV

Λ

)2

tanβ sinφCP × 10−27e cm, (6.1)

where me is the mass of the electron (in MeV), Λ is the energy scale for new particles, tanβ is the

ratio of Higgs boson masses (SUSY assumes a two-Higgs doublet), and sinφCP is a CP-violating

phase. This is a fairly generic scaling for many theories that introduce an eEDM with one loop.

From here, several assumptions can be made to test different aspects of the theories. First, for

simplicity, it is often assumed that the contribution from electron-nucleon interaction is smaller

than the eEDM signal, so the current limit represents a limit on de. In this case, we can use the

current limit with Equation 6.1 to constrain Λ > 8 TeV, assuming tanβ and sinφCP are both

∼1. This energy scale is already beyond rough “naturalness” constraints (i.e., not “too-much”

fine tuning), which are around 3 TeV, and are close to the upper limit favored by variations of

SUSY [396]. Alternatively, we can assume that Λ ∼ 1 − 3 TeV (the range allowed from Large

Hadron Collider (LHC) measurements and naturalness), and use the eEDM limit to constrain

sinφCP < 0.01 − 0.1 for tanβ = 1. The measured Higgs boson mass1 is also significantly higher

than expected from simple SUSY [406, 396]. This can be partially explained with a larger tanβ;

however, this also makes the eEDM constraints on sinφCP smaller.

Taken together, the LHC results for the Higgs mass, Higgs decay to two-photons, and lack of

new particles below 1 TeV combined with the EDM measurements are placing significant constraints

1 See The Review of Particle Physics [405] at http://pdg.lbl.gov/

http://pdg.lbl.gov/
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on many SUSY models. The current eEDM limit is already probing potential two-loop contributions

[399, 407] and is competitive with the current neutron EDM limit for probing high energy (e.g.,

10-100 TeV) particles in split SUSY [404, 406, 407]. An order of magnitude improvement on the

eEDM measurement would start to test string/M-theory predictions, which estimate an eEDM up

to about 5×10−30 [408]. In addition to these tests, an improvement in the eEDM measurement (as

well as the Higgs decay to two-photons) can also constrain models of electroweak baryogenesis [409].

Conversely, the EDM limits can also be used to constrain the ratio of the expected Higgs decay

to two-photons relative to the standard model [410]. The eEDM measurement currently limits

this ratio to 1± 10−5, which will be tested with new measurements at the LHC. All of the eEDM

constraints given above have assumed that the electron-nucleon interaction term is negligible. If

this term is included in an analysis of all EDM data, the limit is increased to de < 5.4 × 10−27

[411]. Of course, the electron-nucleon interaction term also violates CP-reversal symmetry, so it

also tests for physics beyond the standard model. Interestingly, in the global analysis, a new eEDM

measurement in a different system near the current limit will result in better constraints on both

terms separately than would an improved measurement in the same system. The best option then

is to make an improved measurement in a new system, which is our goal.

6.1.1 Measurement Basics

Conceptually, measuring an eEDM is simple: an eEDM in an electric field will exhibit an

energy difference depending on the orientation of the dipole moment relative to the field. This is

analogous to a magnetic dipole moment — for example, a compass needle — placed in a magnetic

field. The compass needle aligns with the magnetic field because this is the lowest energy con-

figuration; the configuration with the needle aligned opposite to the field is higher in energy by

an amount depending on the strength of the magnetic field and the size of the magnetic dipole.

This energy difference increases with the strength of the applied field. To measure an eEDM, one

needs to measure the energy difference of the two states of the electron in an electric field using

spectroscopy. If the eEDM is assumed to be parallel (or antiparallel) to the electron spin, this is
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equivalent to measuring the frequency difference — given by (2deEeff)/h where h is the Planck

constant and de is the magnitude of the eEDM — between states with the electron spin parallel

and antiparallel to an applied electric field of magnitude Eeff . Since this frequency difference is

expected to be small, the two spin states are typically split with a magnetic field first, and then

any additional shift due to the electric field can be measured with a Ramsey spectroscopy sequence

[412]. Technically most experiments actually use a more general Ramsey-type sequence because

the precession frequency is not measured relative to a local oscillator as it would be in Ramsey

spectroscopy.

We can measure the splitting between spin up and spin down with the following Ramsey-type

procedure:

(1) initially prepare a collection of N0 electrons all spin up (|↑〉);

(2) rotate the spins with a π/2 pulse to 1√
2
(|↑〉+ |↓〉);

(3) allow the spins to precess for a time τ , after which time |↑〉 and |↓〉 have accumulated a

phase difference φ = (∆ω)τ ;

(4) rotate the spins again with a π/2 pulse to N↑ |↑〉+N↓ |↓〉);

(5) measure N↑ and N↓.

If we include a non-ideal contrast due for example to decoherence, we can write

N↑(↓) =
N0

2
(1∓ C cosφ), (6.2)

where C is the fringe contrast:

C =
Nmax −Nmin

N0
, (6.3)

with Nmax(min) being the maximum (minimum) population measured by varying τ . Taking the

difference
N↑−N↓
N0

= −C cosφ provides a measurement of the accumulated phase φ. The fundamental

limit to the precision of such measurement is set by shot noise [413, 395, 400]. The shot-noise-limited
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uncertainty can be determined by first taking the derivative with respect to φ:

δ(N↑ −N↓)
δφ

= N0C sinφ. (6.4)

Setting φ ≈ π/2 and using the shot-noise limit δN =
√
N , we have

δφ =
δ(N↑ −N↓)

N0C
≈
√
N0

N0C
, (6.5)

We can relate δφ to an uncertainty in the dipole moment, δde since φ = (∆ω)τ and ~∆ω = 2deEeff :

δde =
~

2EeffτC
√
N0RT

, (6.6)

where T is the total time for repeated measurements at a repetition rate R. In addition to statistical

sensitivity, the accuracy of any measurement can also be limited by systematic errors, which are

any signals that mimic the splitting due to the eEDM.

A bare electron will rapidly accelerate out of an electric field, making a measurement of the

eEDM potentially challenging. While the first attempts to measure the eEDM did do this [414], a

more elegant solution was proposed by Sandars [415, 416]. Due to relativistic effects, an unpaired

electron in a neutral atom with an applied electric field will experience an effective electric field.

Initially, it was expected that this should not be true because
〈
~E
〉

= 0 for the electron to be

stable. This would seem to imply that
〈
~de · ~E

〉
= de

〈
~E
〉

= 0, so there should be no net effect from

the interaction (this is known as Schiff’s Theorem). However, relativistic motion leads to length

contraction, which means both ~de and ~E are time dependent. So,
〈
~de · ~E

〉
6=
〈
~de

〉〈
~E
〉

and can be

non-zero [417]. Even more remarkably, the electric field that the electron experiences in the atom

can actually be larger than the applied electric field. Because relativistic effects in general increase

for heavier atoms, the magnification also increases with atomic number. Thus, by measuring the

energy difference of two spin states in a heavy atom, it is possible to effectively measure the energy

difference of an electron oriented in two different directions in an electric field.

This concept has formed the basis of multiple generations of experiments, including one of the

most precise measurements to date performed by Regan et al. [418]. The researchers used atomic

thallium-205 (Tl) to set a limit on the eEDM of 1.6×10−27 e cm. The experiment consisted of four
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separate thallium-sodium beams, which each had a different combination of propagation direction

(vertically up or down) and applied transverse electric and magnetic fields (E and B parallel or

anti-parallel). Sodium was used as a comagnetometer to measure magnetic-field-related systematic

effects. For the measurement, atoms emerged from an oven and were collimated to form a beam.

A combination of lasers and a radio-frequency (rf) pulse created a coherent superposition of the

mF 6= 0 Zeeman sublevels of the ground F = 1 state. After this, the atoms traveled through a

99-cm-long region with a 123 kV/cm transverse electric field and a 0.38 G transverse magnetic

field. After the field region, a second rf pulse transferred some population, depending on the exact

value of the magnetic and electric fields, back to the mF = 0 level, which was then measured with

laser fluorescence. One of the dominant sources of systematic error was due to the motion of the

atoms through the electric field combined with stray magnetic fields (termed motional magnetic

field effects). While significantly reduced by the use of four atomic beams with different propagation

directions, these effects still limited the accuracy of the measurement.

6.1.2 Current Limit

The relativistic enhancement factor for Tl is about 600, meaning that the effective electric

field at the electron is 600 times larger than the applied laboratory electric field (the effective

electric field in the Regan et al. experiment was about 80 MV/cm). Large enhancement factors are

possible using polar molecules with one heavy atom [419, 29]. This is due to the low electric fields

necessary to polarize the molecule (a result of the closely spaced levels of opposite parity present in

many molecules). This concept eventually resulted in an improved limit on the size of the eEDM

over the Tl measurement using ytterbium fluoride (YbF) molecules [30] to reach 1.0× 10−27 e cm.

The experiment in YbF was conceptually very similar to the Tl experiment; however, only

one beam was used instead of the four beams in the Tl experiment and instead the direction of

the applied fields were switched. This simplification is partially due to the significantly reduced

sensitivity of YbF to motional magnetic field effects. In addition, the required electric field was

about 10 kV/cm instead of 100 kV/cm, while the resulting effective electric field was 14.5 GV/cm,
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about 200 times larger than that in Tl. The YbF experiment was primarily statistical noise limited

but did also have two systematics above 10−28 e cm [420]. The first of these is attributed to

uncorrected effects from imperfect E reversal. The second is due to a phase shift that depends on

the detuning of the rf pules. An imperfect E reversal or small bias voltages will result in different

Stark shifts and thus rf detunings for different directions of E , which will result in a correlated phase

shift. The next generation YbF experiment aims to reduce these systematics by better control over

E reversal.

A recent experiment using ThO has constrained the eEDM to be less than 8.7× 10−29 e cm

[31]. This experiment was again done in a molecular beam, but the choice of molecule provided

several crucial advantages over YbF. In particular, the use of a 3∆1 electronic state requires a very

small polarizing field (∼1 V/cm) due to the closely-spaced Λ-doublet levels (as discussed in Sections

5.1.1 and 5.3) and a has a small magnetic g-factor since gF ∼ (gLΛ− gSΣ) ∼ α/π [389, 421], where

gF , gL, and gS are the magnetic g-factors for each angular momentum component. The Λ-doubling

in the 3∆1 state can also be used as an internal comagnetometer, which reduces sensitivity to stray

magnetic fields and provides the ability to switch E without reversing any applied fields, an idea

initially developed for PbO [422].

The 3∆1 internal comagnetometer is illustrated for HfF+ in the inset of Figure 6.2. In

particular, we measure the splitting in both the upper and lower pairs of mF = ±3/2 levels (in the

J = 1, F = 3/2 manifold). These mF states are split in an applied magnetic and electric field by

3gµBB± 2deEeff for the upper and lower pairs, respectively. Here g is the magnetic g-factor for the

upper and lower pairs, µB is the Bohr magneton, B is the applied magnetic field, de is the eEDM

(to be measured), and Eeff is the effective electric field (from theory). By taking the difference of

the splitting in the upper and lower states, we can remove all magnetic field dependence — to the

extent that the upper and lower pairs of states have the same g-factor.

Another difference in the ThO experiment compared to the YbF experiment is that state

preparation and readout were all optical transitions. In particular, preparation of the spin-state

superposition was accomplished by preparing a dark state using a depletion laser instead of by



180

transferring population to a superposition of spin states using an rf pulse. The ThO measurement

was also statistical-noise limited, although the systematic error contribution was estimated to be 3×

10−29 e cm (the systematic error contributions were limited by the precision with which systematic

shifts were measured). In addition to possible systematic errors from magnetic field gradients [423]

and stray magnetic fields, the largest systematic errors were related to differential Stark shifts of the

dark state by the preparation laser that were caused by non-reversing electric fields or by different

Rabi rates for the two doublets (due, for example, to interference between E1 and M1 transition

amplitudes).

6.1.3 Overview of JILA eEDM measurement

One option for improving the sensitivity of measurements is to increase the free-evolution time

or coherence time of the measurement. In addition to an improvement in the shot-noise-limited

sensitivity, a longer coherence time also helps to reduce the sensitivity to systematic errors because

the Fourier-limited linewidth is smaller. This increase in coherence time can be accomplished by

using molecular ions, which can be easily trapped for many seconds. Specifically, we focus on HfF+

in the initial experiments. A future version of the experiment could use ThF+ for higher sensitivity,

but preliminary spectroscopy work for that molecule is still in progress.

This choice of molecular ion is motivated by several factors. First, the presence of a heavy

atom provides a large effective electric field, around 23.3-24 GV/cm in HfF+ [424, 421, 425] and

38 GV/cm in ThF+ [426]. Note that this is significantly lower than initially estimated in [421]

and is lower than the calculated value for ThO. This is because the ThO bond is more ionic than

the ThF+, which means the s electron experiences a larger field and thus is mixed more with p.

Second, these molecules have long-lived, metastable 3∆1 electronic states. The small Λ-doubling of

this state (740 kHz in HfF+) results in full polarization with only a 1-V/cm-laboratory electric field,

which reduces sensitivity to systematic errors caused by large laboratory electric fields. As can be

seen in Figure 6.3, numerical results for 3∆1 J = 1 hyperfine levels confirm that at 1 V/cm the

splitting in the |mF | = 3/2 levels due to eEDM related Stark shift is almost saturated at 2deEeff .
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Figure 6.2: Electronic states used in an eEDM measurement in HfF+. An eEDM is measured
by measuring the splitting of the J = 1, F = 3/2,mF = ±3/2 sublevels of the low-lying 3∆1

excited state, as shown in the inset. The states (a), (b), and (c) are excited states used for: (a)
population transfer, (b) state readout via laser-induced fluorescence, and (c) state readout with
photodissociation.
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This saturation occurs as the molecule becomes fully polarized. These results were obtained as

described in [427].

The basic measurement procedure is as follows. First, we state-selectively produce ground

state HfF+ ions using multi-photon photoionization. This process has been shown to produce

30% of the ions in a single quantum state in the ground 1Σ+ electronic state [428]. The HfF+

ions are then trapped using a six-electrode linear Paul trap, see Section 6.2.1. To provide a bias

electric field, we apply a sinusoidal potential to each radial trap electrode 60 degrees out-of-phase

with the neighboring electrodes. A magnetic field must also be applied parallel or antiparallel

to the rotating electric field (Section 6.2.3). After the electric and magnetic fields are applied,

population is transferred (Section 6.3) to either the upper or lower pairs of states using a two-

photon transition through an intermediate 3Π0+ state (Figure 6.2). This transfer scheme results

in an incoherent population distribution between the mF = ±3/2 levels, so we prepare a pure spin

state by depleting one mF level. The next step in the Ramsey spectroscopy sequence (Section 6.4)

is to prepare a coherent superposition of the mF = ±3/2 levels via a π/2 pulse. After this π/2

pulse, the superposition evolves for a free-evolution period during which the two mF levels acquire

a differential phase shift proportional to their energy difference and the evolution time. A second

π/2 pulse finishes the Ramsey sequence by projecting back to pure spin states. This maps the phase

difference to a population difference between the two spin states. We then measure the population

in a spin state with depletion followed by resonantly-enhanced multi-photon dissociation (REMPD,

Section 6.2.2).

6.2 Experimental Setup

Figure 6.4 shows the basic setup used for the JILA molecular-ion eEDM experiment. Many

parts of the experiment have been described in detail elsewhere [64], so we only provide a summary

and some added technical details here. We start by producing neutral HfF using laser ablation (532

nm, 10 ns, ∼10 mJ pulses) of a Hf target at the outlet of a pulsed supersonic expansion of 1% SF6 in

Ar (backing pressure of ∼80 psi). Initially, we used a solenoid valve (Parker General Valve), but we
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Figure 6.3: The eEDM induced Stark splitting (∆E) for J = 1 hyperfine levels of the 3∆1 state of
HfF+: between F = 3/2 mF = ±3/2 levels (solid line), between F = 3/2 mF = ±1/2 levels (doted
line), and between F = 1/2 mF = ±1/2 (dashed line).
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found overall improved performance with a disk-piezo based valve (Physik Instrumente P-286.23).

This valve allowed us to reduce the pulse duration to typically ∼35 µs and simultaneously increased

our final ion yield. When installing this valve, the poppet tension was adjusted first so that the

valve barely sealed to atmosphere when the chamber was pumped with only a roughing pump and

was then tightened about one-half to one turn further. In order to prevent damage to the piezo,

the tension should be kept as low as possible. The piezo is biased at 275 Volts to open the valve.

The gas exits through a 1-mm diameter nozzle. The ablation target is located just downstream of

nozzle and is positioned to be just on the edge of the expanding beam. The timing of the ablation

laser is experimentally adjusted to optimize the final trapped HfF+ yield and is typically ∼110 µs

after the start of the gas pulse.

6.2.1 Ion Trap

The supersonic expansion is collimated using a pair of skimmers: the first skimmer (3 mm

diameter) is located about 11 mm from the source and the second skimmer (2 mm diameter) is

located 9.6 cm farther downstream. This gives an expected transverse translational temperature

based on the collimation (i.e., the maximum velocity a molecule can have to barely pass through

both skimmers) of 3 K. The first skimmer is also biased at 200 V to remove any ions produced in

the ablation. After this, the neutral HfF is ionized using resonant two-photon vibrational auto-

ionization through a highly-excited Rydberg level [429]. This process produces HfF+ only in the

1Σ+ v = 0 state, with about 35% of the population in the J = 0 level. The ions are produced at

the center of ion trap and are immediately stopped with a pulsed electric field. The trapping fields

are turned on immediately after this.

The trap is a linear Paul trap with a standard rf (50 kHz) radial quadrupole confinement and

static dc axial confinement [430, 431, 64]. As shown in Figure 6.4, the trap consists of six radial

electrodes. In order to produce the quadrupole radial confinement, we drive some of the electrodes

synchronously (e.g., the blue and purple electrodes in Figure 6.4), The motion of a single trapped
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expansion and ablation of Hf. After a pair of skimmers, we create HfF+ using photoionization in
the center of a six-electrode linear Paul trap (top shown). The radial electrodes provide both
a quadrupole rf confinement (ωrf = 2π × 50 kHz) and uniform rotating electric field (ωrf ≈
2π × 253 kHz). A static quadrupole magnetic field gradient leads to a rotating magnetic field due
to the circular micromotion from the rotating electric field. Ions can be detected either with a fast
micro-channel plate (MCP) aligned along the trap x axis or with an imaging MCP.
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ion along the ith direction (i = x, y, z) is given approximately by [431]

xj(t) ≈ [a0j + a1j cos(ωit+ φi)]
[
1 +

qi
2

cos(ωrf t)
]
, (6.7)

where a0j arises from a static dc electric field,

a0j =
4e~Edc · x̂j

m(ai + 1
2q

2
i )ω

2
rf

(6.8)

and a1j is the secular motion amplitude with frequency ωi = 1
2ωrf

√
aj + 1

2q
2
j . The parameters ai

and qi are sometimes called the Mathieu parameters and are related to the confinement by

ax = ay = −1

2
az = − 4eκVdc

mZ2
0ω

2
rf

≈ 0.004,

qx = −qy =
1

2
az = − 2eVrf

mR2ω2
rf

≈ 0.23, and

qz = 0

(6.9)

where κ is a geometrical factor and the other parameters are given in Figure 6.4. The kinetic energy

averaged over a secular period, assuming ωrf >> ωi and q >> a, is

Ej =
1

2
m
〈
ẋ2
j

〉
=

1

4
ma2

1jω
2
i +

4

m

(
eqj ~Edc · x̂j

ωrf (2aj + q2
j )

)2

. (6.10)

Assuming a thermal distribution, Ez ≈ 1
2kBTz and Ex,y ≈ kBTx,y because of the micromotion

energy, which is equal to the secular motion energy [431].

We detect ions by turning off the trap and kicking the ions to one of two micro-channel

plates (MCP). One MCP is connected to a fast trans-impedance amplifier to provide high temporal

resolution; the other MCP provides a two-dimensional image of the ions. The arrangement of these

two MCPs is shown in Figure 6.4. The fast MCP is aligned along the x-axis of the trap, while the

imaging MCP is 60◦ off of the x-axis. When used in combination, these two MCPs can provide

three-dimensional information about the trap, but first we need to obtain a relationship between

the position xdj of an ion on the detector along the jth coordinate axis and the position xtj and

velocity ẋtj of the ion in the trap. In particular, we assume that

xdj = m11,jx
t
j +m12,jτdẋ

t
j (6.11)
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where τd is the time of flight to the detector and m11,j and m12,j are two coefficients that must be

measured. Ideally, both of these coefficients would be 1, but by measuring them, we can account

for first-order non-uniformity of the kick or stray fields due to patch charges.

In order to measure the two coefficients, we kick the cloud along one axis by pulsing the

voltage on the electrodes for a duration of 2 µs (with an approximately triangular waveform). To

determine the impulse applied, we measured the kick waveform applied to the electrodes and then

integrate the applied voltage: for example, the integrated kick applied to one fin for a programmed

1 V, 2 µs pulse (amplified 25× in the trap driver electronics) gives 50.5 V µs. The electric field at

the center of the cloud is obtained by COMSOL simulation for a 1 V potential applied to one fin:

Ex = 2
√

3× 57.21(1) mV/cm

1 V
× Vx ≡ kxVx;

Ey = 2× 57.21(1) mV/cm

1 V
× Vy ≡ kyVy;

Ez = 2× 8.75(1) mV/cm

1 V
× Vz ≡ kzVz.

(6.12)

The factors of 2
√

3 in x and 2 in y and z arise from the electrode geometry. Assuming that the

cloud is stationary before receiving a kick along direction j and that the kick is short enough so

that it does not affect the position of the ions, the in-trap position and velocity after the kick are

xtj(t) =
Bj
ωj

sin(ωjt)

ẋtj(t) = Bj cos(ωjt)

(6.13)

where

Bj ≡
e

m

∫ ∞
−∞
Ej(t)dt =

e

m
kj

∫ ∞
−∞

Vj(t)dt. (6.14)

By scanning the time between the kick and readout, we measure an slosh of the ion cloud on the

detector with amplitude Adj and phase ϕj :

xdj (t) = Adj sin(ωjt+ ϕj) = Adj cos(ϕj) sin(ωjt) +Adj sin(ϕj) cos(ωjt). (6.15)
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Comparing Equations 6.13 and 6.15, we find that

m11,j =
Adjωj cos(ϕj)

Bj
(6.16)

m12,j =
Adj sin(ϕj)

Bjτd
. (6.17)

These measurements can be used to determine the temperature of the ions in the trap. First,

we need to find the width of the cloud in the trap from the measured width on the detector:

σt,j =
σdj√

m2
11,j + (m12,jωjτd)2

. (6.18)

Because the imaging detector is not aligned with a primary trap axes, there is some projection of

motion along x onto the imaging detector. Taking into account the 30◦ angle between the imaging

detector y′ axis and the trap x axis, the observed width σimg,y′ is a combination of the motion

projected along the trap x axis, σ̃img,x, and motion along the trap y axis, σ̃img,y

σimg,y′ =
1

2

√
3σ̃2

img,x + σ̃2
img,y. (6.19)

The width due to x motion is

σ̃img,x = σt,x

√
g2

11,x + (g12,xωxτimg)2, (6.20)

where g11 and g12 are the coefficients for mapping x motion on the imaging detector. Finally the

width observed on the detector due only to y motion is

σ̃img,y =

√
4σ2

img,y − 3
[
g2

11,x + (g12,xωxτimg)2
]
σ2
t,x. (6.21)

We have measured the transfer functions with several different kicks to obtain the transfer func-

tions given in Table 6.1 for two different configurations, called relaxed and normal. For these two

configurations, the trap is turned on in the given configuration, and then the transfer function

coefficients are also measured in that configuration.

Assuming harmonic confinement and neglecting Coulomb repulsion between the ions (i.e.,

space-charge effects) which distorts the trap profile [432, 433, 434], the trap width along the j-th
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Table 6.1: Secular trap frequencies, transfer function coefficients, trap width, and trap temper-
atures for two different trap configurations. In addition, the secular frequencies, widths, and
temperatures are given for an adiabatic ramp starting from the relaxed trap.

Config Axis ωj/2π (kHz) m11 or g11 m12 or g12 σt,j (mm) Temp (K)

Relaxed x 3.5 0.093(8) µs/mm 0.08(1) µs/mm 1.1 14

ximg n/a 0.56(9) 0.65(5) n/a n/a

y 4.8 2.7(4) 1.04(16) 1.7 64

z 1.6 0.75(3) 0.72(6) 3.1 23

Normal x 4.4 0.079(4) µs/mm 0.08(1) µs/mm 1.2 27

ximg n/a 0.3(1) 0.60(4) n/a n/a

y 5.6 3.0(1) 0.69(8) 1.8 93

z 3.7 1.09(7) 0.42(6) 1.9 48

Relaxed + x 2.8 – – 1.2 11

ramp y 4.3 – – 1.5 44

z 0.7 – – 4.2 9
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axis is related to the temperature in that direction by

σ2
t,j =

kBTj
mω2

j

, (6.22)

Rearranging give the temperature

Tj =
mω2

jσ
2
t,j

kB
. (6.23)

We can use the measured width on the detector and the transfer function coefficients to determine

σt,j and use this to determine Tj (Table 6.1). Because of the complication of both x and y appear-

ing on the imaging detector, the y measurements are the least reliable, which is possibly why the

temperature seems high. From this, we see that the temperature is lower with a looser initial trap.

The x and z temperature are reasonably close to – although higher than – the expected Doppler

temperature from the molecular beam collimation. We have also confirmed that the temperature

scales approximately with secular frequency during an adiabatic ramp, as expected [435]: it ac-

tually seemed that the temperature decreased slightly faster than secular frequency, which could

be an indication of space-charge effects. By initializing the trap in the relaxed configuration and

then adiabatically ramping to trap frequencies of (2.8, 4.3, 0.7) kHz in (x, y, z), we were able to

further decrease the temperature to (11, 40, 9) K. Currently, the trap becomes unstable when we

ramp to lower secular frequencies; this is perhaps due to ground loops that introduce noise on the

trap electrodes. We have reduced these significantly with optical isolation of digital signals and

careful separation of analog power supplies when possible, but there are still residual effects. It is

also possible that we need to lower the trap rf frequency in order to further decrease the secular

frequencies. We have also tried to reduce the temperature by reducing the size of the ionization

laser beams with no effect (if anything, the temperature is lower with larger ionization laser beams).

Of course, to count the highest number of ions possible for the eEDM measurement, we want

the absolute detection efficiency of the MCP to be as high as possible. It is often said that ion

detection occurs with unit efficiency, but this is not completely correct as the absolute detection

efficiency depends on several different factors. As its name implies, an MCP is an array of small

glass channels that are fused together to form a plate. The input face of this plate is negatively
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biased (typically up to −1.1 kV across one plate) so that positive ions are accelerated toward the

surface. When the ion hits inside a channel, several electrons are ejected. These electrons are

accelerated towards the output and collide with the wall, which causes a cascade of electrons at

the output. These electrodes are detected, either as a current with a fast transimpedance amplifier

(for the fast MCP) or a phosphor screen and camera (for the imaging MCP). Typically, multiple

plates are stacked together (two for the fast MCP, three for the imaging MCP), which increases

the total bias applied and also increases the electron gain. A grounded mesh is located in front of

the MCP front surface to shield the trap from the high voltage.

The first limit to the MCP detection efficiency is the transmission of this mesh. Previously, we

used a coarse mesh with about 60% transmission, but have now switched to a fine mesh with ∼90%

transmission. Despite having a large transmission, the pitch of the mesh is small, so we noticed no

issues due to worse shielding of the bias voltage. Once an ion is through the mesh, the efficiency of

producing secondary electrons depends on the energy (and thus bias, since this accelerates the ions)

and mass-to-charge ratio of the impacting ion. As the impact energy is increased, the efficiency

has been observed to increase and eventually saturate at < 100% [436]. This plateau value is close

to the open-area-ratio (i.e., the ratio of the total area of the tubes to the area of the plate) of

the MCP, typically around 63% for the MCPs that we use. This limit arises because ions that do

not enter a tube and just strike the surface emit secondary electrons that are not collected. The

efficiency can be increased beyond this by applying an additional return bias fields using another

mesh to drive electrons back towards the surface [437]; however, the efficiency improvement seems

to only be marginal under most conditions (e.g., 80% instead of 60%) [438]. Coating the MCP with

a material to increase the secondary electron yield could push the efficiency up even higher [438].

We measured the counted ion number (for very low total ion number, any peak over a threshold

voltage is counted as a single ion) as a function of bias voltage and found that it saturated at

about 2.05-2.1 kV, which suggests that we are reaching the limit of the mesh plus open-area-ratio

of the MCP. For measuring larger ion numbers, we cannot count peaks because several ions could

contribute to a single peak. The large noise in peak heights even for a single ion makes it impossible
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to define thresholds for more than one ion, so instead, we integrate to find the total area under the

peak. We have determined a calibration based on the average integrated area of single ion peaks

and have compared integrated and counted signal at low ion number as a function of bias voltage

to be sure that the two methods agree.

Interestingly, we have noticed that using the integrated signal to measure the ion number

consistently results in slightly higher noise than using counted ion number. On way of seeing this

is to look at the statistics for the number of Hf+ measured with counting versus integrating and

compare this to a Poisson distribution. Histograms of the number of Hf+ measured using counting

and integrating are shown in Figure 6.5. The solid lines are the expected Poisson distribution

given the measured mean Hf+ number. From this, we see that the integrated ion number differs

significantly more from a Poisson distribution than the counted ion number. We have also confirmed

this by comparing the standard error on Hf+ measurements to the calculated shot noise. Typically,

the noise when using counts is around 20% above shot noise, while the noise using integrated Hf+

number is around 50% above shot noise.

6.2.2 Photodissociation

Ideally, we would like to be able to measure the population in any desired Zeeman sublevel

within the 1Σ+ or 3∆1 state, but as was pointed out years ago “you can’t always get what you want”

[439]. In order to get what we need, we can use a combination of techniques. Historically, a common

molecular state read-out method is laser-induced fluorescence (LIF) [440], where molecules in the

target state are excited by a bound-to-bound transition and the subsequent spontaneously-emitted

photons are measured. However, the lack of closed transitions in HfF+ and the low detection

efficiency of photomultiplier tubes at the known LIF transition wavelengths combined to make

LIF count rates very low. The low efficiency of photon detection can be circumvented by directly

detecting ions instead. In neutral molecules, a common detection technique is resonance-enhanced

multiphoton ionization (REMPI) [441, 442], which has been used for efficient measurement of

molecular quantum state populations. In molecular ions, the difficulty of efficiently and controllably
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removing the second electron (because of the typically very high second ionization energy) makes

REMPI a challenging technique to apply.

An alternative to REMPI is to instead state-selectively dissociate the molecular ion and

detect the dissociation products, leading to the development of resonance-enhanced multiphoton

photodissociation (REMPD) [443, 444]. Soon after the first demonstrations REMPD was combined

with ion trapping to perform spectroscopy on trapped molecular ions [445]. Most applications relied

on mass-selectivity to obtain zero-background spectra of excited molecular states, but have not used

REMPD to sensitively measure lower state populations. Recent developments have focused on high-

senstivity detection of small collections of trapped ions. In Roth et al. [446] and Højbjerre et al. [67],

rotational-state-resolved photodissociation was demonstrated with molecular ions in a Coulomb

crystal. There, high signal-to-noise images of co-trapped atomic ions showed the photodissociated

molecular ions as a loss of dark ions. While providing high quantum efficiency, this technique only

works with Coulomb crystals. Rellergert et al. [447] instead used one-photon photodissociation

followed by mass-resolved time-of-flight ion detection. This method was sensitive to the distribution

of molecular vibrational states but did not provide rotational state selectivity. We demonstrate a

combination of these techniques that provides high quantum efficiency, rotational state selectivity

for multiple vibronic states, and rapid detection without the need for Coulomb crystals. A similar

scheme has recently been demonstrated for rotational-state specific detection of AlH+ as well [448].

We use (1+1′) REMPD to break apart HfF+ into Hf+ and F and then count the Hf+ products

and remaining HfF+ ions. The first photon in the (1+1′) scheme drives a bound-bound transition

in HfF+, making the photodissociation process rotational-state sensitive. Subsequently, the second

photon excites HfF+ from its intermediate state to a repulsive molecular potential, as shown in

Fig. 6.6(a). The two ion species are mass-resolved in time-of-flight to the detector. When no

photodissociation pulse is applied, we see one large ion peak on the MCP centered 30 µs after the

readout kick, which corresponds to the time-of-flight of HfF+ (Fig. 6.6(b)). If the photodissociation

pulses are applied on resonance, a second, smaller number of Hf+ ions appears at an earlier time.

Prior to applying the dissociation lasers, the axial and radial confinement are ramped up to form a
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tighter trap (∼ 12 kHz in all three dimensions). This helps to increase the dissociation efficiency,

reduce the background counts, and also improve the mass resolution of the time-of-flight detection.

We also wait for a “focusing” time after dissociation before kicking the ions toward the MCP [65].

To calibrate the photodissociation detection efficiency, we probe the X1Σ+, v′′ = 0, J ′′ = 0

ions using the R(0) line of the 35,976 cm−1 band shown in Figure 6.7. Note the absence of

a Q-branch, which indicates that the intermediate state is also Ω = 0. We observe that the

photodissociation yield saturates with a laser fluence of 160(30) µJ/cm2 for the first photon and

approximately 50 mJ/cm2 for the second photon. The saturation fluence on resonance, Fsat is

related to the peak transition cross section, σ0: Fsat = hc
λσ0

, where

σ0 =
4π3g0µ

2
21

3ε0hλ

g2

g1
. (6.24)

Here g2

g1
is the ratio of the upper and lower state degeneracy, which we assume to be 1; µ21 is the

usual transition dipole moment; g0 is the peak of the normalized line shape function g(ω). For

the 266 nm transition to the dissociating curve, we assume that g(ω) can be obtained by mapping

the harmonic oscillator wave function for the intermediate state onto the dissociating potential, as

shown by the dashed gray lines in Figure 6.7(a). The v = 0 wave function is a Gaussian with width

∆r =
√

~
2πcωeµ

, where ωe is the vibrational constant (in cm−1). With ωe ≈ 650 cm−1 (estimated

from the higher states in Table 5.5), ∆r ≈ 0.055 Å. The slope of the dissociating resonance has been

estimated to be k = 80000 cm−1/Å [63], which gives a width of the photodissociation resonance

of ∆ν̃ = k∆r = 4400 cm−1. The peak of an (area) normalized Gaussian with spectral width ∆ν̃,

g0 = 1√
2π2πc∆ν̃

. If we assume an electronic dipole moment of µ21 ≈ 0.5 ea0, σ0 ≈ 7.8× 10−19 cm2.

This gives an estimated saturation fluence of ∼ 300 mJ/cm2, which is in reasonable agreement with

the experimental result given the large number of assumptions.

From the ratio of total HfF+ counts on the MCP to the Hf+ counts that are detected as

products of state-sensitive photodissociation, we derive an efficiency of 32(2)%. This includes a

dissociation efficiency of 41(2)%, which we measure from the fractional loss of HfF+ signal when

the (1+1′) pulse is applied, and a 78(2)% transport efficiency of the dissociated ions to the detector.
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Figure 6.6: (1+1′) resonance-enhanced multiphoton photodissociation (REMPD). (a) Photodisso-
ciation pulses consist of two photons of different color. The first photon excites molecules from
their initial state (one of X1Σ+ v′′ ∈ {0, 1} or 3∆1 v′′ = 0 to an intermediate state, and the second
266 nm photon dissociates the molecules into Hf+ and F. The spectral width (∆ν) of the resonance
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time-of-flight ion detection signal, recorded without photodissociation (red) and with photodisso-
ciation (blue). The gray dashed line indicates the distinction between Hf+ (to the left) and HfF+

(to the right).
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The detector itself counts 57% (90% throughput from the grounded copper mesh in front of the

detector, 63% from the open area of the detector, and 100% quantum efficiency for a given open

channel) of the incident ions. Therefore the overall efficiency, including detector loss, is 18(2)%.

Compared to LIF detection [428], this is an improvement by a factor of more than 200.

Population in the 3∆1 v = 0, J = 1 can be detected by dissociating through the same

intermediate state using the 35,006 cm−1 band. The yield on this transition saturates at a fluence

of 70(10) µJ/cm2. We measure a photodissociation efficiency of around 13% (not including detector

loss) from 3∆1. Currently, we do not understand why the photodissociation efficiency is lower for

the 3∆1 than for the 1Σ+. The dissociation efficiency is lower for the P-branch than for the R-

branch, which could indicate that state degeneracies play a role (the ratio of excited state to lower

state degeneracy is smaller for the P-branch). To check this (and other effects) we have tried

dissociation through other intermediate states but observed no difference in maximum number of

dissociated ions.

The dissociation can be increased by applying multiple dissociation pulses (at a 10 Hz rate)

and holding the dissociated Hf+ in the trap between pulses. This is shown for the both 1Σ+ and

3∆1 in Figure 6.8(a) and (b), respectively. Unfortunately, we find a rapid loss of about 50% of the

dissociated Hf+ within 100 ms (most of the loss was within several ms), which reduces the total

efficiency from multiple dissociation pulses. We experimented with different trapping configurations

to reduce this loss, thinking that perhaps the trap was too loose during the hold time (we expect the

Hf+ to have about 2000 cm−1 of energy, and the trap depth during the hold time was about 2000

cm−1), but increasing the trap depth during the hold time did not help. If we include this loss, we

find that we dissociate about 350 HfF+ from 1Σ+ and about 80 from 3∆1 out of a total ion number

of ∼ 3000 HfF+. This corresponds to about 85% of the expected number in X1Σ+ v = 0, J = 0 and

40% of the 3∆1 v = 0, J = 1 (including the transport efficiency of 78% from the previous paragraph);

the reason that the total dissociation is lower for 3∆1 is still unknown. We are currently replacing

the pulsed YAG laser that pumps a dye laser for the first photodissociation step as well as provides

the 266 nm light to have a firing rate of 30 Hz, so we will be able to apply multiple dissociation
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pulses faster.

Over the first 200 ms of trapping, we observe a redistribution towards higher rotational states

compared to the initial rotational state distribution from the autoionization (see Figure 6.7). We

believe this state redistribution is due in part to Langevin collisions of HfF+ ions with the neutral

argon atoms that are injected as the supersonic beam’s carrier gas. It could also be caused by

collisions with some initially hot ions. Figure 6.9(a) shows rapid initial loss from the J = 0 state

(due to a relatively high argon pressure) followed by a much smaller loss rate after the argon

has been pumped out of the vacuum chamber. The amount of fast loss was reduced by adding an

additional turbo pump on the trap chamber and by decreasing the open duration of the pulsed valve

(which was possible by switching to the piezo valve instead of the solenoid valve). We observed

the fraction of ions initially lost from the J = 0 decrease from about 70% to about 40% when

the valve duration was lowered from 100 µs to 40 µs. In addition, the timescale (i.e., 1/e time)

of the loss increased with decreasing pulse duration, which is consistent with a collisional process

since the slope is related to the gas density. However, no further improvement was observed with

even shorter pulse durations, and below about 35 µs, the initial fraction of ions in J = 0 decreased

rapidly (presumably due to worse cooling in the supersonic expansion). Currently, we believe that

the pump-out speed in the trap center is limited by the mirrors that surround the trap electrodes

(which were initially used for fluorescence detection and also serve as the ground plane for the ion

trap). Removing these and further increasing the pumping speed may preserve a larger fraction of

the ions that occupy the desired rotational state for subsequent experiments; however, we have not

yet been able to confirm that this initial heating is currently due to collisions.

6.2.3 Rotating bias fields

For the eEDM measurement, we need to be able to apply parallel (and anti-parallel) electric

and magnetic bias fields to our trapped ions. At first glance, this seems impossible, because a

static electric field will apply a force to the ions and accelerate them out of the trap, which turns

out to be non-ideal for obtaining a long coherence time. We can instead be more creative and



200

1 2 3 4 5
0

10

20

30

40

50

H
f+

0

50

100

150

1 2 3 4 5

H
f+

Number of dissociation pulses

(a)

(b)
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rapidly rotate the bias electric field. This will cause an additional, rotating micromotion, but if the

electric field rotation frequency is significantly higher than the trap rf then the trap motion and

rotating micromotion do not influence each other. In addition, the rotation frequency is chosen to

be incommensurate with the trap frequency to prevent coherent coupling. One concern, though,

is that inevitable non-uniformities in the rotating bias field give rise to a ponderomotive potential

[449]. This is the same effect that leads to a net trapping pseudopotential from the rf electric fields

in the Paul trap. The ponderomotive potential from a field oscillating with angular frequency ω,

φpond = e
4mω

〈
E2
〉
. This results in a force, Fpond = −e∇φpond, which can cause several problems.

First, the ponderomotive potential adds with the trap pseudopotential and can shift the trap center

and add additional confinement or de-confinement. In addition, the ponderomotive force can cause

an impulse kick and trap slosh as the field is turned on. To try to avoid these issues, we designed

the trap to be as symmetric as possible. We also monitor the voltage applied to each trap electrode

and adjust the phase and amplitude of each drive to be as close as possible to the ideal given in

Figure 6.4.

The radius of the rotating micromotion at any position in the trap is given by rrot(~R) =

eErot(~R)
mω2

rot
, where ~R is the position of the micromotion circle from the center of the trap, Erot(~R) is

the value of the electric field, and ωrot is the rotation rate. For Erot of 20 V/cm and ωrot = 2π ×

253.7912 kHz, rrot ≈ 0.4 mm, corresponding to a tangential velocity of vrot = eErot/(mωrot) ≈ 620

m/s.

One option for creating a magnetic field that is parallel to the electric field is to flow current

through the trap electrodes when driving them to produce the electric field, but it is difficult to

produce a very uniform field with this technique. Instead, we opted to use the rotating micromotion

to our advantage and use it to create a rotating bias field from a static field gradient. To do this, we

use a pair of anti-Helmholtz coils to produce a radial quadrupole gradient, ~B = B′(xx̂, yŷ,−2zẑ).

Over one rotating micromotion cycle, we can write the magnetic field experienced by the ion as

a sum of a static and a time dependent component, as shown in Figure 6.4: ~B(t) = ~Brot(t) +

~Bstatic(~R), where ~Brot(t) = ∇r ~B · ~rrot(t) and ~rrot(t) is the ion position from the center of the
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rotating micromotion circle.

We can understand this by time averaging the instanteous magnetic field projected onto the

quantization axis, i.e., ~B · ~E/|~E|. The electric field along x̂ can be written as a combination of the

applied Erot and the trapping field:

~E = −Erot(cos(ωrott)x̂, sin(ωrott)ŷ, 0ẑ)−
Vrf
R2

cos(ωrf t)(xx̂,−yŷ, 0ẑ)−
κVdc
Z2

(−xx̂,−yŷ, 2zẑ). (6.25)

The position, (x, y, z), is given by Equation 6.7 with the addition of a rotating micromotion term

xrot = rrot cosωrott. We can now evaluate
〈
~B · ~E

〉
/|~E| using Equation 6.7 for (x, y, z) and assuming

that |~E| ≈ Erot and Edc = 0. We also assume that the trap is symmetric in x, y (i.e., ωx = ωy ≡ ωr

and a1x = a1y ≡ a1r, which is not exactly correct but should be a good approximation). After time

averaging over each motional frequency separately and using Equation 6.9, we find

Brot = B′
(
rrot +

2ma2
1rω

2
r

eErot
+
mr2

rotω
2
z

2eErot
+
ma2

1zω
2
z

2eErot
+
ma2

1rω
2
z

2eErot
+

4ma2
1rω

2
zω

2
r

eErotω2
rf

)
≈ B′

(
rrot +

2(Ex + Ey + Ez)

eErot
+
mr2

rotω
2
z

2eErot
+

(Ex + Ey)

2eErot

ω2
z

ω2
r

+
4(Ex + Ey)

eErot

ω2
z

ω2
rf

)
.

(6.26)

We chose to use an applied quadrupole magnetic field because the uniformity should be very

good. Our anti-Helmholz coils have a radius of 13.6 cm and are separated by 23.6 cm. We can

calculate the field expected from this configuration using the results from [450] and estimate the

quadratic correction to the gradient to be around 0.1%/(cm)2 in x assuming perfect coil alignment.

In addition, we have roughly measured the field from the coils before they were installed on the

vacuum system, as shown in Figure 6.10. We see no evidence of inhomogeneity of the magnetic

field gradient that is outside of the measurement error. This shows that our assumption about the

uniformity of the applied gradient is valid.

6.3 Coherent Transfer

Stimulated Raman adiabatic passage (STIRAP) is a powerful technique for state-selectively

transferring population between electronic states in atoms and molecules with high efficiency [451,

452]. By adiabatically eliminating the intermediate state, spontaneous emission can be completely
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Figure 6.10: Characterization of magnetic field gradient.
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removed. While STIRAP can be performed with pulsed lasers, for high spectral resolution (and

thus sub-level selectivity) cw-lasers are required. However, in an inhomogenously broadened system

– for example, due to Doppler shifts – it is not typically possible to transfer all the population using

a standard STIRAP scheme. In the case of trapped ions (in particular, not Coulomb crystallized),

oscillating Doppler shifts are present due to harmonic motion in the trap, which makes the use of

STIRAP challenging. With our typical trapping conditions, we have a temperature of about 10 K

in the axial direction (we want to use the axial direction because of the added micromotion and

rotating micromotion in the radial plane), which yields a Doppler linewidth of about 30 MHz for

a single-photon transition around 1 µm. For a two-photon transition to the 3∆1, we expect the

Doppler linewidth to be reduced by a factor of 10, since the difference in energy between 1Σ+ and

3∆1 is about 970 cm−1. For STIRAP to work over the full 3 MHz of bandwidth, we would want

to use pulsed lasers with a duration of below 400 ns. However, the splitting between neighboring

Stark manifolds is only around 10 MHz, so we also need pulse durations longer than 100 ns to make

sure that we can still resolve the Stark manifolds. This is a challenging pulse duration range to

obtain with high power, making STIRAP difficult to apply. Another method, called Stark-induced

adiabatic Raman passage (SARP), uses the Stark-shift from a high-power pulsed laser to sweep

the two-photon detuning through resonance [453]. Using this method, high transfer efficiency has

demonstrated with the need for an off-resonant intermediate state [454], but it will be challenging

to achieve the desired resolution.

Instead we developed a different scheme for efficient Raman adiabatic population transfer in

an ion trap shown schematically in Figure 6.11. The initial and target states are coupled using

two cw lasers detuned by an amount ∆ from an intermediate resonance. The oscillating Doppler

shifts result in a two-photon detuning δ, which varies as a function of time for each ion. We use

this to adiabatically sweep δ for each ion across resonance, which results in some transfer across

the avoided crossing (Figure 6.11(c)). In one-half of a period of secular trap oscillation along the

axis of the transfer lasers, every ion will cross resonance once and only once, yielding in principle

100% population transfer. However, if the transfer efficiency for one sweep across resonance is not
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high enough, this process can be repeated many times, thus equilibrating the population among

the initial and target levels.

The two transfer lasers propagate along the z direction so that there is no radial micromotion

(or rotating micromotion in the presence of Erot). Because the transition is a Λ-type, the two

lasers co-propagate so the two-photon transition is Doppler free. To maximize the possible transfer

efficiency, we ramp the trap in the axial direction to give trap frequencies of around (12.5, 10, 1) kHz

in (x, y, z). This ramp allows us to use smaller transfer laser beams to increase the intensity and

provides a low temperature and secular frequency along the laser direction, which helps to increase

the adiabaticity.

6.3.1 Laser stabilization

For any Raman transfer scheme to be robust, both of the lasers need to be frequency stabilized

such that their relative coherence time is longer than the length of the transfer. Also, for ease of

use, they should stay on two-photon resonance for a long period of time. One way of achieving

these goals is to lock both of the lasers to different teeth of a stabilized frequency comb; however,

this adds the additional complexity of another laser system and the locks required to stabilize the

comb. Instead, it is possible to use the modes of a stable Fabry-Perot resonator as a “comb” and

lock each laser to a different mode. This has the advantage of reducing the complexity, but it

has the disadvantage that the absolute frequency of any given cavity mode is not known a priori.

We can circumvent this problem by using a cavity with a mode spacing (i.e., FSR) large enough

so that we can guarantee using a wavemeter that we always lock each laser to the same cavity

mode. Another disadvantage is that the cavity modes cannot be actively stabilized to an arbitrary

frequency with high feedback bandwidth and the mode frequencies are sensitive to environmental

perturbations such as pressure and temperature. For these reasons, it is necessary to build a cavity

that is passively stable and to lock each laser with an adjustable frequency detuning from a cavity

mode.

The stable cavity consists of two curved mirrors (radius-of-curvature of 50 cm, 0.16% and
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involved. (b) Laser direction and polarization. (c) Adiabatic eigenvalues of the two-level Hamil-
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208

0.12% transmission at 900 and 986 nm) mounted on an ultra-low expansion (ULE) glass spacer.

The spacer is about 7.5 cm diameter and 11.5 cm long and has a hole bored out of the center for

the laser as well as a perpendicular hole for venting. The mirrors are attached with a thin layer

of Crystalbond 509: to do this, a mixture of Crystalbond and acetone (20% by weight) is injected

between the mirror and spacer (the mirror can be rotated to get a thin, uniform layer with no

bubbles), and the acetone is evaporated under a heat lamp (low heat) for at least 24 hours. After

this, the cavity is placed in a temperature-controlled vacuum chamber as shown in Figure 6.12(a).

The cavity rests in the center of a 6” Conflat Tee on Viton hemispheres (half of a Viton ball

from McMaster-Carr). Viton is used because the extremely low mechanical Q-factor provides good

vibrational damping. Two ends of the tee are closed with standard AR-coated windows (Thorlabs,

B coating) and the upper part of the tee is connected to a valve (for initial pumping with a turbo)

and an ion pump to reach a final pressure of ∼ 2× 10−7 Torr. The entire chamber is supported by

clamps isolated from the optical table with sorbothane rubber for additional vibrational isolation.

Several temperature controllers are used to reduce temperature gradients across the chamber.

The center portion of the vacuum chamber is wrapped with a Minco flexible heater (resistance of

526 Ω), which is secured with thermally conductive tape. A precision thermistor (Measurement

specialties 44008RC, 30 kΩ) is epoxied next to the flange of the tee (away from heater) and is used

as the feedback thermister for one control loop. An AD590 temperature sensor is mounted opposite

of the thermistor as a temperature monitor. In addition, two small Minco heaters (resistance of

44 Ω each) are mounted in series on each end flange on opposite sides of the window. A thermistor

and AD590 are mounted above and below the window, respectively, and are used in two more

feedback loops (one for each side). The entire chamber is heated to about 28◦ C, with the sides

slightly warmer than the center. All feedback is done with JILA temperature controllers. Finally,

the entire chamber (except for the windows) is wrapped with Thinsulate insulation. The finished

chamber is shown in Figure 6.12(b).

Since the cavity has an FSR of ∼ 1.3 GHz, an ideal setup would require an offset tuning of

650 MHz so that the laser frequency could be continuously tunable; however, this is technically very
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Figure 6.12: Stabilization cavity for Raman transfer lasers. (a) Sketch of vacuum chamber. See
text for details. (b) Picture of completed cavity wrapped in thermal insulation (white).
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Figure 6.13: Sketch of the laser stabilization setup for the transfer lasers. AOM: acousto-optic
modulator; DM: dichroic mirror; Pol: Glan-Thompson polarizer; EOM: electro-optic modulator.
The feedback loop is shown in gray. φ: phase shifter.
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difficult because the low efficiency and alignment sensitivity of high-frequency AOMs makes them

hard to double-pass. Since we want to be able to change the two-photon detuning (for example, to

measure the hyperfine splitting, etc.), we need to be able to tune one laser continuously by more

than 50 MHz without having to adjust the alignment, which is not possible with a single-pass AOM

setup because of the changing deflection angle with changing frequency. The final setup was chosen

as a compromise between flexibility, tuning range, technical difficulty, and available supplies.

A sketch of the setup used for offset locking the lasers to a cavity mode is shown in Figure 6.13.

A small amount of light from each laser is sent to the locking setup via fiber to prevent alignment

drifts. For the T laser, an 800 MHz AOM located before the fiber coupling is used to provide coarse

frequency tuning (this requires re-alignment for large frequency steps). After the fibers, the light

from S and T is sent to a 300 MHz and 200 MHz double-passed AOM, respectively. The AOM

frequencies were chosen by first determining the location of the transitions using a wavemeter and

then taking the distance to the closest cavity mode. The double-pass setup [455] consists of a PBS,

followed by a lens to focus light into the AOM; the focal length (f) of this lens is chosen such that

the diffraction-limited beam waist, w = 4λf
πD for an input beam of diameter D, is comparable to,

but a bit smaller than, the active area of the AOM – typically < 300 µm for a 200 MHz AOM.

After the AOM, the light is collimated with another lens located one focal length away from AOM

(f1 = 75 mm). For good double-pass efficiency, it is important to adjust the position of this lens

to nicely collimate the beam. After the lens, the light goes through a quarter-wave plate (fast axis

45◦ from the polarization axis) and then retro-reflects off of a mirror located a distance f1 from the

second lens. The alignment of this mirror is adjusted until light is observed at the output port of

the PBS, although some care needs to be taken to make sure that the beam profile is still nice as

a poor exit beam profile can indicate that the light is not diffracting a second time in the AOM.

After the PBS, the light from T and S both pass through half-wave plates before being

combined using a dichroic mirror; they then go through a linear (Glan-Thompson) polarizer and

finally an EOM (at 12.5 MHz) to create the sidebands used for the Pound-Drever-Hall (PDH) lock.

The polarizer sets the polarization to be parallel to the electric field in the EOM crystal to reduce
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residual amplitude modulation which can cause noise and offsets in the lock [456]. After the EOM,

the light passes through a PBS and quarter-wave plate prior to the cavity. The reflected light from

the cavity exits the PBS, is split with another dichroic, and is detected on two PDA8A amplified

photodetectors. The cavity transmission is imaged onto a camera to optimize the cavity alignment

and lock to the correct mode.

All of the AOMs are driven with a Minicircuits ZHL-1-2W amplifier (max output power 33

dBm). The source for each double-pass AOM is one channel of an Analog Devices AD9959 DDS

(clocked externally at 20 MHz with an internal ×20 for a final 400 MHz internal clock). The output

of the DDS is amplified and then doubled since the maximum output frequency of the DDS is 200

MHz given the clock frequency and in practice needs to be a bit lower than that because of aliased

frequency components at 400 MHz minus the output frequency. The PDH error signal is detected

by mixing the rf signal from the photodetector with the monitor output from the EOM drive (after

a phase shifter which is adjusted to optimize the error signal magnitude and symmetry). We can

characterize the locked laser linewidth by measuring the noise spectrum of the locked error signal

compared to amplitude of the PDH error signal [457]. We estimate a linewidth of around 10 kHz.

6.3.2 Transfer theory

If the hyperfine and Stark structure of 3Π0+ and 3∆1 can be neglected, the transfer problem

takes the form of a three-level Λ system. The finite lifetime of the 3Π0+ state is modeled by a loss

rate γ. For the three-level system, we use the effective single-particle Hamiltonian

H(t) = ~


0 Ω12(t)/2 0

Ω12(t)/2 ∆(t)− iγ Ω23(t)/2

0 Ω23(t)/2 δ(t)

 , (6.27)

where ∆(t) = ∆0 + ∆1 cos(ωzt + φ), δ(t) = δ1 cos(ωzt + φ) and δ1 = ω12−ω23
ω12

∆1. Due to the finite

size of the transfer laser beams and the radial ion motion, the one-photon Rabi frequencies Ω12 and

Ω23 are also functions of time.
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Using the Hamiltonian (6.27), we have numerically simulated the time-evolution of a single

particle in a harmonic trap, initially in the state |ψ(t = 0)〉 = |1〉 = |1Σ+〉. We use a time step ∆t

that is small compared to an axial trapping period, and successively apply the evolution operator

exp (iH(t)∆t/~) to evolve the state forward in time.

If the one-photon detuning ∆0 is large relative to δ and Ω12,23, we can perform adiabatic

elimination by requiring that the population of state |2〉 does not change in time [64]. In this

approximation, we obtain the Hamiltonian

H = − ~
4∆0

 Ω2
1 Ω1Ω2

Ω1Ω2 Ω2
2 − 4∆0δ(t)

 . (6.28)

The adiabatic eigenvalues of the Hamiltonian (6.28) evolve periodically with the trap frequency ωz,

as shown in Fig. 6.11(c).

6.3.3 Transfer parameters

An intuitive estimation of the transfer efficiency can be obtained by considering the avoided

crossing in Figure 6.11(c). In the limit of large initial and final two-photon detuning, the transfer

probability for a single sweep (total time T ) can be estimated from the Landau-Zener formula [458]

PLZ(T ) = 1− exp

[
−2π

(
Ω13

2

)2
δ̇

]
, (6.29)

where Ω13 = Ω12Ω23/(2∆0) is the two-photon Rabi rate on resonance and δ̇ is the two-photon

detuning sweep rate. The factor of 1/2 in Equation 6.29 arises because the Rabi rate is twice the

off-diagonal coupling in the Hamiltonian. For trapped ions at a given temperature, the sweep rate

can be approximated by assuming a linear sweep from negative to positive Doppler shift in one-half

of a trap oscillation period. This gives

δ̇ ≈ (2∆ω)/T = 4
vRMS

c
(ω12 − ω23)νz, (6.30)

where ∆ω is the maximum Doppler shift (in angular frequency), vRMS is the root-mean square

velocity from a Boltzmann distribution, ω1(2) is the angular frequency of the upward (downward)
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laser, and νz is the trap secular frequency along the direction of the lasers (defined to be the

z-axis). From this, we see that a transfer probability of at least 0.5 can be obtained as long as

Ω2
12 > (ω1 − ω2)νi.

Additional complications arise when considering multiple Landau-Zener transitions. The

net transfer probability after two crossings is an oscillating function P = 4PLZ(1 − PLZ) sin2 φS,

where φS is the Stückelberg phase [459]. This phase consists of a term acquired during the time

between crossings and a term from the non-adiabatic transition. These two terms can cause either

constructive or destructive interference for the second crossing, leading to an effect called Landau-

Zener-Stückelberg interferometry. For a period series of crossings, the overall behavior is more

complicated and is discussed in a variety of papers [459, 460, 461, 462, 463, 464]. In general, the

behavior depends on the phase and amplitude of modulation (in this case, the Doppler shift) as

well as the two-photon Rabi rate. Since we have a thermal distribution, we have assumed that the

interference effects are averaged away and just use the simple Landau-Zener treatment.

In order to figure out the expected transfer efficiency in our system, we need to determine all

of the parameters in the Landau-Zener formula. The detuning and trap secular frequencies are well

known, and we can estimate the Doppler shift, so all that remains is to determine the one-photon

Rabi rates (Ω12 and Ω23). We can measure Ω12 (i.e., the Rabi rate for the 3Π0 ←1Σ+ transition) by

measuring the depletion rate with an on-resonant drive. Because of the oscillating Doppler shifts,

this depletion process is treated as a repeated one-photon Landau-Zener transition to the 3Π0 from

which the population is lost due to spontaneous emission. For a single sweep, the probability of

remaining in the ground state is given by Equation 6.29 with Ω13 replaced by Ω12 and δ̇ given by

the first part of Equation 6.30. The probability of remaining in the ground state after N cycles is

given by P0(N) = 1−
N∑
n=1

P (1− P )n−1, which results in an exponential loss with time constant τ .

Thus

P0(T ) = exp(−T/τ) = exp

[
−2π

(
Ω12

2

)2
2∆ω
T

]
, (6.31)
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which can be solved to give

Ω12 =

√
8∆ω

τ
. (6.32)

Measurements of Ω12 at different laser intensities are shown in Figure 6.14. For these

points, the laser was enlarged (∼15-mm diameter) so that the intensity was uniform across the

center. The electric field strength was calculated from the laser power measured over a 9.5-

mm-diameter power meter: E =
√

2I
cε0

. Since Ω12 = µ21E/~, a linear fit to the data gives the

total dipole moment µ21 = 0.070(4) ea0. This is the total dipole moment, which includes an-

gular momentum coupling (S21), statistical weight (g1), and vibrational wave function overlap:

µ21 =
√
S21/g1 〈χ2|χ1〉

〈
3Π0|d|1Σ+

〉
. Here S21 is referred to as the Hönl-London factor and can be

obtained from Clebsch-Gordon coefficients or Wigner 3j symbols. Note that there are some incon-

stancies among different published versions [358, 365, 465, 466], here we have used an expression

for a Case (a) to Case (a) rotational transition:

S21 = (1 + δΩ′0 + δΩ′′0 − 2δΩ′′0δΩ′0)(2J ′ + 1)(2J ′′ + 1)

 J ′ 1 J ′′

−Ω′ Ω′ − Ω′′ Ω′′

 . (6.33)

For this transition S21 = 2. Using the Franck-Condon overlap 〈χ2|χ1〉2 = 0.38 and g1 = 1 (ignoring

hyperfine),
〈

3Π0|d|1Σ+
〉

= 0.080(5) ea0.

We can measure Ω23 in a similar fashion, but we do not initially start with population

in the 3∆1. Instead, we can transfer some population into 3∆1 J = 1 and then deplete this

population; however, we did not have the ability to shift the laser frequency to be directly on

resonance and also follow the same beam path. While it should be possible to measure the depletion

at a given detuning, this only works if the lineshape is well known. Given the sidebands and

broadening of the one-photon lineshape observed in Figure 6.15, we do not trust this measurement.

Instead, we send the on-resonant light in from the radial direction; however, the micromotion in

the radial plane (which varies depending on the location in the trap) significantly complicates the

interpretation of the depletion time scale. To overcome this, we use the rotating electric field to

impose a constant oscillating Doppler shift. We measure a depletion time constant of τ = 0.61(8) ms
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with a depletion laser intensity of 25 mW/cm2 and a rotating field of 16 V/cm. Using Equation

6.32, with ∆ω = vrot/c × 2πc/λ, we find Ω23 = 2π × 1.03(6) MHz, so µ23 = 0.18(2) ea0. For

this transition, we use the Hönl-London factor S32 = 3/2, which still ignores hyperfine. Using the

Franck-Condon overlap 〈χ2|χ1〉2 = 0.31, we find that
〈

3Π0|d|3∆1

〉
≈ 0.27(3) ea0. Compared to the

theoretical predictions in Table 5.6,
〈

3Π0|d|1Σ+
〉

is low by about a factor of 2, while
〈

3Π0|d|3∆1

〉
matches the theory.

We initially operated with a total single-photon detuning (∆) for each laser of 160 MHz.

However, we found that the broadened lineshapes shown in Figure 6.15. To reduce the spontaneous

emission, the single-photon detuning was increased to ∼1.5 GHz. For the data shown below, we

had about 200 mW of S and 350 mW of T just before the trap chamber. This was later increased

to 500 and 630 mW, respectively, by removing an AOM and using mechanical shutters instead.

To maximize the Rabi rate, we focus the lasers to a beam waist of 1.5 mm at the center of the

trap and increase the radial trap confinement to a secular frequency of (12.5, 10) kHz in (x, y). To

improve the Landau-Zener probability, we decrease the axial trap frequency to about 1 kHz. Using

these parameters and the measured dipole moments gives Ω12 = 2π× 6 MHz, Ω12 = 2π× 19 MHz,

and Ω13 = 2π × 210 kHz for the lower laser power. From Equation 6.29, we expect a transition

probability for a single crossing of 17% and a transfer time scale from Equation 6.32 of 17 ms.

6.3.4 Transfer efficiency and timescale

We can measure the transfer efficiency by measuring the 1Σ+ J = 0 population while scanning

the duration for which the transfer laser shutters are open. An example of such a measurement is

shown in Figure 6.16 with both lasers linearly polarized and perpendicular to each other (Figure

6.11(b)). Each time point in this figure is the average of separate measurements alternating between

both transfer lasers, only the 899 nm laser, and no transfer lasers to measure the J = 0 baseline

population. From this data we obtain a transfer efficiency of 63(2)%, with a time constant of

5.8(7) ms; one axial trap period is ∼1 ms. In addition, the loss due to one-photon spontaneous

emission is negligible. Because the initial state is J = 0, F = 1/2 and e parity and the final state
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is J = 1, F = 3/2, we would expect a transfer of 66.7% after the populations fully equilibrate

in the absence of an electric field. In the presence of a bias electric field, the degeneracy between

mF = ±1/2 and mF = ±3/2 is lifted, thus reducing the expected efficiency to 50%. With a rotating

bias field of 16 V/cm, we observe an efficiency of 37(2)% and a time constant of 15(2) ms. The

transferred fraction at short times and the transfer time scale agree reasonably well with the rough

estimates in the previous paragraph. In addition, we observe no transfer with the laser polarizations

parallel to each other, which is expected due to selection rules (Section 6.3.5).

The maximum expected efficiency of 50% of course assumes multiple transits through the

avoided crossing, with transfer for just one-half cycle (one sweep through the avoided crossing), we

should be able to increase this to 100% assuming enough laser power. If we decrease the single-

photon detuning to 160 MHz and use the same laser parameters, we should have a Landau-Zener

probability of about 99.9%. However, even with the higher laser power, the maximum transfer that

we have seen after one-half of a trap cycle is around 40%. Some of this may be due to the opening

and closing time of the shutters or due to poor overlap of the trap lasers and ions. We are still

investigating this and hope to be able to increase the transfer efficiency to above 50%.

6.3.5 Transfer spectrum

Scanning the second transfer laser (denoted T in Fig. 6.11) through two-photon resonance

with each of the hyperfine and Stark levels of 3∆1 J = 1 yields the transfer spectrum shown in

Fig. 6.17(a). Because the single-photon detuning is large compared to the single-photon transi-

tion width, we assume that the total rate of transfer Wf into a particular Stark level of 3∆1 is

proportional to the modulus squared of the two-photon transition dipole moment,

Wf ∝

∣∣∣∣∣∣
∑
i,m

∑
pT ,pS

〈f |T (1)
pT
|m〉〈m|S(1)

pS
|i〉

∣∣∣∣∣∣
2

. (6.34)

The states |i〉, |m〉, and |f〉 correspond to the various sub-levels of 1Σ+, 3Π0+, and 3∆1 respectively.

The rank-1 spherical tensor operators S(1) and T (1) correspond to the first and second transfer

lasers, respectively. The spherical tensor components in the molecule-fixed frame S
(1)
pS and T

(1)
pT are
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related to the lab frame components according to

S(1)
p =

∑
p′

D(1)
pp′(ωrott)

∗ S
(1)
p′

T (1)
p =

∑
p′

D(1)
pp′(ωrott+ θ)∗ T

(1)
p′

(6.35)

where D(1) is the J = 1 Wigner rotation matrix. In the lab frame, the first and second transfer

lasers are linearly polarized with a relative angle of θ. We find that the transfer rate Wf ' sin2 θ

and is independent of ωrott. This confirms our experimental result that no transfer occurs when

θ = 0, and maximum transfer occurs when θ = π/2.

Each of the matrix elements 〈f |T (1)
p |i〉 in Eq. 6.34 can be expanded in terms of the quantum

numbers of each state using the Wigner-Eckart theorem. In zero electric field, the states 1Σ+,

3Π0+, and 3∆1 can all be written in the Hund’s case (c) basis as |η; I; J,Ω;F,mF 〉, where η are

other quantum numbers specific to each state. The dipole matrix elements can be written

〈η′; I; J ′,Ω′;F ′,m′F |T (1)
p |η; I; J,Ω;F,mF 〉 =

m1(F ′,m′F , p, F,mF )m2(I, F ′, J ′, F, J)m3(J ′,Ω′, J,Ω) (6.36)

where

m1(F ′,m′F , p, F,mF ) = (−1)F
′−m′F

 F ′ 1 F

−m′F p mF



m2(I, F ′, J ′, F, J) = (−1)F+J ′+I+1
√

(2F ′ + 1)(2F + 1)

 J F I

F ′ J ′ 1


m3(J ′,Ω′, J,Ω) =

∑
q

(−1)J
′−Ω′

√
(2J ′ + 1)(2J + 1)

 J ′ 1 J

−Ω′ q Ω

 〈η′||T (1)||η〉.

(6.37)

In a nonzero electric field, the 3∆1 sub-levels are Stark states; linear combinations of the states

|η; I; J,Ω;F,mF 〉. The eigenstates and energies are determined by diagonalizing an effective Hamil-

tonian that includes Stark, hyperfine, and Λ-doubling matrix elements. The hyperfine and Λ-

doubling terms are diagonal in the |η; I; J,Ω;F,mF 〉 states with ∆EHF = 45.6(1) MHz and
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∆EΩ = 740(40) kHz, and the Stark matrix elements are given by

HS = −dmfErotm1(F ′,m′F , 0, F,mF )m2(1/2, F ′, 1, F, 1)m3(1,Ω′, 1,Ω) (6.38)

where dmf is the molecule-frame dipole moment.

The relative energies of the Stark states obtained by diagonalizing the effective Hamiltonian,

along with the relative transfer rates given by Eq. (6.34), allow us to simulate the transfer spectrum.

Figure 6.17 shows the observed and simulated spectra for a range of Erot, where the hyperfine

splitting, Λ-doubling, and molecule-frame dipole moment were fitted parameters. The full width

at half max of the lines was fixed at 6 MHz. The simulated spectra recreate the main features

of the experimental results: The relative amplitude of each peak is qualitatively correct, with

the “stretched” transitions into |F = 3/2,mFΩ = ±3/2〉 appearing strongest. In addition, the

observation of suppressed transfer into the |3/2,−1/2〉 and |1/2, 1/2〉 states is corroborated by the

simulated spectra.

We can intuitively understand the amplitude of the transfer peaks by considering the case

with no nuclear spin, as shown in Figure 6.18. Since the light polarization is in the plane of

the quantization axis, we can only drive π or both σ± transitions. From the 1Σ+ state, the π

transition is forbidden (since ∆J = 0, ∆mJ = ±1 only), so we can only drive the blue transitions

to 3Π0+ . From the 3Π0+ , a second photon with π polarization (opposite of the first photon) can

drive transitions to mJ = ±1 and a σ transition will go to mJ = 0; however, the two-σ pathways

(all blue lines) cancel because of the signs of the Wigner 3j coefficients, so the transition to mJ = 0

is forbidden. This means that we would only expect transitions to mJ = ±1, and only transition

when the laser polarizations are opposite. If we project the |F,mF 〉 states onto |J,mJ〉, we find

that the relative amplitudes in the transfer spectra in Figure 6.17 correspond to the projection onto

|1,±1〉. In particular, the states that trend toward mJ = 0 (light blue in Figure 6.17(b)) decrease

in amplitude as Erot increases, i.e., as the states approach states of good mJ .
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Figure 6.18: Possible two-photon transfer pathways from 1Σ+ J = 0 through 3Π0+ J = 1 to
3∆1 J = 1, ignoring the nuclear spin of fluorine. Red lines indicate π transitions and blue lines
indicate σ transitions. The Wigner-3j coefficients for the σ transitions are also given.
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6.4 Ramsey Spectroscopy

In the previous sections, we have demonstrated the ability to produce ions with 35% of the

population in 1Σ+ J = 0, trap the produced ions without causing much heating, apply rotating

electric and magnetic fields, transfer up to 35% of the population from J = 0 to a single Stark

doublet in 3∆1 J = 1, and read out the population in single rotational levels with high efficiency.

We now consider how to perform Ramsey spectroscopy between the mF = ±3/2 levels in a single

doublet, which are the states used in the eEDM measurement as shown in Figure 6.19(a).

One complication arises due to the rotating quantization axis, which results in a coupling

between states with ∆mF = ±1 [467, 468, 62, 64]. This coupling can be understood by considering

a spin-1/2 system in a rotating magnetic field, which is similar to magnetic resonance [469]. Assume

that the the magnetic field is at an angle θr from the rotation axis, which defines the lab-fixed ẑ

axis. The Hamiltonian, H(t) = −~µ · ~B(t) can be written in the lab frame as

H(t) =
~gµBB

2

 cos(θr) sin(θr)e
−iωrt

sin(θr)e
iωrt − cos(θr)

 , (6.39)

where the diagonal terms come from the projection onto ẑ and the off-diagonal terms are from the

rotating B⊥ in the xy plane. We can now apply a unitary transformation into the rotating frame

by

H̃ = U †HU − iU †∂U
∂t

U =

e−iωr/2t 0

0 eiωrt/2

 .

(6.40)

If we assume that the rotation is slow enough that the quantization axis tracks the field, we can

also rotate the ẑ axis by θr to lie along the field direction, defined as the ′ coordinate system. Then,

the Hamiltonian in the field-fixed coordinates is

H̃ ′ =

~gµBB
2 + ωr

2 cos(θr) −ωr
2 sin(θr)

−ωr
2 sin(θr) −~gµBB

2 − ωr
2 cos(θr)

 . (6.41)

The additional contributions on the diagonal are the standard energy contribution due to a Berry’s
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Figure 6.19: Ramsey spectroscopy between mF = ±3/2 levels in the 3∆1. (a) Level structure of the
3∆1 v = 0, J = 1, F = 3/2 manifold in electric and magnetic fields. (b) Avoided crossing between
mF = ±3/2 states due to rotation for two different electric fields with ωrot = 2π × 250 kHz. (c)
Ramsey spectroscopy sequence. After the start of the trap, we ramp on Erot as shown by the gray
line. After transfer (not shown), strobed depletion pulses prepare a single spin state. We then
reduce Erot for a period of time for the first π/2 pulse, wait a precession time τ , and then apply a
second π/2 pulse. After the second pulse, we repeat the strobed depletion process to remove either
the +3/2 or the −3/2 spin state, and finally read out the remaining population with REMPD.
(d) Example Ramsey fringe from the initial sets of measurements. (e) and (f) Measurements of
the fringe frequency as a function of applied magnetic field gradient allow us to map the avoided
crossing and determine the magnitude of gF for the lower (e) and upper (f) doublets.
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phase [470, 471, 472] of ±A/2, where A is the solid-angle enclosed by one revolution of the quanti-

zation axis. It can be shown that, more generally, the Berry’s phase contribution is mFA for a state

with total angular momentum F and projection mF [473, 467, 474]. If we set θr = π/2 – that is,

the rotating field is perpendicular to the rotation axis as it is in the ion trap – the diagonal Berry’s

phase contribution vanishes. We can then re-write the diagonal terms as ωrmF sinα ≈ ωrmFα,

where α is the tilt angle of the quantization axis from the plane perpendicular to the rotation axis.

This tilt could be caused by an axial electric field; however, because the time averaged axial electric

field must be zero for the ion to remain trapped, we expect that 〈α〉 = 0 and so there should be no

energy shift due to Berry’s phase. We discuss other sources of a Berry’s phase shift in Section 6.6.

The magnetic-resonance picture also provides an intuitive explanation of what causes the

coupling between spin states [475]. A classical dipole ~µ = g ~J will precess about the static magnetic

along ẑ at the Larmor frequency, due to the torque ~µ× ~B‖. If we now transform into a rotating frame,

the precession rate appears either faster or slower, which means that the effective magnetic field

has changed by an amount ωr/g. Now, if we include the effect of a rotating field rotating at ωr, the

total magnetic field is tilted away from the ẑ axis and has a magnitude B =
√
B2
⊥ +

(
B‖ − ωr/g

)2
.

This changes the net project onto the ẑ axis, which implies that neighboring mJ values are coupled.

The rotation-induced coupling Hamiltonian, combined with the Λ-doubling Hamiltonian

(which connects terms with ∆Ω = ±1), results in a perturbation that couples |mF ,Ω〉 with

|−mF ,−Ω〉. Thus, states in the upper Stark manifold (states |a〉 and |b〉 in Figure 6.19(a)) are

coupled as are states in the lower Stark manifold (|c〉 and |d〉). This results in an avoided crossing

between these states, as shown in Figure 6.19(b) as a function of magnetic field.

The first step in the Ramsey sequence shown in Figure 6.19(c) is to start with a pure spin

state far outside of the avoided crossing. Since the transfer process creates an incoherent mixture of

mF = ±3/2 level, we must remove all of the population from a single level. Since we want to address

a single spin state and the Zeeman splitting between the two spin states is unresolvable (several

hundred Hz at most), we must use a laser with circular polarization and propagation direction

along the quantization axis (set by the rotating electric field). This laser drives the 3Π0+ ← 3∆1
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(v = 1, J = 1) ← (v = 0, J = 1) transition and follows the same beam path through the trap as

the ionization and dissociation lasers (i.e., it is in the radial plane of the trap). Population excited

to the 3Π0+ will then spontaneously decay to the 1Σ+ or to other vibrational and rotational states

in 3∆1 and (ideally) will not appear in the measurement. We use light from the second transfer

laser (the first order of an AOM, see Figure 6.13) for this depletion light; however, we need to drive

the depletion transition on resonance, so we rapidly jump the frequency of laser by stepping the

grating position. The jump is adjusted so that the laser frequency changes by 1 FSR and thus

we do not lose lock to the cavity. After the AOM and fiber coupling, the depletion laser power is

typically about 400 mW. The polarization of the depletion light is set using a combination of a λ/2

and λ/4 waveplate to be circular measured before and after the chamber. Typically, we measure a

contrast (Pmax−PminPmax+Pmin
) of under 5% when rotating a linear polarizer and measuring the power after

the polarizer.

Since the electric field (and thus the quantization axis) is rotating, the depletion light needs

to be pulsed on using the AOM only when the electric field is aligned (or anti aligned) with the

propagation direction of the depletion laser. We sync the timing of the AOM with the trap frequency

and adjust the phase so that we deplete either the mF = +3/2 or the mF = −3/2 depending on the

direction of the electric field. As discussed in Section 6.2.3, the rotating micromotion results in a

larger micromotion velocity, which in turn results in large Doppler shifts (of about ±600 MHz) for

the depletion laser. Thus, the laser is only on resonance for a short time, so the depletion efficiency

for a single pulse is low. To alleviate this, we pulse the depletion laser at frot for about 5 ms with

a duty cycle of 10%.

Figure 6.20 shows the fraction of the population removed from 3∆1 J = 1 after two sets

of depletion pulses versus depletion duration (tdep). The light-blue data points show the fraction

removed with two sets of depletion pulses of the same polarization (i.e., same phase of Erot, referred

to as inphase/inphase) while the dark-blue points correspond to the opposite polarization between

the two sets of depletion pulses (antiphase/inphase). The difference between these two chops is

called the depletion contrast, as shown by the purple data points.
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Figure 6.20: Fraction of the population depleted from 3∆1 (light- and dark-blue points) and de-
pletion contrast (purple points) as a function of the depletion duration (tdep). The light-blue data
points show the fraction removed with two sets of depletion pulses of the same polarization (i.e.,
same phase of Erot) while the dark-blue points correspond to the opposite polarization between
the two sets of depletion pulses. The difference between the two depletion chops is the depletion
contrast, shown in purple.
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Ideally, for the inphase/inphase chop, we would expect to remove all population from a

single mF level only, resulting in 50% depletion. The antiphase/antiphase chop should remove all

population from 3∆1, so we should see 100% depletion and 50% contrast. Instead, we see more

than 50% depletion for inphase/inphase and less than 100% for antiphase/inphase for tdep = 4 ms

and a total contrast of 20%.

We have tried to understand this reduced depletion contrast, but so far we have not been

able to determine the cause. Interestingly, sometimes the total depletion fraction is more than

90%, but the contrast is not better in these cases. One possible cause of poor depletion contrast

is impure circular polarization: we can measure the polarization before and after the chamber but

cannot independently measure the polarization at the ions. Stress-induced birefringence in the

vacuum windows could lead to the polarization at the ions being different. The linear polarization

rotation of a single window outside of vacuum was under 1◦, but mounting the window of the

chamber and evacuating the chamber will likely result in more birefringence. We have measured

the polarization before and after the chamber, and see the same purity of circular polarization.

With linear polarization, we observe minimal change of contrast (i.e., minimal added ellipticity)

and a rotation of less than 2◦. It is possible that the two windows happen to cancel each other;

however, the observed rotation is consistent with more careful measurements of a similar window

[476]. They noticed significant variability across the window, which we did not consider. Our

measurements, combined with theirs, suggest that the window contributes less than 1% to the

observed circular polarization impurity, which would not cause the loss of contrast. In addition,

we see in Figure 6.20 (as well as in other data sets) that the depletion fraction for inphase/inphase

rises rapidly at first and then slowly rises. We attribute this slow rise to polarization ellipticity;

comparing the time scale for the fast rise with the slow rise also suggests a 10% ellipticity.

Another explanation for above 50% depletion for inphase/inphase is poor selectivity in trans-

fer. Because of the large, rapidly changing Doppler shifts from the rotating micromotion, any

population in all the mF = ±1/2 levels will also be depleted. We have used microwave spec-

troscopy between J = 1 and J = 2 to attempt to measure population in the other Stark pairs. We
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have some indication of population in the closest Stark pair to the target pair, but the poor S/N in

the microwave spectroscopy prohibited a quantitative comparison. In addition, while transferring

for a shorter duration seemed to decrease the population in the other Stark pair when measured

with microwave spectroscopy, it did not seem to improve the contrast, so more work is necessary

to understand this. Based on the transfer spectrum in Figure 6.17, the Stark pairs should be well

resolved at 16 V/cm, so we do not think that directly populating one of the other Stark pairs could

account for the added population. Instead, it is possible that mF level changing collision could

occur when the trap is tight in the radial direction for transfer or there are additional coupling

effects that we have neglected.

There are also several possible reasons for the < 100% total depletion. To address concerns

of dark states or other coherent effects, we have measured depletion with the pulse rate 2×frot (i.e.,

depleting both +3/2 and −3/2), with linear polarization, and with a pulse rate frot/10 all with

similar results. One possible scenario is that population excited to the 3Π0+ is decaying back to

3∆1 and not being depleted. Based on the approximate electronic dipole matrix elements, we would

expected ∼90% of the excited 3Π0+ population to decay back to 3∆1. This population could decay

to various vibrational states, with about 30% (the Franck-Condon factor) going to v = 0. Selection

rules only allow decay from 3Π0+ J = 1 to 3∆1 J = 1 or J = 2; ignoring degeneracy, we would

expect something like 15% of the depleted population to return to each rotational level. Because

most of the population that returns to J = 1 should be depleted again (except for population that

returns to the opposite m− F = ±3/2 levels), this should not cause a problem. However, at high

dissociation laser power (for the first dissociation step), we lose selectivity between J = 1 and

J = 2 for readout, so population that returns to J = 2 may be detected, depending on power. If

we are dissociating all of the population in J = 2, this would explain the undepleted fraction that

we observe, and if the dissociation power is not constant, this could explain why the undepleted

fraction seems to drift.

After preparing a single spin state, we pulse Erot to preform a π/2 pulse. Because the avoided

crossing splitting (∆) increases with decreasing Erot, we can choose a value of Eπ/2rot so that the
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eigenstates are not the spin states (e.g., |a〉 and |b〉) but are instead nearly pure superpositions:

|a′〉 = 1√
2
(|a〉+ |b〉) and |b′〉 = 1√

2
(|a〉−|b〉). If we start with |ψ〉 = |a〉, |ψ〉 → 1√

2
(|a′〉+ |b′〉) at Eπ/2rot .

After a dwell time of Tπ/2 ≈ 1
4∆u/l , |ψ〉 = 1√

2
(|a′〉 + e−iπ/2 |b′〉). Ramping back to the higher Erot

gives |ψ〉 = eiπ/4 |a〉 + e−iπ/4 |b〉. We then allow the states |a〉 and |b〉 to evolve for a time τ over

which they accumulate an additional phase shift, φ = ∆Eτ/~. After this, we perform a second

π/2 pulse, which maps the phase shift onto a population difference. One thing to note is that

our π/2-pulses are not perfect because the magnetic field results in some detuning from the center

of the avoided crossing which results in the eigenstates not being perfect superpositions. This is

discussed in more detail in Section 6.6.4.

Finally, we measure the population in either mF = ±3/2 after the second π/2 pulse using

a second set of pulsed depletion either inphase or antiphase compared to the initial preparation

followed by REMPD. We repeat the entire experimental cycle many times and chop between inphase

and antiphase for the second depletion as well as no depletion (to measure the total transferred

population in 3∆1) and no transfer or depletion (to measure the background). By measuring as

a function of time T between, we obtain a Ramsey fringe such as shown in Figure 6.19(d). The

fractional population difference plotted on the y-axis is the difference between antiphase depletion

and inphase depletion normalized to the difference between transfer and background.

We can measure the fringe frequency as a function of B′, as shown in Figure 6.19(e) and

(f) for the lower and upper doublet, respectively. These data clearly show the avoided crossing

illustrated in Figure 6.19(b). We can extract the values of gF for both doublets, which are indeed

small as expected, as well as measure ∆ for both doublets as a function of Erot [64, 65].

6.4.1 Sensitivity Estimates

The fringe shown in Figure 6.19(d) forms the basis for the eEDM measurement. We can

estimate statistical sensitivity of the first generation of experiments using HfF+ from Equation 6.6.

Relevant parameters are given in Table 6.2 (updated with newer results compared to the fringe in

Figure 6.19(d)). From this table, we project a shot-noise limited statistical sensitivity of 1× 10−27
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e cm/
√

day for the first generation measurement. This is of course only a rough estimate. In fact,

using measurements in both doublets and for both signs of B should give a
√

4 improvement since

each measurement contributes linearly to the eEDM signal (i.e., the total signal is 8deEeff) and

only increases the noise by
√

4. However, we have also neglected the time that would be necessary

for measurements that don’t relate directly to the eEDM signal (e.g., the transfer and dissociation

background chops, monitoring fringe contrast, initial phase, etc.).

This table provides a good reference for considering how to further optimize the experiment.

Many of the key inefficiencies (transfer efficiency, dissociation efficiency, fast loss, and depletion

contrast) have been discussed above. A discussion of possible improvements towards a 10−29 e cm

can be found in Section 6.8, first though, we turn our attention to optimizing τ .

6.5 Coherence Time

The primary motivation for using ions for a precision measurement is the possibility of a long

free-evolution time, τ , because of the long possible coherence time. Of course here, like usual in

experimental physics, it is not possible to escape Murphy’s law. In fact, there are many potential

sources of decoherence: in particular the lifetime of the states used in the measurement, collisions,

and inhomogeneous fields.

6.5.1 Lifetime

The fundamental limit to the time of any measurement is the lifetime of the state or states

used in the measurement, which can be set by several different factors. If both states participating

in the Ramsey measurement decay to a third state at the same rate independent of each other and

do not decay to each other, then the fringe contrast (normalized to the total number) does not

decay; however, the signal-to-noise will decrease due to the loss of population. In the case of the

metastable 3∆1 J = 1, v = 0 state used in the eEDM measurement, the lifetime could be limited

by spontaneous electronic decay or blackbody excitation of either rotation or vibration. Since the

only electronic state below the 3∆1 state electronic state is the 1Σ+ state, we can write the decay
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Table 6.2: Estimated statistical sensitivity of the first generation
measurement using HfF+

Parameter Estimate

Eeff 23.3 GV/cm

Total trapped HfF+ 3000

Detector open-area-ratio 63%

Percent in single J,mJ 35%

Fast loss 50%

Transfer efficiency to 3∆1 35%

Depletion contrast 20%

Photodissociation detection efficiency 13%

Maximum fringe counts at τ = 0 3

Free-evolution time (τ) 250 ms

Counts per shot (N) after τ 1

Background counts (N0) 4

Contrast (N/N0) 0.25

Duty cycle 50%

Rep rate 0.5 Hz

Fourier-limited linewidth (1/2πτ) 640 mHz

δde (assuming a 10-hour day) 1× 10−27 e cm/
√

day
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rate of the lowest ro-vibrational state in the 3∆1 manifold as [378]:

Γel = τ−1
el =

∑
i

A1i =
2e2

3ε0hc3

∑
v′i

(
∆E

~

)3 ∣∣〈ψ′vi |d|ψv0

〉∣∣2
≈ 2e2

3ε0hc3
µ2

12

∑
v′i

(
∆E

~

)3 ∣∣〈χ′vi |χv0

〉∣∣2 (6.42)

where theA1i is the Einstein A coefficient for each possible transition, the prime indicates 1Σ+ states,

∆E is the energy difference, and d is the dipole moment operator. In the approximation, µ21 is the

electronic transition dipole moment and
∣∣〈χ′vi |χv0

〉∣∣2 is the vibrational wave function overlap (i.e.,

the Franck-Condon factor). Using the measured energy separation and calculated dipole moments

(Table 5.6), we estimate the lifetime of 3∆1 v = 0 to be about 2 s.

To estimate the blackbody excitation rate, we start with the number of photons-per-mode at

a frequency ν for a blackbody spectrum at a temperature T

n̄ =
1

e
hν
kBT − 1

≈ kBT

hν
, (6.43)

where the approximation is valid for hν >> kbT . For a two-level system, the blackbody excitation

rate from the ground to excited state, Γexc, is related to the spontaneous emission rate from the

excited state, Γem: Γex = n̄Γem. Γem can be obtained from Equation 6.42 with the sum over

1Σ+ states replaced by 3∆1 states. For rotational excitation from J = 1 → J = 2, µ21 ≈ dmf =

1.4 ea0 and the energy difference is 4B = 1.2 cm−1, so n̄ ≈ 174 at 300 K and Γex ≈ 0.0025 s−1.

Thus the expected blackbody rotational excitation timescale at 300 K is ∼800 s and so can be

neglected.

For vibrational excitation from v = 0 → v = 1, the energy difference is about 760 cm−1 so

n̄ ≈ 0.027 (here the approximation in Equation 6.43 is not valid). The dipole moment is a bit more

complicated to approximate however. The transition dipole moment for a vibrational transition

arises from the change in the molecular-frame dipole moment, dmf (R), with internuclear distance

R. We can write dmf (R) ≈ dmf (R0) + d′mf (R0)R + · · · , where R0 is the internuclear distance at

the minimum of the potential. Then µ12 = 〈χv1 |dmf (R)|χv0〉 ≈ d′mf (R0) 〈χv1 |R|χv0〉. The value of

d′mf (R0) can be approximated from [378] to be 1.2 (ea0)/a0. We can do the integral using harmonic
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oscillator wavefunctions and obtain 〈χv1 |R|χv0〉 = 1/
√

2α =
√

~
2µω ≈ 3.6 × 10−12 m. This gives a

lifetime of v = 1 of 280 ms (which matches reasonably well with the previously calculated lifetime

of 184 ms from [378]) and a blackbody vibrational excitation timescale of 10.4 s (6.8 ms using the

calculated lifetime).

We have used state-resolved photodissociation to measure the 1Σ+ J = 0, v = 0 lifetime as

shown in Figure 6.9(a). The measured lifetime (ignoring the initial, fast collisional loss) of 7.1(8) s

is shorter than the trap lifetime (i.e., total ion number decay) and matches well with the estimated

blackbody vibrational excitation rate. By using coherent transfer and photodissociation, we can

measure the lifetime of the 3∆1 J = 1, v = 0 state to be 2.1(2) s as shown in Figure 6.9(b). This

agrees with the predicted electronic lifetime of 2 s.

6.5.2 Field inhomogeneity

An field inhomogeneity that results in different fringe frequencies for different ions will result

in a reduced coherence time. The fringe frequency in the eEDM is set, to first order, by the Zeeman

splitting, 3gFµBBrot(~R). Since Brot(~R) ∼
(
∇r ~B(~R)

)(
Erot(~R)

)
, any spatial variability in Erot(~R)

or in ∇r ~B(~R) can potentially lead to decoherence. Since the average position of any ion over the

course of one measurement (i.e., many secular trap oscillations) is very close to the trap center,

that is
〈
~R
〉

= 0 to high precision, linear gradients in either Erot(~R) or in ∇r ~B(~R) will be averaged

over to give 〈Erot〉 = Erot(0) (similarly 〈∇rB〉 = ∇rB(0)) for for every ion. Second-order gradients,

however, will result in ions that have a larger
〈
R2
〉

(e.g., hotter ions) experiencing a different value

of 〈Erot〉 or 〈∇rB〉 than ions that are, on average, closer to the trap center.

The coherence time limited by field inhomogeneity can be approximated as the time necessary

for different ions to acquire 1 rad of phase difference. Since the field inhomogeneity results in a

fractional frequency difference, the phase difference per period remains the same regardless of

frequency, thus, the coherence time should be a fixed number of periods. For a fringe of frequency

f , the coherence time can be estimated to be τinhom = 1
2πf∆f/f , where ∆f/f is the fractional

inhomogeneity. In general, the fringe would not necessarily be expected to decay exponentially,
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but instead would have a decay profile obtained from the time-averaged distribution of fringe

frequencies. Frequently, this will result in a Gaussian decay profile ∼ e−t2/τ2
[477]. We tried fitting

the decay profile with a Gaussian form, but did not find any noticeable improvement in the quality

of fit over a fit with a simple exponential decay. Since the decay constant from an exponential fit

versus a Gaussian fit is typically similar [478, 479], we used exponential fits for all presented data.

Figure 6.21 shows several different measurements of the coherence time (from a singe expo-

nential fit) as a function of fringe frequency. All data points are measured with less than 2000 ions

and in a loose trap to reduce the effect of collisions. The dashed line shows the 1/f scaling due to

inhomogeneity; the point at the lowest fringe frequency deviates significantly from the dashed line

indicating that the coherence time is at least partially limited by collisions, see Section 6.5.3. The

coherence time measured with a fringe frequency of 780 Hz is 48(7) ms, which implies a fractional

inhomogeneity of about 0.5% over the size of the cloud.

The applied magnetic field gradient, combined with trapping fields, contributes to a decoher-

ence similar to field inhomogeneity. This can be seen from the expression for Brot from Equation

6.26. The second term in this equation gives the largest contribution to δBrot. To estimate the

decoherence, we assume a thermal distribution and replace Ex,y,z with kBT ≈ 10 K. This gives

δBrot/Brot ≈ 0.006, which approximately matches the observed decoherence. Decoherence due to

this effect can be reduced by decreasing ωrot. This will result in a larger rrot, so we can reduce B′

for the same value of Brot.

6.5.3 Collisions

Because of the long-range nature of Coulomb interactions, ion-ion collisions can be a major

source of decoherence even in low density ion clouds. The primary concern with ion-ion collisions

is the Berry’s phase caused by the electric field of one ion tilting the quantization axis of the other

ion. In this section we review the basics of ion-ion collisions and use this to obtain estimates for

the coherence time.
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Figure 6.21: Coherence time versus fringe frequency. The dashed line is an approximate fit to a 1/f
functional form, not including the lowest f point since this point is most likely limited by collisions,
see Section 6.5.3.
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6.5.4 Collision background

An ion-ion collision, often called a Rutherford collision, is usually treated as a one-body

problem in the center-of-mass frame. In this setup, shown generically in Figure 6.22(a), a single

particle with mass µ = m1m2/(m1 + m2) is incident on a central Coulomb potential located at

the center-of-mass of the two-body collision. The incident particle is offset from the collision axis

by a distance b, called the impact parameter. After the collision, the particle is deflected by the

Rutherford scattering angle, ∆θ. We can treat the collision in polar coordinates, (r, θ), and define

θ̂ = 0 as the direction opposite of the outgoing particle. With this definition, θ runs from (∆θ, π).

The incoming particle has angular momentum L = µr2θ̇ = µvb and kinetic energy Ukin =

1
2µv

2 = L2

2µb2
. The total energy is E = 1

2µṙ
2 + 1

2µr
2θ̇2 + Vc(r), where Vc(r) = e2

4πε0r
. We can use

conservation of energy and angular momentum to obtain

θ̇ = v
b

r2
(6.44)

and

ṙ = ±v
√

1− b2

r2
− Vc(r)

Ukin
= ±v

√
1− b2

r2
−A. (6.45)

Since ṙ|rmin = 0, we can solve for

rmin = A+
√
A2 + b2. (6.46)

The scattering angle can be related to the impact factor by relating the momentum change

in y to the integral of the force:

δpy = p0 sin (∆θ) =

∫ ∞
−∞

Fydt = −
∫ π

∆θ
F sin θ

dt

dθ
dθ =

− e2

4πε0r2

r2

vb
cos θ

∣∣∣π
∆θ

=
e2

4πε0vb
(1 + cos ∆θ).

We can solve for b to obtain

b =
e2

4πε0p0v

1 + cos ∆θ

sin ∆θ
=

A

tan ∆θ
2

. (6.47)

Don’t believe the last step? Brush up on your half-angle formulas here2 since you will need them

more later. Equation 6.47 can now be used to determine the differential scattering cross section. As

2 http://mathworld.wolfram.com/Half-AngleFormulas.html
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Figure 6.22: (a) Schematic of ion-ion collision treated as a single particle with mass equal to the
reduced mass µ incident on a central (Coulomb) potential. The collision coordinates are (r, θ),
where ~r is the position vector from the center of mass to the incoming particle and θ is the angle
between θ̂ and r̂, where θ̂ points opposite of the outgoing particle velocity. (b) Differential solid
angle.
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shown in Figure 6.22(b), the differential cross section relates the number of particles, dN ′, exiting

in a differential solid angle dΩ to the total number of incoming particles, N, by

dN ′

dΩ
= N

dσ

dΩ
.

Since dN ′ = N2πbdb and dΩ = 2π sinϕdϕ we can solve for the differential cross section (using b

from Equation 6.47)

dσ

dϕ
=

b

sinϕ

∣∣∣∣ dbdϕ
∣∣∣∣ =

(
A

2

)2 1

sin4 ϕ
2

=

(
e2

4πε0

)2
1

16U2
kin sin4 ϕ

2

. (6.48)

The trajectory of the particle can be described by a hyperbola

r(θ) =
b2

A

1

ε cos (θ + δ)− 1
. (6.49)

Here ε =
√

1 + b2

A2 is the eccentricity and δ is the angle at which r = rmin.

6.5.5 Coherence time from collisions

Now that we have the basic collision theory under our belts, we can go on to look at how

collisions limit the coherence time. As mentioned above, the effect of an ion-ion collision is to

introduce an electric field that will add with the rotating electric field and tilt the quantization

axis. Over the course of the collision, the electric field vector traces a closed path on the surface

of a sphere. For example, the collision trajectory shown in Figure 6.23(a) with Erot perpendicular

to the collision plane results in the path illustrated in 6.23(b). This trajectory was generated by

Equation 6.49 and then the net electric field vector was generated for points along the trajectory

by summing Erot and the electric field from the ion-ion interaction:

Eion−ion =
e2

4πε0r2
min

.

The solid angle, A, enclosed by this path results in a Berry’s phase from the collision of ∆φb =

∆mFA, where ∆mF = 3 for ions that are in a superposition of mF = ±3/2 levels. This phase

then leads to decoherence, either from a single collision if the phase is large enough or from phase

diffusion after multiple collisions.
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Figure 6.23: (a) Collision trajectory for two particles in the xy plane. (b) The path of Etot is shown
as a dark curve for the collision trajectory shown in (a). Erot is assumed to point along z. The
area of this closed path is the solid angle, A, which leads to a Berry’s phase ∆φb = ∆mFA for this
collision.
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The rate of collisions, Z, for a collisional process is given by Z = nσv, where n is the density,

σ is the collision cross section, and v is the velocity. Since σ can be thought of as an area for a

hard-sphere collision σv is a volume per unit time that a single particle covers; thus the value of Z

gives the number of collisions per unit time. The rate of decoherence, Γ, then is given by Z/Nd,

where Nd is the number of collisions required for decoherence. A reasonable assumption would be

that decoherence occurs when the total accumulated phase is equal to π, i.e., Nd = π2/(∆φb)
2 for

a random-walk phase diffusion.

We now have all of the tools necessary to numerically estimate the collisionally limited co-

herence time. Initially we assume that all collisions lie in the plane perpendicular to Erot since this

should represent the worst case scenario. We first calculate the solid angle for a given scattering

angle by numerically integrating to find the area enclosed by the path of the unit electric field

vector:

A(∆θ, Ukin) =

∫∫
A

sinφdφdθ =

π∫
∆θ

sinφ(ϕ)
dφ

dϕ
dϕ

θmax(φ)∫
θmin(φ)

dθ, (6.50)

where φ(ϕ) and θ(ϕ) are the polar angles of Êtot as a function of angle during the collision. Figure

6.24 shows plots of A(∆θ) for different values of Ukin. Putting everything together, we have that

Γ(Ukin) =
Z

Nd
= Z

(∆φb)
2

π2
= nσ(∆θ, Ukin)v(Ukin)

∆φ2
b(∆θ, Ukin)2

π2
. (6.51)

We can now use the differential cross section from Equation 6.48, substitute ∆φb = ∆mFA, assume

that v = 2
√
kbT/m, and integrate over possible scattering angles to obtain the decoherence rate

as a function of collision energy. The coherence time (inverse of Equation 6.51) is shown in Figure

6.25 for 20,000 ions with our measured trap parameters and different values of Erot.

In addition to the numerical results, it is instructive to obtain some general scaling rules. In

particular, the “big paper” [62] has some approximate formulas that appear out of no-where, can we

reproduce the scaling in these? First, we will need to find the maximum electric field experienced

during the collision, Eion−ion
∣∣
r=rmin

. After substituting rmin from Equation 6.46 and then b from
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Figure 6.24: Log-log plot of A as a function of scattering angle for different values of Ukin/kB
ranging from 0.3 K to 10 K with Erot = 10 V/cm. For small scatting angles, A ∼ U4

kin.
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Figure 6.25: Log-log plot of estimated coherence time as a function of collision energy (in temper-
ature units) for Erot = 20 V/cm (red) and 10 V/cm (blue). These calculations are expected to give
the worst-case coherence time as discussed in the text. The calculated curves are for 20,000 ions
in the normal trap given in Table 6.1.



246

Equation 6.47 and finally using seemingly random combinations of half-angle formulas we find that

Emaxion−ion(∆θ) =
4πε0
e3

4U2
kin

(
sin ∆θ

2

1 + sin ∆θ
2

)2

∼ T 2. (6.52)

For small values of Emaxion−ion the solid angle can be approximated by

A ≈ πE2
⊥

E2
rot

, (6.53)

where E⊥ is the component of the electric field perpedicular to Erot. Another approximation that

works in more limits is

A ≈ π −∆θ

2

1− Erot√
E2

rot + E2
ion−ion

 ≈ π −∆θ

2

E2
ion−ion
2E2

rot

∼ T 4

E2
rot

, (6.54)

where in the second step we have assumed Eion−ion < Erot. From Equation 6.48, we see that the

dσ
dϕ ∼ U−2

kin ∼ T−2. Since v ∼ T 1/2 we see that

Γ ∼ nT−2

(
T 4

E2
rot

)2√
T ∼ nT 13/2E−4

rot (6.55)

for low collision energies.

In the high collision energy limit, there is a high probability for a single collision to result in

a Berry’s phase ∼ π, which would lead to decoherence. For a single collision to result in enough

phase shift, we need to have Eion−ion ∼ Erot. This implies that the distance of closest approach

must be

r2
min ≈

e2

4πε0Erot
. (6.56)

We can use the standard hard-sphere collision rate, Γ = nσv, with σ = πr2 and r2 = r2
min ∼ E−1

rot

to arrive at the high-energy scaling

Γ ∼ nE−1
rot

√
T . (6.57)

These two limits can be seen in Figure 6.25.

We have measured the coherence time as a function of ion number and as a function of Erot

as shown in Figure 6.26. Taken together, these measurements provide strong evidence for ion-ion

collisions. Figure 6.26(a) shows the measured coherence time as a function of ion number as well
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Figure 6.26: Coherence time versus ion number and Erot. (a) Log-log plot of coherence time as a
function of total ion number. The red dashed line shows the expected 1/n scaling (assuming that
the density changes linearly with ion number, i.e., that the trap volume is constant). The blue
dashed line is the expected coherence time due to field inhomogeneity for a 40 Hz fringe frequency.
The black dashed line is the combined contribution from both sources: 1/τ = 1/τcoll + 1/τinhom.
(b) Log-log plot of various coherence time measurements as a function of Erot. The coherence time
would be expected to scale like Eprot, where p is between 1 and 4 (see Equations 6.56 and 6.57). The
blue line is a fit to this scaling, which gives p = 2.3.



248

as the expected 1/n dependence (red dashed line), the inhomogeneity limit for a 40 Hz fringe

frequency (blue dashed line), as well as the combined limit (black dashed line). The ion number

was changed primarily by adjusting the power of the second ionization laser and has been corrected

by the open-area ratio of the MCP to reflect the total ion number in the trap. We assume that

the density scales linearly with the ion number; that is, we assume that the trap volume does

not change when the ion number changes. This assumption is reasonable as long as mean-field

effects do not get too large and as long as the ionization laser power do not significantly affect the

temperature. The 1/n dependence to the coherence time shown by the red dashed line is manually

adjusted to the match the highest ion number point.

As the ion number is decreased, the coherence time begins to deviate from the 1/n depen-

dence. The measurements with low ion number were all taken at a fringe frequency of 40 Hz, which

contributes to the coherence time limit as shown by the blue dashed line. The black dashed line

shows the coherence time limit estimated by combining these two sources of decoherence. In general,

this combination is done by multiplying the decay from each source of decoherence. If each source

is treated as a simple exponential decay (this is not true in general for inhomogeneity but is a good

approximation, see Section 6.5.2), the decoherence rates add linearly, so 1/τtot = 1/τcoll+ 1/τinhom,

if we just consider inhomogeneity and collisional decoherence. This gives the black dashed line in

Figure 6.26, which matches well with the data.

Figure 6.26(b) shows the dependence of the coherence time on Erot. These measurements

were taken under a variety of conditions and have been corrected for ion number changes. All of

the data are fit to a power lower, Eprot, yielding p = 2.3 (blue line). This is consistent with the

expected range of p = 1− 4 from Equations 6.56 and 6.57.

We can compare the numerical results shown in 6.25 with the data in 6.26. With 20,000 ions

in the trap, we measure a coherence time of 48(7) ms. Using the normal trap parameters given in

Table 6.1, this corresponds to about 1× 107 ions/cm3. If we use a trap temperatures of 20 K and

Erot = 20 V/cm, the numerical estimates give a worst-case coherence time of 60 ms and p ≈ 3. If

instead we use the a temperature of 30 K, we would expect a worst-case coherence time of 10 ms
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and p ≈ 2.3. Overall, the numerical estimates are in reasonable agreement with the data. We have

also decreased the trap temperature as discussed in Section 6.2.1 (“relaxed + ramp” in Table 6.1)

and measured an improved coherence time of 270(80) ms with 20,000 ions and 390(90) ms with

10,000 ions, which is an improvement by a factor of roughly 5.

6.6 Systematic Errors

Of course, you might be wondering,“what about Berry’s phase?” or perhaps more generally,

“don’t you expect some killer systematic error?” Well, let me ease your concerns a bit and let you

know that, while crazy, we are not actually crazy enough to do an experiment where we expect a

major systematic above the 10−28 e cm level. If this is enough to convince you, then you can skip

the rest of this section since we will now discuss in detail potential sources of systematic errors.

The first step in determining possible sources of systematic errors is to identify all of the

dependences of the measurement signal. The eEDM experiment basically amounts to measuring

energy splitting (in our case, actually the unsigned frequency difference) between either the upper

or lower pair of mF = ±3/2 states. We can write the Hamiltonian for these two states in the upper

(u) or lower (l) doublet as

H = ~

−3
2g
u/l
f µBBrot ± deEeff + 3

2αωrot
∆u/l

2

∆u/l

2
3
2g
u/l
f µBBrot ∓ deEeff − 3

2αωrot

 . (6.58)

The diagonal elements of this matrix contain the Zeeman splitting, eEDM contribution (where

the upper (lower) sign refer to the upper (lower) doublet), and the energy shift due to a periodic

Berry’s phase caused by a tilt of the quantization by an angle α from the horizontal plane. Recall

that, because of the way we generate the rotating magnetic field, Brot ≈ B′rrot ≈ B′ eErot

mω2
rot

. The

off-diagonal components are caused by the coupling in the rotating field, as discussed in Section

6.4. Since ∆ is different in the upper and lower doublet, we can define ∆u/l = ∆̄± δ∆ [62, 64]:

∆̄ =
∆u + ∆l

2
≈ 27ωef

(
~ωrot

dmfErot

)3

;

δ∆ =
∆u −∆l

2
≈ 81

8
ωef

(
~ωrot

dmfErot

)3(dmfErot

EHF

)2

≈ 1

3

(
dmfErot

EHF

)2

∆̄.

(6.59)
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To get the frequency difference fu/l, we diagonalize the Hamiltonian and take the difference between

the eigenvalues, making use of the approximation
√
a2 + b2 ≈ a+ b2

2a for b << a:

2πfu/l(Erot, Brot, ωrot, α) =

3g
u/l
F µBBrot ± 2deEeff − 3αωrot +

(∆u/l)2

6g
u/l
F µBBrot

+
6αωrot(∆

u/l)2

(6g
u/l
F µBBrot)2

,
(6.60)

where the Zeeman splitting is assumed to be much larger than any of the other terms. In addition,

we assume that trap motion results in 〈α〉 ≈ 0. A very rough eEDM measurement could then be

made by measuring 〈fu(E , B)〉−
〈
f l(E ,−B)

〉
≈ 4deEeff ; however this will be ruined by an imperfect

B reversal, as well as other deviations from our initial assumptions. So our goal is to find out how

much of an effect deviations have and how we can minimize the impact: in particular, we consider

the effects due to non-reversing B (e.g., from stray fields), magnetic fields perpendicular to the

quantization axis B⊥, shifts in Erot, and field inhomogeneities. We also briefly discuss any potential

systematics arising from state preparation or readout issues. A summary of systematic effects is

given in Table 6.3.

6.6.1 Non-reversing magnetic field

A non-reversing magnetic field, Bnr, will cause a systematic in the simple B reversal:

fu(E , B +Bnr)− fu(E ,−B +Bnr) ≈ 4deEeff + 6guFµBB
nr, (6.61)

where we have removed the time averaging for simplicity. To reduce this systematic, we can combine

a B switch with a doublet switch, which gives

fu(E ,±B +Bnr)− f l(E ,±B +Bnr) ≈ ±4deEeff + 6δgFµB(B ±Bnr), (6.62)

where δgF = guF − glF . This final four-way difference

fedm = [fu(B)− f l(B)]− [fu(−B)− f l(−B)] = 8deEeff + 12δgFµBB
nr, (6.63)

so the effect of Bnr is suppressed by the value of δgF /gF . The difference in gF arises from two

contributions [62, 468]:
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Table 6.3: Systematic error summary. The first column lists different contributions to the four-way
difference, fedm. The next three columns give the sign of the contribution for each of the doublet,
applied B′, and rotation direction switch. Here + indicates that the contribution does not change
sign and − indicates a sign reversal under the switch. Columns 4-6 give the power-law dependence of
each effect as a function of the values of |B′|, ωrot, and |Erot|. Finally, the final estimated systematic
contribution is given in column 7. These assume a fringe frequency (3gFµBBrot)of 40 Hz. See text
for more details.

Switch Dependence Est. Contribution

Effect Doublet B′ Rot. |B′| ωrot |Erot| to fedm

de (< 3× 10−29 e cm) - - + 0 0 0 1 mHz

Bnr (switch) + - + 0 0 0 0.6 mHz

Bnr (leakage) + - - 0 1 1 0.6 mHz

∂Erot
∂z + - - 0 1 -1 1 mHz

Motional Fields + - - 0 -3 1 4 µHz

δ∆ - + + 0 6 -4 ∼0

δ 〈B·E〉|E| + + + 1 0 -1 40 µHz

B⊥ + + - 0 1 -1 2 µHz
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(1) mixing of the Stark levels in J = 1 with levels in J = 2,
δgF=3/2

gF=3/2
≈ 9dmfErot

40hcBe
;

(2) rotation-induced mixing of ∆mF = ±1 levels that is different for the upper and lower Stark

pair because the separation to themFΩ = ±1/2 pairs is different,
δgF=3/2

gF=3/2
≈

√
6ω2

rot

γ2
F=3/2

dmfErotEhf
.

These two contributions are expected to be (1) 9.1× 10−4 and (2) 8.6× 10−4 for a maximum total

contribution of 1.8× 10−3. These assume that 3gFµBB >> ∆, if this is not true then δ∆ will also

contribute to an apparent δgF . Our current best measurement is
δgF=3/2

gF=3/2
= 0.003(6).

There are several potential sources of Bnr, the most obvious of which is poor reversal of

the applied B-field gradient. By using current monitors on the anti-Helmholtz coils and/or several

magnetometers, we should be able to reverse B′ to 1%. This systematic is at most 12δgFµBB
nr out

of a fringe frequency of 3gFµBBrot, i.e., δff ≈ 4 δgFgF
Bnr

Brot
≈ 1×10−4. This corresponds to a systematic

of 2 mHz for a 20 Hz fringe, which gives an error of 3× 10−29 e cm. Another source of Bnr arises

from leakage current in the trap electrodes that oscillates at ωrot. Such a leakage current arises

due to capacitance C in the electrodes, which results in an oscillating current Imaxleak =
Vpp
2 Cωrot

for a peak-peak voltage Vpp. We have measured the capacitance of a single electrode plus SHV

feedthroughs to be about 40 pF (the electrode itself is estimated to be ∼2 pF); if we assume

that this capacitance all contributes to a current that flows through the electrode (worst case),

this gives a maximum current of 8 mA for Vpp = 250 V (corresponding to Erot = 20 V/cm) and

ωrot = 2π × 250 kHz. The magnetic field at a distance r = 4 cm from a wire with current I is µ0I
2πr ,

so each electrode produces a peak contribution of 400 µG at the trap center. The total contribution

from all electrodes is three times the peak contribution from a single electrode, so Bnr
leak < 1.2 mG,

which contributes at most 15 Hz to the Zeeman splitting and a systematic of 0.2 Hz to the four-way

difference (Equation 6.63). This contribution assumes that all the electrodes are driven from one

direction only and assumes the worst case capacitance. We have switched to driving the electrodes

symmetrically from the top and bottom, which suppresses the leakage currents dramatically. A

reasonable estimate in this case is that the currents from the top drive balance those from the

bottom drive to better than 10%, which reduces the systematic to < 15 mHz or 3 × 10−28 e cm.
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This effect will also depend on the value of Erot, so should be detectable. A final contribution to

Bnr would be a stray magnetic field gradient. This would originate most likely from magnetism in

a material, such as the welds in the vacuum chamber or from the optical table: since all material,

especially welds, is located a large distance from the trap, stray gradients are expected to be small.

If we assume a stray gradient of 2 mG/cm, the resulting systematic is around 12 mHz.

All of the estimates in the previous paragraph assume that we do no active shimming of

Bnr. A simple potential shim procedure would be to apply a compensation value of Bnr to make

fu(B) − fu(−B) ≈ 6guFµBB
nr = 0. Then a measurement in the lower doublet would provide a

measurement of 4deEeff with a systematic of 6δgFµBB
nr. A shim of fu(B) − fu(−B) < 100 mHz

would make Bnr < 4 µG, which then contributes a systematic of 0.6 mHz or 3 × 10−29 e cm. A

100 mHz precision will hopefully only require perhaps 10 minutes of measurement time (assuming

that we are at the desired statistical sensitivity of 10−29 in a day!), so such a shim would not

be too hard to implement. There are several potential issues however with this simple shimming

procedure. One concern is a time dependence of Bnr; since we can monitor the reversal of the

applied B-field gradient at this level (see previous paragraph), the only concern is changes in the

leakage current contributions. Other than possible slow temperature-dependent changes, these

currents should be static between a shim measurement in one doublet and an eEDM measurement

in the other doublet. Another potential issue is a value of Bnr that correlates with the doublet.

Since the doublet switch is set by a laser detuning, it is hard to come up with a likely source of

correlation.

6.6.2 Perpendicular magnetic fields

Because the quantization axis rotates rapidly, static magnetic fields in the xy plane quickly

average to zero. However, a magnetic field that is perpendicular to the quantization axis – in this

case an axially oriented magnetic field – will not completely average to zero. The effect of such a
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B⊥ is to tilt the quantization axis, which will cause a non-zero Berry’s phase. The tilt angle,

α ≈
3
2g
u/l
F µBB⊥

3
2γFdmfErot + 3

2g
u/l
F µBBrot

, (6.64)

contributes 3ωrotα to fu/l(Brot). A value of B⊥ = 0.5 G contributes 130 Hz to a measurement of

fu/l(Brot). This is mostly removed in a B switch:

fu/l(Brot)− fu/l(−Brot) ≈ 3
ωrot

2π

[
g
u/l
F µBB⊥

γFdmfErot + g
u/l
F µBBrot

− g
u/l
F µBB⊥

γFdmfErot − gu/lF µBBrot

]

≈ 6
ωrot

2π

(g
u/l
F )2µ2

BB⊥Brot

(γFdmfErot)2
.

(6.65)

The contribution in the four-way difference is further reduced by the difference in g factors, so

fB⊥edm = 6
ωrot

2π

[
(guF )2 − (glF )2

]
µ2
BB⊥Brot

(γFdmfErot)2
= 6

ωrot

2π

2ḡF δgFµ
2
BB⊥Brot

(γFdmfErot)2
≈ 2µHz. (6.66)

6.6.3 Field inhomogeneity

As mentioned earlier, trap motion results in 〈α〉 ≈ 0, where α is the tilt angle of the quan-

tization axis from the plane perpendicular to the rotation axis. This is because the average axial

electric field experienced by an ion oscillating in the trap is zero since the ion is assumed to be

stably trapped. Thus, the Berry’s phase acquired in one-half of an axial cycle (e.g., for z > 0)

cancels the phase from the other half-cycle (z < 0). However, this is not true if there is an axial

gradient to Erot such that Erot(z > 0) 6= Erot(z < 0). Since α ≈ Ez/(Erot + δErot), where δErot is the

(average) added contribution to Erot for z > 0, we can write the energy shift as mFωrot
Ez
E2

rot
2δErot.

At a distance z = 0.5 cm, Ez = mω2
zz

4e ≈ 1 V/cm. If we assume δErot/Erot ∼ 0.5% (the worst case

limit from the measured inhomogeneity) and a typical value of Erot = 20 V/cm, the energy shift

would be expected to be around 2π × 0.2 Hz. This almost entirely cancels in a doublet switch,

fu(B) − f l(B), except for a term that goes as (∆u)2−(∆l)2

(6g
u/l
F µBBrot)2

∼ 0.01, which would give a system-

atic of 2 mHz or 5 × 10−29 e cm. If we do a B switch first, then the shift does not cancel, and

fu(B)− fu(−B) ∼ 0.4 Hz. This would then be shimmed out, leading to a systematic in the four-

way difference of δgF /gF × 0.4 Hz or about 1 mHz (3 × 10−29 e cm). We can change the sign of

the Berry’s phase contribution by changing the rotation direction. In addition, the Berry’s phase
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should scale with Erot as well as ωrot, so should be noticeable. Finally, we could attempt to measure

this shift by kicking the ions and looking for a frequency shift.

The magnetic field gradient also causes a shift in Brot according to Equation 6.26. This same

effect contributes to decoherence as discussed in Section 6.5.2. All terms in Equation 6.26 depend

linearly on B′, so the frequency shift will be the same sign for both signs of Brot. Therefore, this

shift should cancel to a high degree in the B switch. The largest residual effect arises due to the

presence of Bnr. In particular, if the current in the electrodes causes a Bnr that we shim with a

deliberately applied B′nr, then this systematic shift will be different for the two signs of Brot. We

can estimate the leading contribution of this systematic by replacing Ex,y,z in Equation 6.26 with

Tx,y,z. Assuming that the temperatures are all about the same, we would expect a contribution

of 6g
u/l
F µBB

′
nrδBrot, where δBrot ≈ 6kBT

eErot
. This is the same sign in the doublet switch, so the

contribution to the four-way difference is

f δBrot
edm = 6δgFµBB

′
nr

6kBT

eErot
≈ 40µHz, (6.67)

assuming a temperature of 10 K. Other radial inhomogeneities can be treated in a similar fashion

and should also cancel in a B switch.

6.6.4 Other effects

Motion in electric and magnetic fields can lead to induced (relativistic) fields. The largest

contribution to the ion velocity comes from the rotating electric field, which yields a micromotion

velocity of eErot
mωrot

≈ 600 m/s for Erot of 20 V/cm. This motion in a magnetic field will produce

an electric field ~Emotional = ~v × ~B. For a static axial magnetic field, the motional electric field

will always be parallel (or antiparallel) to Erot and so could cause a systematic. The largest axial

magnetic field will probably be due to Earth’s magnetic field currently (as there is no shielding or

cancellation): a 0.5 Gauss axial field will result in a δErot = 0.3 mV/cm, which is suppressed by

10−5 from the applied electric field. This electric field will result in a small Bnr, which will result
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in a contribution to the four-way difference of

fmotional
edm = 6δgFµBB

′ e

mω2
rot

(
eErot

mωrot
B⊥

)
≈ 4µHz. (6.68)

Furthermore, Emotional will change sign with a rotation direction switch. Similarly, motion in an

electric field will create a magnetic field: ~Bmotional = 1
c2
~v × ~E . The two dominant electric field

contributions are from Erot and from trapping fields. With Erot = 20 V/cm, Bmotional ≈ 0.1µG and

is oriented axially. Such a small B⊥ will have no effect. Radial trapping fields are smaller than Erot

and so will generate even smaller magnetic fields. Axial trapping fields will lead to a magnetic field

that could contribute to the applied magnetic field; however, even an anomalously large trapping

field of 1 V/cm will cause Bmotional < 0.01µG, which is less than 10−7 of Brot.

According to Equation 6.59, ∆ differs between the upper and lower doublet by 2δ∆. Because

the Zeeman shift is not infinitely large compared to ∆, there will be a difference in the fringe

frequency the depends on the doublet. This is difference is expected to be

2π(fu(B)− f l(B)) =
(∆u)2 − (∆l)2

6g
u/l
F µBBrot

=
4∆̄δ∆

6g
u/l
F µBBrot

≈
4
3

(
dmfErot

EHF

)2
∆̄2

6g
u/l
F µBBrot

≈ 0.5Hz (6.69)

for a 40 Hz fringe with Erot = 20 V/cm. While this initially is concerning, it should be removed in

the B switch and so should not cause a problem.

Other potential effects could arise from imperfect state preparation or from phase shifts

during the Ramsey sequence. Previous eEDM experiments have observed differential Stark shifts

of the upper and lower Stark manifolds from various issues due to state preparation [420, 31], so

it is worth considering these effects. We can shutter all lasers during the free evolution period, so

Stark shifts due to laser light should not be a problem. In order to look for other effects, we can

simulate our Ramsey sequence by numerically integrating the time-dependent Schrödinger equation

using the Hamiltonian given in Equation 6.58. The electric field during the Ramsey sequence is

shown in Figure 6.27(a). Figure 6.27(b) shows | 〈+3/2|ψ〉 |2 (blue) and | 〈−3/2|ψ〉 |2 (red) during

the Ramsey sequence. The large population oscillation after the second π/2 pulse is due to to the

proximity to the avoided crossing, which means that the |±3/2〉 states are not perfect eigenstates.
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This oscillation means that the measurement of the phase accumulated during the free-evolution

period by measuring population after the second π/2 pulse will depend on the time the population

measurement is done. As long as the time after the second π/2 pulse is constant, this should not

cause a problem, although since our depletion pulses are finite duration we will have to carefully

check from potential systematics by measuring with different delay times.

The presence of a finite magnetic field during the π/2 pulse means that our pulses are actually

slightly “off-resonant”, i.e., it is equivalent to driving a microwave π/2 pulse with the microwave

frequency detuned from resonance. Assuming a two-level system and that all of the population

starts in |+3/2〉 = |z〉, we can write the population difference during as the standard Rabi result:

Pz =
ε2 − Ω2

0

Ω2
sin2(

Ωt

2
) + cos2(

Ωt

2
), (6.70)

where Ω =
√

Ω2
0 + ε2 is the generalized Rabi frequency with on-resonance Rabi frequency Ω0 and

detuning ε. In this case, the π/2-pulse duration is ∼ π/(2Ω). For our system, Ω0 = ∆u/l and

ε = 3g
u/l
F µBB

′ eE
π/2
rot

mω2
rot

. From this, we can see that the π/2-pulse duration will be different for the

upper and lower doublets, which we must account for in the experiment. In addition, the off-

resonant pulses can lead to small phase shifts. We can use the detailed theory for a Ramsey

sequence using off-resonant pulses found in [480] to estimate that potential differential phase shifts

should be < 0.01 rad. These phase shifts can also be measured by measuring a fringe at short

free-evolution times, so they should not cause a problem.

6.7 eEDM measurement

To perform a basic eEDM measurement, we need to evaluate the four-way difference from

Equation 6.63. This can be accomplished by measuring a Ramsey fringe in each combination of

doublet and sign of B′. Of course, measuring a full fringe in one configuration (switch state) takes

a long time, which increases the susceptibility to experimental drift between fringes. So, a better

data taking strategy is needed.

The above method can be immediately improved by alternating between switch configurations
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Figure 6.27: Simulation of Ramsey sequence. (a) Erot as a function of time (in seconds). (b)
Simulation of the population in |+3/2〉 (red) and |−3/2〉 (blue) as a function of time during the
Ramsey sequence. The delay for the second π/2 pulse delay is adjusted so that there is a bit of an
offset between the average population in |+3/2〉 and |−3/2〉.
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at one time point in the fringe, thus recording the four fringes simultaneously. An example data set

is shown in Figure 6.28, where each column corresponds to the data for one specific switch state.

At each time step and in each switch state, we measure Hf+ in four different chops as shown in

the third row: dissociation only (light green); transfer + dissociation (dark green); transfer, σ+

depletion, wait T, σ+ depletion, dissociation (light blue); and transfer, σ+ depletion, wait T, σ−

depletion, dissociation (dark blue). The two depletion chops are converted to a fractional depletion

by subtracting the dissociation background and then dividing by the transfer - dissociation, as

shown in the second row. Finally, the difference of the two depletion chops gives the Ramsey fringe

(fractional population difference) shown in the first row. We fit each fringe to an exponentially

decaying sine wave with a decay time fixed to 300 ms. The frequency, amplitude, initial phase,

and offset were fit individually for each switch state as shown in Figure 6.28. Taking the four-way

difference gives 0.34(33) Hz, so de = 7.5± 7.3× 10−27 e cm. Not bad for the initial test with a few

hours of data!

We have now repeated this measurement multiple times, as shown in Figure 6.29. These

measurements include one at a 20 Hz fringe frequency as well as with different values of Bnr

(sometimes removed with a B′ shim, sometimes not, see Section 6.6.1). The combined eEDM

measurement is now de = −1.5± 3.0× 10−27 e cm, as shown by the solid red line and dashed lines.

For a better measurement, we will want to further improve the data taking efficiency. In

principle, we only care about measuring a phase shift after a long wait time, which corresponds

to measuring a frequency difference. This phase could be measured by measuring near the zero

crossing of the fringe and looking for a change in measured population difference for different switch

states. However, to convert a change in the population difference to a phase difference it is necessary

to also know the slope of the fringe, which is related to the frequency and the fringe contrast. One

option for monitoring the slope is to measure two points at the side of a fringe, one below and one

above the zero crossing. This measurement could then be repeated on the opposite slope of the

fringe, similar to what is done in the YbF experiment [420]. Such a procedure provides an inherent

calibration for the fringe contrast, which is necessary for determining the slope of the fringe and
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Figure 6.28: Ramsey fringe measured for each switch state [±B′, u/l doublet].
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thus the phase shift. In addition, since we really care about phase shifts that occur at long time due

to frequency differences, we need to remove any differences in initial phase. One nice advantage

of our experiment is that we can easily measure the phase and contrast at short times by only

changing the delay time between π/2 pulses, as demonstrated in Figure 6.28. This means that we

can calibrate the initial phase by alternating between measurements at short time and long time.

6.8 Outlook

The estimates from Table 6.2 give an initial statistical sensitivity of around 1×10−27 e cm/
√

day

with the current parameters. We also have several areas to improve upon these numbers without

major upgrades to the experiment. In particular:

(1) by upgrading the photodissociation laser to a higher pulse rate, we should be able to increase

the dissociation efficiency by a factor of at least 2;

(2) we should be able to increase the free evolution time to 500 ms by fully understanding the

decoherence issues;

(3) we should be able to increase the depletion contrast by a factor of 2.

This would increase N to 4 counts-per-shot (also probably increase the background, N0, to some-

thing like 6) and would increase τ , which would give a statistical sensitivity of around 2×10−28 e cm/
√

day.

This sensitivity will enable initial tests of systematic errors at the few 10−28 e cm level, which will

provide vital information for planning the next generation experiment.

On a longer timescale, we could hope to increase the free evolution time up to perhaps 1 s

while increasing the total ion number by lowering the temperature of the ions. This free evolution

time is still below the 3∆1 lifetime, but we will also need to improve the inhomogeneity limit shown

in Figure 6.21 while keeping the fringe frequency significantly larger than ∆. We can accomplish

this by decreasing ωrot, which will both increase Brot for a given B′ and decrease ∆. Effects due to

the ponderomotive potential from the rotating electric field will increase with decreasing ωrot, but
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Figure 6.29: All eEDM measurements to date. The red line and dashed line show the mean and
standard error, respectively, corresponding to de = −1.5± 3.0× 10−27 e cm.
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we should be able to manage this by optimizing the field homogeneity, for example, by increasing

the distance between the trap electrodes. In addition to increasing the free-evolution time, a larger

trap chamber with a higher pump-out speed (by removing LIF mirrors that limit the conductance

to the center of the trap) could also reduce the fast initial loss caused by collisional heating with

background Ar. Several further possibilities exist for improving the signal-to-noise:

(1) It might be possible to increase the fraction of population in 1Σ+ J = 0 by a factor of

2. This could be accomplished by using microwave/laser STIRAP to excite the neutral

precursor to a non-core penetrating (high angular momentum) Rydberg state. Because the

electron in a non-core penetrating state does not interact with the ion core, it can then

be removed without influencing the quantum state of the ion core. We could also consider

implementing a sympathetic cooling scheme using an atomic magneto-optical trap [447].

(2) Based on the transfer time scales that we have observed, we should be able to transfer more

population in a half-trap cycle if we can increase the transfer laser power and decrease the

one-photon detuning. This should be possible without causing significant spontaneous

emission by eliminating scattered light, which causes the sidebands observed in the one-

photon linewidth shown in Figure 6.15. Removing the LIF mirrors and possibly following

the “paint it black” philosophy should significantly reduce the scattered light. This could

provide another factor of 2-3.

(3) By reducing the Hf+ loss between photodissociation shots and increasing the MCP efficiency

with a combination of a return bias voltage and coating with CsI or similar material, we

could increase the REMPD detection efficiency by a factor of 2.

With these improvements, we should be able to reach 1× 10−29 e cm/
√

day.

Instead of a trapped ion cloud, it is intriguing to consider the use of a single trapped ion

as in optical clocks using atomic ions [481, 482, 483]. Quantum-logic spectroscopy [484] is used

in atomic ion clocks for state detection with extremely high fidelity, so the noise is limited by

quantum-projection noise (i.e., shot noise on one count). Typically, quantum-logic spectroscopy
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relies on the ability to perform clean π-pulses between motional states, which can be challenging

with molecules without cycling transitions; however, several options exist for extending quantum-

logic spectroscopy to molecules [485, 486, 487]. One of motivations for considering a single trapped

ion is the potential for a very long coherence time, since ion-ion collisions are eliminated and field

inhomogeneity is significantly reduced. With HfF+, our free-evolution time will be limited by the

3∆1 lifetime to 2 s. However, ThF+ should have a significantly longer lifetime, currently estimated

to be greater than 30 s, so this would not be a limit. Other possible ions include TaO+ and WN+,

which both might be expected to have 3∆1 ground states. WN+ has been proposed for an eEDM

measurement in a storage ring due to it’s expected 3∆1 ground state [488]. This can be explained by

ligand-field theory (what, you don’t remember this?, see Section 5.1.1): typically more ionic bonds

due to the O2− or N3− ligands will stabilize an sd configuration to below the s2 configuration,

see for example ScF vs TiO [489]. In addition, WC – which is isoelectronic with WN+ – has a

3∆1 ground state [490]. Assuming then that state lifetime is not a problem, how long of a coherence

time can we expect? A coherence time of around 5 s has been demonstrated between hyperfine

states in trapped 43Ca+ [491], so a coherence time of perhaps 10 s seems reasonable. Because we

use states which are first-order Zeeman sensitive, a coherence time of of 10 s requires better than

0.25% magnetic and electric field stability given the current Zeeman splitting. At this point, we

would also have to worry about the coherence time due to blackbody radiation, which is around 7 s

for HfF+ at room temperature. Assuming we reach 10 s, this would result in a sensitivity of around

1× 10−29 e cm/
√

day, which is comparable to the projected sensitivity of the current experimental

design. However, many systematic errors will be very different using a single ion confined to a well

defined location. For example, Berry’s phase due to axial motion should be suppressed. On the

other hand, stray electric and magnetic field gradients would not be averaged over and would have

to be shimmed away. Depending on what systematics are discovered in the current experiment, it

may be worthwhile considering a single-ion experiment, but, for statistical sensitivity, there is not

much of a gain.
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It is worth noting that ground state 3∆1 could be very beneficial for pushing below the

10−29 e cm level with a trapped ion cloud. Efficient ionization combined with optical pumping and

possibly sympathetic cooling could produce perhaps 25% of the ions in a single mF level, which is

1000 ions at a modest ion number of 4000! In addition, precision spectroscopy of molecular ions

is currently in an infancy, so the techniques that we have developed and will continue to develop

should be beneficial for other experiments as well.

6.9 Useful numbers

In this section, we provide several tables of useful numbers.
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Table 6.4: Useful numbers

Parameter Symbol Estimate

Rotating electric field Erot 20 V/cm

Electric field rotation angular frequency ωrot 2π × 253.7912 kHz

Trap rf ωrf 2π × 50 kHz

Magnetic field gradient B′ 0.08 G/cm

Molecular frame dipole moment dmf 1.401(5) e a0 ≈ 2π × 1.8 MHz/(V/cm)

Stark energy dmfErot/h 36.6 MHz

Electric field coupling factor γF 1/3 for F = 3/2, 2/3 for F = 1/2

Stark shift of mF = ±3/2 γFmFdmfErot/h 18.3 MHz

Magnetic g-factor in 3∆1 gF 0.00305(10)

Difference in g-factor δgF /gF 0.003(6) measured; < 0.002 theory

Radius of micromotion rrot 0.4 mm

Rotating micromotion velocity vrot 620 m/s

Zeeman splitting between ±3/2 3gFµBB 2π × 40 Hz

Ω-doublet splitting ωef 2π × 740(40) kHz

Hyperfine splitting Ehf h× 45.6(1) MHz
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Table 6.5: ∆̄, δ∆, and Stark shift for different
values of Erot, from theory

Erot γFmFdmfErot/h ∆̄ δ∆

5 4.6 MHz 434.5 Hz 31.4 Hz

6 5.5 251.4 Hz 21.8 Hz

7 6.4 158.3 Hz 16.0 Hz

8 7.3 106.1 Hz 12.3 Hz

10 9.1 54.3 Hz 7.8 Hz

12 11.0 31.4 Hz 5.4 Hz

16 14.6 13.3 Hz 3.1 Hz

20 18.3 6.8 Hz 2.0 Hz

25 22.8 3.5 Hz† 1.3 Hz†

30 27.4 2 Hz† 0.9 Hz†

†Due to a level crossing between the upper Stark
manifold and the F = 1/2, mF = ±1/2 levels,
this might deviate from the theory.
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Conclusion

In this thesis, we have presented a variety of experiments covering a range of techniques

and applications of molecular spectroscopy. Direct frequency comb spectroscopy – with or without

cavity enhancement – provides a unique combination of bandwidth, resolution, and sensitivity that

is not easily available in other systems. We have shown how this combination can be beneficial

for trace species detection by enabling simultaneous, multi-species detection even with compet-

ing background absorption or Rayleigh scattering. Spectroscopy systems using the demonstrated

technology or extensions farther into the mid-infrared have many potential applications including

industrial gas purity monitoring, pollution control, breath analysis, and atmospheric chemistry. In

addition, the newly-developed technique of time-resolved frequency-comb spectroscopy has exciting

prospects for the study of chemical reactions including characterization of reaction intermediates

and precise measurements of branching ratios to different products. Frequency comb velocity mod-

ulation spectroscopy extends this combination of bandwidth, resolution, and sensitivity for the first

time to the study of molecular ions with applications to astrochemistry, chemical physics, as well

as fundamental physics. Precision spectroscopy of molecular ions is an exciting direction for tests

of fundamental physics because of the long coherence times and thus narrow linewidths that can

be obtained. Currently, we have achieved a Fourier-limited linewidth of 400 mHz in trapped HfF+

and used this to perform a preliminary measurement of the electron electric dipole moment. By

further increasing the signal and coherence time, this system will be competitive with the current

best measurement of the eEDM.
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troscopy for Broadband, High-Resolution, High-Sensitivity Absorption and Dispersion Spec-
tra,” Physical Review Letters, vol. 99, p. 263902, Dec. 2007.

[196] S. E. Fiedler, A. Hese, and A. A. Ruth, “Incoherent broad-band cavity-enhanced absorption
spectroscopy,” Chemical Physics Letters, vol. 371, pp. 284–294, Apr. 2003.

[197] S. M. Ball, J. M. Langridge, and R. L. Jones, “Broadband cavity enhanced absorption spec-
troscopy using light emitting diodes,” Chemical Physics Letters, vol. 398, pp. 68–74, Nov.
2004.

[198] S. M. Ball and R. L. Jones, “Broad-band cavity ring-down spectroscopy.,” Chemical Reviews,
vol. 103, pp. 5239–62, Dec. 2003.

[199] U. Platt and J. Stutz, Differential Optical Absorption Spectroscopy. Physics of Earth and
Space Environments, Berlin, Heidelberg: Springer Berlin Heidelberg, 2008.

[200] M. Shirasaki, “Large angular dispersion by a virtually imaged phased array and its application
to a wavelength demultiplexer,” Optics Letters, vol. 21, pp. 366–369, 1996.



283

[201] S. Xiao and A. M. Weiner, “2-D wavelength demultiplexer with potential for 1000 channels
in the C-band,” Optics Express, vol. 12, pp. 2895–2902, 2004.

[202] S. X. Wang, S. Xiao, and A. M. Weiner, “Broadband, high spectral resolution 2-D wavelength-
parallel polarimeter for Dense WDM systems,” Optics Express, vol. 13, pp. 9374–9380, 2005.

[203] J. A. Silver, “Frequency-modulation spectroscopy for trace species detection: theory and
comparison among experimental methods: errata.,” Applied Optics, vol. 31, p. 4927, Aug.
1992.

[204] D. S. Bomse, A. C. Stanton, and J. A. Silver, “Frequency modulation and wavelength mod-
ulation spectroscopies: comparison of experimental methods using a lead-salt diode laser.,”
Applied Optics, vol. 31, pp. 718–31, Feb. 1992.

[205] G. B. Rieker, J. B. Jeffries, and R. K. Hanson, “Calibration-free wavelength-modulation
spectroscopy for measurements of gas temperature and concentration in harsh environments.,”
Applied Optics, vol. 48, pp. 5546–60, Oct. 2009.

[206] A. Zybin, Y. Kuritsyn, V. Mironenko, and K. Niemax, “Cavity enhanced wavelength mod-
ulation spectrometry for application in chemical analysis,” Applied Physics B: Lasers and
Optics, vol. 78, pp. 103–109, Jan. 2004.

[207] M. J. Thorpe, F. Adler, K. C. Cossel, M. H. de Miranda, and J. Ye, “Tomography of a su-
personically cooled molecular jet using cavity-enhanced direct frequency comb spectroscopy,”
Chemical Physics Letters, vol. 468, pp. 1–8, Jan. 2009.

[208] L. C. Sinclair, Development of Frequency Comb Velocity-Modulation Spectroscopy,
Spectroscopy of HfF+ and the JILA eEDM Experiment. PhD thesis, University of Colorado
- Boulder, 2012.

[209] G. R. HARRISON, “The Production of Diffraction Gratings: II The Design of Echelle Grat-
ings and Spectrographs,” Journal of the Optical Society of America, vol. 39, p. 522, July
1949.

[210] D. J. Schroeder, “An echelle spectrometer-spectrograph for astronomical use.,” Applied
Optics, vol. 6, pp. 1976–80, Nov. 1967.

[211] D. Nevejans, E. Neefs, E. Van Ransbeeck, S. Berkenbosch, R. Clairquin, L. De Vos, W. Moe-
lans, S. Glorieux, A. Baeke, O. Korablev, I. Vinogradov, Y. Kalinnikov, B. Bach, J.-P.
Dubois, and E. Villard, “Compact high-resolution spaceborne echelle grating spectrometer
with acousto-optical tunable filter based order sorting for the infrared domain from 2.2 to 4.3
µm,” Applied Optics, vol. 45, no. 21, p. 5191, 2006.

[212] D. L. McDavitt, J. Ge, S. Miller, and J. Wang, “Silicon Immersion Gratings for Very High
Resolution Infrared Spectroscopy,” in Astronomical Telescopes and Instrumentation (E. Atad-
Ettedgui and P. Dierickx, eds.), pp. 536–544, International Society for Optics and Photonics,
Sept. 2004.

[213] N. Ebizuka, K. Oka, A. Yamada, M. Kashiwagi, K. Kodate, K. S. Kawabata, M. Ue-
hara, C. Nagashima, K. Ichiyama, T. Ichikawa, T. Shimizu, S. Morita, Y. Yamagata,
H. Omori, H. Tokoro, Y. Hirahara, S. Sato, and M. Iye, “Novel immersion grating, VPH



284

grating, and quasi-Bragg grating,” in Optomechanical Technologies for Astronomy. Edited
by Atad-Ettedgui (E. Atad-Ettedgui, J. Antebi, and D. Lemke, eds.), vol. 6273, pp. 62732G–
62732G–8, June 2006.

[214] D. J. Mar, J. P. Marsh, C. P. Deen, H. Ling, H. Choo, and D. T. Jaffe, “Micromachined
silicon grisms for infrared optics,” Applied Optics, vol. 48, p. 1016, Feb. 2009.

[215] J. Ge, J. L. Bernecker, D. L. McDavitt, and S. Miller, “Silicon anamorphic gratings for IR
high-resolution spectroscopy with future giant telescopes,” in Astronomical Telescopes and
Instrumentation (J. R. P. Angel and R. Gilmozzi, eds.), pp. 624–633, International Society
for Optics and Photonics, Jan. 2003.

[216] J. P. Marsh, D. J. Mar, and D. T. Jaffe, “Production and evaluation of silicon immersion
gratings for infrared astronomy.,” Applied Optics, vol. 46, pp. 3400–16, June 2007.

[217] M. Gully-Santiago, W. Wang, C. Deen, and D. Jaffe, “Near-infrared metrology of high-
performance silicon immersion gratings,” in Modern Technologies in Space- and Ground-based
Telescopes and Instrumentation II. Proceedings of the SPIE (R. Navarro, C. R. Cunningham,
and E. Prieto, eds.), vol. 8450, p. 84502S, Sept. 2012.

[218] J. Ge, B. Zhao, S. Powell, A. Fletcher, X. Wan, L. Chang, H. Jakeman, D. Koukis, D. B. Tan-
ner, D. Ebbets, J. Weinberg, S. Lipscy, R. Nyquist, and J. Bally, “Silicon immersion gratings
and their spectroscopic applications,” in SPIE Astronomical Telescopes + Instrumentation
(R. Navarro, C. R. Cunningham, and E. Prieto, eds.), p. 84502U, International Society for
Optics and Photonics, Sept. 2012.

[219] P. C. Hobbs, “Ultrasensitive laser measurements without tears.,” Applied Optics, vol. 36,
pp. 903–20, Feb. 1997.

[220] N. R. Newbury, I. Coddington, and W. Swann, “Sensitivity of coherent dual-comb spec-
troscopy.,” Optics Express, vol. 18, pp. 7929–45, Apr. 2010.

[221] S. Schiller, “Spectrometry with frequency combs,” Optics Letters, vol. 27, p. 766, May 2002.

[222] A. Schliesser, M. Brehm, F. Keilmann, and D. W. van der Weide, “Frequency-comb infrared
spectrometer for rapid, remote chemical sensing.,” Optics Express, vol. 13, pp. 9029–38, Oct.
2005.

[223] I. Coddington, W. C. Swan, and N. R. Newbury, “Coherent Multiheterodyne Spectroscopy
Using Stabilized Optical Frequency Combs,” Physical Review Letters, vol. 100, p. 13902,
2008.

[224] A. M. Zolot, F. R. Giorgetta, E. Baumann, J. W. Nicholson, W. C. Swann, I. Coddington,
and N. R. Newbury, “Direct-comb molecular spectroscopy with accurate, resolved comb teeth
over 43 THz.,” Optics Letters, vol. 37, pp. 638–40, Feb. 2012.

[225] T. Ideguchi, A. Poisson, G. Guelachvili, N. Picqué, and T. W. Hänsch, “Adaptive real-time
dual-comb spectroscopy.,” Nature Communications, vol. 5, p. 3375, Jan. 2014.

[226] Z. Zhang, T. Gardiner, and D. T. Reid, “Mid-infrared dual-comb spectroscopy with an optical
parametric oscillator.,” Optics letters, vol. 38, pp. 3148–50, Aug. 2013.



285

[227] Y. Jin, S. M. Cristescu, F. J. M. Harren, and J. Mandon, “Two-crystal mid-infrared optical
parametric oscillator for absorption and dispersion dual-comb spectroscopy.,” Optics letters,
vol. 39, pp. 3270–3, June 2014.
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