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Siemens, Mark E. (Ph.D., Physics)

Nanoscale thermal, acoustic, and magnetic dynamics probed with soft x-ray light

Thesis directed by Prof. Margaret M. Murnane and Prof. Henry C. Kapteyn

This thesis discusses the application of coherent, ultrafast beams of soft x-ray light

from high-order harmonic generation (HHG) to study thermal, acoustic, and magnetic

processes in nanostructures. This short-wavelength light is a uniquely powerful probe

of surface dynamics since it has both a very short wavelength and duration.

First, this thesis reports the first observation and quantitative measurements of

the transition from diffusive to ballistic thermal transport for the case of heat flow away

from a heated nanostructure into a bulk substrate. This measurement provides insight

into the fundamentals of thermal energy transport away from nanoscale hot spots, and

demonstrates a fundamental limit to the energy dissipation capability of nanostructures.

Further, we propose a straightforward correction to the Fourier law for heat diffusion,

necessary for thermal management in nanoelectronics, nano-enabled energy systems,

nanomanufacturing, and nanomedicine.

Second, this work discusses dynamic measurements of ultra-high frequency surface

acoustic waves (SAW) and the first SAW dispersion measurement in a nanostructured

system. These results are directly applicable to adhesion and thickness diagnostics of

very thin films.

Finally, this thesis reports the first use of light from HHG to study magnetic

orientation. Using the transverse magneto-optic Kerr effect and soft x-ray light near

the M-absorption edges of Fe, Co, and Ni, magnetic asymmetries up to 8% are observed

from thin Permalloy (Ni80Fe20) films. This signal is 1-2 orders of magnitude higher

than that observed using optical methods, showing great promise for dynamic imaging

of domain flipping at the 100 nm level.
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Chapter 1

Introduction

The remarkable advances in nanofabrication technology in the past few decades

have opened up unprecedented opportunities in the engineering of optical, electronic,

magnetic, and thermal properties of materials. These advances have been in large part

by the relentless microelectronics industry (which is, of course, driven by a desire to take

your money), so it is natural that electronic properties at the nanoscale have received a

tremendous amount of attention. Similarly, there are many scientifically interesting and

useful applications of optical phenomena at the nanoscale, including field enhancement.

Advances in magnetism have been driven in part by the information storage industry,

and individual bits stored on a hard disk, spintronic devices and magnetic random access

memory are already exploiting sub-micron magnteic structures. Finally, thermal man-

agement in nanostructures is becoming increasingly “hot”, with applications requiring

both optimized transport (e.g. heat-sinking a transistor) and minimized transport (e.g.

thermoelectric energy conversion).

Nanostructures not only provide extremely fine engineering control useful for

applications, but also offer opportunities to observe the fundamental length scales of

physical phenomena. The confined walls of a nanostructure can be smaller than optical

wavelengths, magnetic domains in the bulk, or phonon scattering distances (or even

phonon wavelengths). By looking at the system properties as a function of nanostructure

size and temperature, insight into physical fundamentals and the interaction of energy
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carriers is possible.

This thesis focuses on the study of physical phenomena in nanostructures on with

length scales near the fundamental limits of acoustic, thermal, and magnetic effects.

1.1 Pump-probe measurement technique

Most of the experiments discussed in this thesis make use of the pump-probe

technique, in which a laser pulse is split into a stronger pulse that excites a system and

a weaker, time-delayed pulse probing the change caused by the pump. Using ultrafast

lasers at optical wavelengths (λ ∼ 400 nm - 800 nm), it has been possible to measure

optical excitation of electrons in metals [1] and semiconductors, phonon transport in

the bulk and in thin films, ultrafast phase transformations and fundamental electron

and phonon transport in exotic systems such as carbon nanotubes and gold nanorods.

However, optical light is not always useful for exciting or observing the phenom-

ena we want to see. Observing acoustic, thermal, and magnetic effects in materials is

particularly difficult because the reflection of optical light couples very weakly to these

processes. Another problem is that imaging resolution is limited by the wavelength of

the probe light by the diffraction limit, so optical light is limited to images with ∼ 500

nm resolution. Very sensitive detection of surface displacement can be obtained using an

optical interferometer, but there is potential for even better interferometric sensitivity

if shorter-wavelength light is used. Finally, direct excitation of inner-shell electrons also

requires higher energy (shorter wavelength) light. Direct excitation is useful for studies

such as element-specific imaging [2], Auger decay [3], or x-ray absorption fine structure

measurements [4].

There is clearly a strong case to use shorter wavelength (ultraviolet to x-ray) light

in pump-probe experiments. High-order harmonic generation (HHG) is an ideal source

for such experiments because it produces light that is
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• coherent, allowing for interferometric measurement and detection,

• tunable and short-wavelength, with light generated in the Extreme Ultraviolet

(or soft x-ray) region of the spectrum from 10 - 1 keV (120 - 1 nm),

• ultrafast, with pulses less than 10 fs in duration,

• bright – A pulse energy of greater than 10 nJ is possible when phase-matched.

We will describe experiments implementing HHG light as a highly-sensitive probe of

nanoscale surface dynamics in thermal, acoustic, and magnetic systems.

1.2 Outline

We will begin with an introduction to the physics of ultrafast laser-solid interac-

tions in Chapter 2. The chapter describes the physical processes that occur when an

ultrafast laser pulse hits a material: photon absorption by an electron, electron-electron

and then electron-phonon coupling. A discussion of phonon diffusion follows, including

a derivation of the Fourier law for thermal transport. The chapter concludes with a

simple method for accounting for competing transport mechanisms in a system, both

in the bulk and at an interface.

In Chapter 3, the high-order harmonic generation process is introduced. The

semiclassical three step model is reviewed, along with the benefits of performing high

harmonic generation in a hollow waveguide. The unique advantages of light from HHG

over alternative sources of EUV and soft x-ray light are considered.

Chapter 4 presents a proof-of-principle experiment showing thermal and acoustic

effects measured in a thin film system. This experiment demonstrates that EUV light

from HHG is a sensitive tool for measuring very small thermal and acoustic dynamics

that can be determined from surface deformations. Furthermore, because the index of

refraction of most materials at EUV wavelengths is very insensitive to density changes,
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we make a pure surface phase measurement, unpolluted by a change in surface reflec-

tivity. This is in contrast to experiments at optical wavelengths, where thermal density

changes lead to a large change in reflectivity and complicates a determination of the

dynamic surface profile.

The experimental setup for measuring very small thermal, acoustic, and magnetic

signals is explained in detail in Chapter 5. Techniques for enhancing the stability

of the light from HHG and filtering other sources of noise are discussed. The basic

optical pump, EUV probe experimental geometry is introduced, along with design and

fabrication details for a typical nanostructured sample. Representative data is shown

along with an explanation of the process of extracting useful information from raw data.

In Chapter 6, experiments studying surface acoustic wave (SAW) propagation in

nanostructures are discussed. As described in Chapter 5, an ultrafast optical laser pulse

hits a nanostructured sample, impulsively stressing the surface with a periodicity set by

the nanostructure. This periodic and impulsive stress launches SAWs that propagate

along the surface with a penetration depth depending on their wavelength: deep pen-

etration from long wavelengths, and shallow penetration for short wavelengths. SAW

wavelengths as short as 125 nm are considered, with a frequency of nearly 50 GHz and

a penetration depth of ∼ 20 nm, almost an order of magnitude better than what is pos-

sible using optical excitation methods to generate the SAW. This technique therefore

has applications in studying the properties of and interfaces beneath very thin films.

At the same time as the SAW propagation is occurring, the heated nanostruc-

tures are also cooling, as energy is transported into the substrate. Chapter 7 discusses

this thermal transport, emphasizing the effect of reducing the size of a nanoscale heated

region below the phonon mean free path of the heat sink. In this domain, heat trans-

port near the interface can no longer be considered diffusive, as there are not enough

scattering events to establish local thermal equilibrium. However, the Fourier law for

thermal transport assumes that diffusion is valid over any length scale. This assumes
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additional scattering events, which causes a significant over-prediction of the heat flux

away from nanoscale heat sources and may have catastrophic effects in thermal engi-

neering of nanoscale devices. This chapter discusses the first experimental observation

and quantitative measurement of this effect, as well as a proposed method for correcting

the Fourier law at small length scales: addition of a size-dependent interfacial resistivity

that accounts for the over-prediction caused by assumed diffusion. Excellent agreement

between this model and the experimental data are observed.

Chapter 8 introduces the first measurements of static magnetic flipping asym-

metry with soft x-ray light from HHG. These experiments make use of the transverse

magneto-optic Kerr effect (T-MOKE). The signal observed is commensurate with that

obtained from synchrotron radiation. Near the absorption edges of the magnetic ele-

ments under study (nickel and iron in a thin film Permalloy Ni80Fe20 sample), the signal

is more than two orders of magnitude higher than that measured optically. This strong

contrast is very promising for future experiments exploring ultrafast demagnetization

and dynamic microscopy of domain flipping.

The thesis is concluded in Chapter 9 with a summary of the thermal, acoustic,

and magnetic phenomena observed with soft x-ray light. It closes with a few remarks

about the future outlook of HHG light as a source for studying surface processes. The

appendices provide two MATLAB programs. The program in Appendix A performs

Fresnel propagation, and is useful for determining how light diffracts from a surface with

nanoscale features (either static nanstructure of laser thermal deformation). Appendix

B provides a multiphysics model for laser heating, heat diffusion, thermal expansion,

and optical diffraction from a thermally-deformed surface and subsequent propagation.

The model was used in the data analysis for Chapter 7.



Chapter 2

Ultrafast laser-initiated transport: photons, electrons, and phonons

The interaction of photons, electrons, and phonons has been studied extensively

and is covered in a number of textbooks [5, 6]. In this introduction, I will focus on

the issue of energy transport driven by short-pulse laser excitation, and heat transfer

mediated by interfaces at short length scales. Characteristic time scales for the processes

discussed in this chapter are given in Table 2.1.

2.1 Photons

When considering the energy-carrying ability of electromagnetic radiation (pho-

tons), it is usually easiest to think in terms of the particle nature, where each photon

has an energy given by

E = hν, (2.1)

where h is Planck’s constant (h = 6.626× 10−34 m2kg/s) and ν = c/λ is the frequency

of the photon inversely proportional to the wavelength. 800 nm (red- on the edge of

infrared) light has a frequency of 3.74 × 1014 Hz, so each photon has an energy of

E = 2.48 × 10−19 J. The unwieldiness of such numbers can be alleviated by a change

of units to electron volts (1 eV = 1.6 × 10−19J, the energy gained by a free electron

after accelerating through a 1 V electrostatic potential), where a 600 nm photon has an

energy of 1.55 eV.
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Fundamental physical processes Interaction Time scale (s)
Optical electronic excitation photon-e 10−14

Electron thermalization e-e 10−13

Electron cooling e-phonon 10−13 − 10−12

Phonon relaxation phonon-phonon 10−12

Thermal diffusion phonon-bulk 10−12 − 10−11

Thermal melting bulk-bulk 10−11

Thermal ablation bulk-free 10−10

Table 2.1: Time scale of ultrafast interactions (Adapted from D. von der Linde, et.
al. [7]). The line separates thermal (below) from nonthermal (above) processes. Melting
and ablation will occur only for sufficiently high incident intensities.

A typical natural light source emits its radiation over 4π steradians and is in-

coherent, that is, light is emitted in all directions and there is no relation between

one photon and another in direction or phase. The transport of energy by photons has

taken a tremendous step forward with the invention and development of the laser, which

allowed for the creation of coherent beams of photons that have

(1) directionality, useful for the efficient transport of energy or information, and

(2) both spatial coherence (photons move “in step” across the laser beam) and

temporal coherence (photons move “in step” over time past a single point),

allowing for high-precision interference measurements and holography.

**** The primary fundamental laser-matter interaction is the absorption of photons

by electrons, which drives electrons from their equilibrium states to excited states. In

the case of CW (continuous wave, i.e. unpulsed) laser illumination, the time between

excitation events is longer than the relaxation of the energized electrons by electron-

electron and electron-phonon collisions [8]. This means that there is equilibrium between

the electrons and phonons in the system during the laser-heating process.

In contrast to the CW case, ultrafast lasers have pulses ∼ 20 fs (1 femtosecond =

1× 10−15 s), a time almost inconceivably short: a pulse traveling at the speed of light

in air is only 3 µm long, about 1/30th the diameter of a human hair. Modern ultrafast
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lasers are based on Kerr lens modelocking, in which thermal lensing in the laser crystal

creates a condition of stable operation for pulsed, rather than CW, operation [9, 10].

Titanium-doped sapphire is an excellent lasing medium for these ultrafast lasers because

it has very good thermal conductivity (making it easier to remove excess heat) and

very broadband absorption and emission. That this is important can be seen from the

Heisenberg uncertainty relations for energy time:

∆E∆t ≥ h̄/2. (2.2)

From this expression, it is clear that to get a pulse that is very short in time, a broad

range of energies is required. Ti:Sapphire has an emission bandwidth of ∼ 250 nm,

centered at approximately 800 nm [11], so this is where most ultrafast lasers operate.

Of course, just having a broadband source does not guarantee ultrafast pulses, so dis-

persion compensation (correcting small phase drift between wavelengths as the bluer

wavelengths travel slightly slower than the red in air) is also critical, and can be ac-

complished in an oscillator by the use of a prism pair. Laser oscillators give fairly weak

pulses, < 20 nJ/pulse [10], but these can be amplified using a stretcher-compressor

chirped pulse amplifier also based on lasing in a Ti:Sapphire crystal [12].

Relaxation

Relaxation

532 nm
Pump

800 nm
Lasing

Figure 2.1: Laser energy level diagram for Ti:Sapphire. Note the wide bands for ab-
sorption and emission, providing a broad frequency base for ultrafast pulse generation.

The applications of ultrafast laser pulses are numerous: they can measure dy-
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namic processes with unprecedented temporal resolution, and initiate nonlinear and

nonequilibrium energy transfer. Femtosecond-level resolution is important because the

fundamental time scales of many carrier interactions and transport processes are on

this level. For example, molecules vibrate on a time scale of 10-100 fs and electrons are

ionized (ripped off of atoms) and excited between levels in less than 1 fs. Another key

feature of ultrafast lasers is their high peak power. For example, given the same total

energy, a 100 fs pulse has a peak energy density 13 orders of magnitude higher than a

CW laser. Because the peak intensity of ultrafast lasers is so high, a single pulse can

initiate highly-nonlinear physical processes, such as the high-order harmonic generation

process discussed in Chapter 3.

2.2 Electrons

The concentrated energy delivered by an ultrashort laser pulse can generate highly

excited, nonequilibrium electron distributions. The electrons are excited by direct pho-

ton absorption (see Figure 2.2) on a timescale limited only by the duration of the laser

pulse (therefore the electron response time is less than 10 fs and is negligible). The spa-

tial depth profile is determined by the optical penetration depth in the metal (ζo ∼ 10

nm at an optical wavelength of 800 nm- see Table 2.2), as shown in the top row in

Figure 2.3.

Electron
density

of states
EnergyFermi Energy

Optical excitation
Occupied Available

Figure 2.2: Electron density of states near the Fermi energy for a typical metal. If an
optical pulse is incident on the material, a photon of energy E = hν can be absorbed
by an electron, creating the nonequilibrium electron distribution shown in the first step
of Figure 2.3. In the case of very short pulses with high peak intensities, mulitphoton
ionization can excite electrons from deeper in the valence band or from lower-energy
bands, but it is still less likely than direct photon-electron absorption.
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DOS

DOS

DOS

z

z

zEF

EF

EF

t=0

tth~10-14 s

te-ph~10-12 s

Nonequilibrium electrons

Electrons in equilibrium

Electrons and lattice in 
thermal equilibrium

Ballistic electrons

Hot electron diffusion

Thermal diffusion

Te=?

Te>Tlattice

Te=Tlattice

ζo

Excited electron density

D
ep

th

te-e~10-13 s

Figure 2.3: Non-equilibrium relaxation dynamics of electrons in a bulk metal excited
by an ultrafast laser pulse. Time since the arrival of the pulse increases from top to
bottom (labeled on the far left). The left column shows the electron density of states
as a function of energy (EF is the Fermi energy), while the right column shows the
depth distribution of the electrons excited above the Fermi energy by the pulse. At
times earlier than te−e, the excited electrons are out of equilibrium with the rest of
the electrons, and only at times later than te−ph are phonons in equilibrium with the
electrons. Figure modified from [13].

Immediately following excitation, the excited electrons travel ballistically deeper

into the material at velocities close to the Fermi velocity (determined by the electron

energy at the Fermi level, vF ∼ 106 m/s). The average distance of travel (penetration

depth ζe) of these ballistic electrons is also called the mean free path Λe, and is dependent

on the strength of electron-electron scattering in the metal (proportional to the electrical

conductivity). Values range from over 100 nm for noble metals to 10-20 nm for d-band

metals; ballistic electron penetration depths are shown for a few common metals in Table

2.2. As the excited ballistic electrons travel out among unheated electrons and scatter

with them, eventually (50-100 fs after initial laser excitation) an electron equilibrium

is reached (sometime around 50-100 fs after initial laser excitation), as shown in the

second row in Figure 2.3. At this point, electron transport is no longer ballistic, and
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diffusive electron transport carries energy still deeper, though much more slowly than

in the ballistic case. However, these thermalized electrons are still out of equilibrium

with the lattice phonons.

Metal ζo (nm) ζe (nm)
Gold 13 105
Silver 12 142
Aluminum 7.5 46
Nickel 14 11
Chromium 18 14

Table 2.2: Optical penetration (ζo = λ/4πni, where ni is the imaginary component of
the index of refraction) at 800 nm [14] and hot electron transport (ζe) depths in selected
metals. ζe,Ni is an estimate, but others are from experiment [13].

Electrons will finally interact with the lattice on an even longer time scale given

by the electron-phonon coupling time (te−ph ∼ 10−12 s). This can be described by a two

temperature model (the caption of Figure 2.4 refers to a “Three temperature model”,

with the only difference being that it includes an additional temperature for the spins in

the system) proposed by Anisimov [15,16], in which the electrons and lattice (phonons)

have separate temperatures (Te and Tl) and heat capacities (Ce and Cl). The system

can then be modeled as two coupled differential equations

Ce
∂Te
∂t

= k∇2Te − α(Te − Tl) +A(r, t), (2.3)

Cl
∂Tl
∂t

= G(Te − Tl), (2.4)

where k is the thermal conductivity, A(r, t) is the pulsed heating of the driving laser,

and G is the electron-phonon coupling constant [17]. As the electron and phonon tem-

peratures equilibrate, the electron temperature typically drops by one to two orders of

magnitude because the heat capacity of the electrons is so much smaller than that of

the phonons (e.g. in Ni, Ce = 3.74 × 105 and Cl = 39.52 × 105 J/m3K), as shown in

Figure 2.4.

Further transport of heat is by thermal diffusion, with the phonons and electrons
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in equilibrium, as shown in the bottom row of Figure 2.3. It should be noted that

this picture of electron transport through diffusion and before eventual coupling to the

lattice is valid only for metals. For semiconductors and insulators, the electron mobility

is much lower and the transport will be dominated by phonons.
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manganite La0.66Sr0.33MnO3. One spin sub-band has a much larger
effective mass that barely contributes to the transport and Pi
reaches a value of more than 90% (type IIIA). A general extensive
overview of the different families of half-metals in addition to the
materials mentioned above—zinc-blende compounds, ruthenates
and double-perovskites, chalcospinels, pyrites and organic half-
metals—is given by Katsnelson et al.11.

To characterize the value of the spin polarization, different
techniques are available12. They can be classified into two main
subgroups: (1) those that determine the density of states n↓
and n↑ at the Fermi level using a photoemission experiment or
(2) experiments determining the spin currents i↓ and i↑ in a
spin-transport device (Fig. 1a–c). In a photoemission experiment
(Fig. 1a), the density of states is mapped. The photoelectrons are
attributed to their energy and spin. In Fig. 1b, the Meservey–
Tedrow technique is shown. By applying a magnetic field to
the superconducting electrode, the quasiparticle density shows
Zeeman split resonances and the current through the barrier can be
separated for both spin directions. In Fig. 1c, the superconductor
is a probe for the diffusive transport (Andreev reflection). The
electron probes the superconductor for a certain time before a
Cooper pair is formed and a hole of opposite spin polarization is
reflected. On the basis of these experimental techniques, Mazin and
co-workers defined a more general spin polarization13,14 including
a weighting of the density of states n↑,↓ by the Fermi velocity
vF, where Pn accounts for the case in Fig. 1a, Pnv for the case of
ballistic and Pnv2 for diffusive transport in the case in Fig. 1c. This
results in the definitions

Pnvi =
〈
nvi

〉
↑ −

〈
nvi

〉
↓

〈nvi〉↑ + 〈nvi〉↓
, i= 0,1,2

and PT =
〈
nT 2

〉
↑ −

〈
nT 2

〉
↓

〈nT 2〉↑ + 〈nT 2〉↓
,

(2)

where 〈〉↑(↓) is defined as the sum over the corresponding quantity
for majority (minority) spin n↑(↓)(EF) weighted by their velocities
v↑(↓)(EF) raised to the power of i. As the transmission T 2 (T
tunnelling matrix element) for an amorphous barrier such as Al2O3
decreases with the Fermi velocity, predominantly s,p-like states
contribute to the tunnelling current for the Meservey–Tedrow
technique15 (Fig. 1b). Thus, values obtained by the Meservey–
Tedrow technique PT and by Andreev reflection in the diffusive
limit Pnv2 are almost equal12. A less common but direct method
to probe the bulk density-of-states momentum resolved is spin-
resolved positron annihilation16. However, using the ‘classical’
methods, the interpretation is not always clear, and sample
preparation can be tedious, expensive or demanding. The finding
by Zhang et al.17 of a very slow demagnetization of the spin system
for the half-metal CrO2 in all-optical pump–probe experiments
gave rise to the idea to implement a novel contact-free technique
to characterize half-metallic materials for spin-electronic devices:
if the demagnetization time τm of the spin system probed by
the time-resolved Kerr rotation after femtosecond excitation is
characteristically different (Fig. 1d), then it should be possible to
use it as a measure of the degree of half-metallicity of a material.
This opens up the way towards an alternative technique that
overcomes the drawbacks of the ‘classical’ methods; it is fast, does
not involve the preparation of a transport device and is suited for
all different types of half-metal. The mechanism responsible for
the slow demagnetization times observed is shown schematically
in Fig. 2a,c, and on the basis of numerical calculations of the
demagnetization time τm in Fig. 2b,d, for the ferromagnetic metal
and a half-metal, respectively. The numerical calculation is based
on the three-temperature model18 that artificially separates the
electrons, spins and the lattice by defining three independent
temperatures (Tel,Tsp andTlat) that are interconnected by relaxation
rates between spins and electrons τel–sp, electrons and lattice τel –lat
and lattice and spins τlat–sp. The three temperatures have been
modelled for parameters of Ni (Fig. 2b) and CrO2 (Fig. 2d). For
the ferromagnetic metal, the understanding is that the Elliot–Yafet
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Figure 2.4: Three temperature model, in which the electrons, lattice, and spins in a
system are allowed to have different temperatures. An ultrafast laser is absorbed by
electrons, which couple to the lattice with a characteristic time τe−ph ∼ 1 ps. The
spin temperature is important in magnetic systems, and the electron-spin coupling time
τe−sp has not been measured with sufficient resolution, as discussed in Chapter 8. Figure
from [18].

2.3 Phonons

Heat in a crystal lattice is carried and stored by vibrations of atoms about their

equilibrium positions. Atoms are connected by chemical bonds to their neighboring

atoms, and can be treated as masses connected by springs, as shown in the left panel of

Figure 2.5. The right panel of Figure 2.5 shows a typical interatomic potential, which

demonstrates the reason that this mass-spring model works so well: near equilibrium,

the potential is very nearly approximated as harmonic. The allowed energies of a har-

monic oscillator system are given by

En = hν(n+ 1/2), (2.5)
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where n = 0, 1, 2, 3, ... is an energy level counter and ν is a fundamental frequency of

vibration, describing a single phonon. In gases and other weakly-coupled systems, the

harmonic energy levels are discrete, but in a solid, the levels merge together.
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Figure 2.5: Basic model for energy transport and storage in a lattice. Left: the lattice
can be treated as a collection of masses (atoms) connected by springs (interatomic
potential). Right: a schematic interatomic potential.

A crystal with more than one atom per unit cell (e.g. Al2O3 is hexaganol and Ni

is cubic face-centered) will have two major phonon branches : the acoustic branch that

corresponds to in-phase oscillations of all the atoms in a unit cell, and an optical branch

for out-of-phase oscillations of atoms making up a unit cell, as shown in Figure 2.6. Each

of these branches can be further split into three more, corresponding to longitudinal,

and both transverse directions of phonon propagation.

The coherence length of room-temperature phonons is ∼ 1 nm [19], so in most

cases, interference effects can be neglected and phonons can be treated and thought of

as particles with velocity, density, and collision properties. It is these collisions that

transport energy throughout the crystal, and given this phonon particle picture, it

is easy to derive the Fourier law for thermal transport by phonons (or other kinetic

particles) in a 1D case.

Consider a collection of phonons (particles) in a box where one side is heated

and the other remains cold. We are interested in the flux along the x-direction qx, at a
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Figure 2.6: Phonon dispersion for a typical three dimensional crystal with lattice con-
stant a. There are longitudinal (L) and transverse (T) modes for both acoustic (A) and
optical (O) phonons. There are two transverse modes for each pictured because of the
two transverse directions.
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Figure 2.7: Simple calculation of the heat flux for a system of heated kinetic particles
(e.g. phonons). Modified from [19].

position x, which is determined by the difference between the energy flux of the phonons

flowing in the positive and negative directions. In each case, phonons within a distance

vxτ can reach the flux surface before scattering with another carrier. vx is the average

component of the phonon velocity that is in the x-direction, and τ is the average time
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a phonon travels before being scattered, called the relaxation time. Given a phonon

density per unit volume n and a particle energy E, the net flux at the surface at x is

q(x) =
(1

2
(nE(x)vx)

)
x−vxτ

−
(1

2
(nE(x)vx)

)
x+vxτ

. (2.6)

The factors of 1/2 take into account the fact that only half of the phonons will be

traveling in the required direction, since their motion is random. If we now apply a

Taylor expansion to the two components we find

qx =
1
2

(
nE(x)vx − vxτ

d(nE(x)vx)
dx

)
− 1

2

(
nE(x)vx + vxτ

d(nE(x)vx)
dx

)
= −v

2τ

3
dU

dT

dT

dx
,

(2.7)

where U(x) = nE(x) is the position-dependent energy density and v is the average

velocity given by v2
x = v2/3, assumed to be position-independent. Now we recognize

that dU/dT is the volumetric heat capacity C, and we have obtained the Fourier law

for heat conduction:

qx = −Cv
2τ

3
dT

dx
= −k∇T. (2.8)

Here we have assumed that the thermal conductivity k can be given by

k = Cv2τ/3 = CvΛ/3, (2.9)

where Λ = vτ is the average distance a phonon travels before scattering, the phonon

mean free path.

This understanding of thermal transport relies on scattering occurring at a dis-

tance Λ determined by the material. If the scattering length is limited by the presence

of interfaces or if the flux needs to be determined at shorter length scales, the Fourier

law for heat diffusion will obviously fail. Chapter 7 discusses the first observation of the

breakdown of Fourier description near nanostructured interfaces, as well as a discussion

of how the Fourier law can be corrected to account for this error.

In addition to the phonon diffusion discussed here, it is also possible to launch

and propagate coherent phonon wavepackets. In general, diffusive phonons propagation
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is excited by thermal flows and coherent phonon wavepackets are excited by impulsive

heating (e.g. from an ultrafast laser) causing stresses and strains that relax with the

phonons.

2.4 Modeling thermal transport in real systems: circuit analogy

An understanding of the fundamental energy carriers and their interactions does

us little good if we cannot apply that knowledge to real systems. In this section, a

simple way to understand energy flow in terms of an analogy to circuit diagrams [20] is

discussed, with obvious applications to practical engineering and design problems.

We will treat each transport interaction as having a resistivity to energy flow. In

the literature, the terms resistance and resistivity are often used interchangeably, but

we will take the term resistance (R) to be an extensive parameter dependent on the size

of the system with units K/W, while resistivity (r) is an intensive, area-independent

parameter with units m2K/W. They are related by R = r × A, where A is the cross-

sectional area of thermal flow.

2.4.1 Energy transport across an interface

The concept that an interface could have a significant effect on the transport of

energy was considered in the late 1930’s, but not experimentally demonstrated until

Kaptiza’s measurement of a temperature drop at a helium-solid interface when heat

flowed across the boundary in 1941 [21]. The resistance to heat flow at the boundary

(sometimes called Kaptiza resistance or thermal boundary resistivity, rTBR) is defined

as the ratio of the temperature drop at the interface to the energy flowing across the

interface per unit area:

rTBR =
∆TBoundary

q
. (2.10)

In practice, the boundary resistivity is so dependent on device preparation and fabrica-

tion, the presence defects and voids, and slight material disordering, that an accurate
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theoretical prediction is impossible. However, it is instructive to consider the poten-

tial transport mechanisms to develop an understanding of the fundamental interactions

governing interfacial energy transport.

At an interface between different materials, both phonon-phonon and electron-

phonon interactions may play a role in the energy flow across the boundary. For example,

an electron reflecting off of the boundary can cause the boundary to recoil and emit

phonons. This possibility was considered in numerous calculations, and was determined

to be negligible in the case of solid/solid interfaces. We therefore neglect the contribution

from electron-phonon interactions at an interface, and consider only phonon-phonon

transport.

Phonon-phonon coupling across an interface can be understood by two basic mod-

els. In the acoustic mismatch model (AMM), phonon transport at an interface is handled

in much the same way as a Snell’s law calculation for optical light: a phonon incident on

the surface at an angle θ can be transmitted across the boundary at a refraction angle

related to the ratio of the acoustic impedances of the two sides, or reflected back at

an angle θ. This model assumes that no scattering takes place at the boundary, so the

phonon spectrum emitted into the second material matches that of the phonons in the

first material. Additionally, whether a given phonon is transmitted or reflected is deter-

mined by the ratio of the acoustic impedances of the materials making up the interface:

a large mismatch will give a high reflectivity and vice versa. In contrast to the AMM,

the diffuse mismatch model assumes that all of the phonons incident on the surface are

scattered completely. Since each incident phonon is scattered, the phonon emission is

determined only by the available phonon states on each side of the interface (at a typical

solid-solid interface, the emission is ∼ 50% into each side [22]). Both of these models

for phonon transport at an interface involve major simplifications, so their relevance

to real-life situations is limited, although both are valid at temperatures below ∼ 50

K [22]. Other effects, such as inelastic phonon scattering [23] and disorder-induced
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multiple-phonon scattering [Hopkins 18,19], may play a significant role, especially at

non-cryogenic temperatures.

2.4.2 Energy transport in the bulk

Using the Fourier law for carrier transport derived in Equation 2.8, the flux (q)

through a bulk material of thickness L is given by

q = −k∇T = −k∆T
∆x

= −k∆T
L
. (2.11)

Using the electrical analogy, we can recast this equation in terms of a resistivity to

thermal transport, which is defined as the ratio between the material thickness and the

thermal conductivity (r = L/k),

q = −∆T
r
. (2.12)

As phonons and electrons carry heat simultaneously, the thermal resistivity due to

these two channels must be considered in parallel. Electron transport can be described

in terms of separate resistivites to electron-electron (e − e), electron-phonon (e − ph)

and electron-dislocation/interface (e− d) events. Similarly, phonon resistivities include

phonon-phonon (ph − ph), phonon-electron (ph − e), and phonon-dislocation/interface

(ph−d) components. Each type of interaction creates a resistivity to heat transfer and,

for one carrier, all of these resistances must be added:

1
rTotal

=
1
rph

+
1
re
, (2.13)

rph = rph−ph + rph−e + rph−d, (2.14)

re = re−e + re−ph + re−d. (2.15)

In metals, both electrons and phonons can carry heat, so they both contribute to the

total resistivity (Figure 2.8, blue box). However, in semiconductors and dielectrics, the

thermal transport is dominated by phonons, so we consider only phonon interactions

(Figure 2.8, gray box).
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Figure 2.8: Resistivity model for determining thermal flow rates in the case of the
example considered in section 2.4.3. The example layout and temperature distributions
are shown in Figure 2.9.
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Figure 2.9: Heat flow between two solids in contact illustrating the effect of boundary
resistance. Modified from [24].

2.4.3 Putting the pieces together

Let us consider a simple example, illustrated in Figure 2.9, of a metal (A) in

contact with a dielectric (B). We know the resistivity of each of the constituent parts

(A, B, and interface), and by applying energy conservation, the same flux must flow

through each. The total resistivity can then be determined by summing the resistivities

of each component:

q =
∆T
rtotal

=
T1 − T3

LA/kA + rTBR + LB/kB
, (2.16)
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where rtotal = rA + tTBR + rB.

This method of treating flow as channels in series or parallel is a helpful sim-

plification that we will refer to in Chapter 7. Particularly important for our later use

are the boundary resistivity and the concept that energy flow in a bulk system can

be summarized by a resistivity to flow that is connected in series with the interfacial

resistivity.

2.5 Conclusion

In conclusion, ultrafast laser pulses are a powerful tool for exciting systems

through subsequent photon→ electron→ phonon excitations and subsequent equilibra-

tions. Applications of this excitation system to study acoustic, thermal, and magnetic

phenomena in nanostructures are discussed in the following chapters.



Chapter 3

High-order harmonic generation

3.1 Introduction

The human eye will respond to photons of wavelength between about 350 to 750

nm in air (commonly referred to as ”optical” light), but this represents only a miniscule

portion of the entire electromagnetic spectrum. At longer wavelengths, infrared (∼10

µm), microwave (∼10 mm), and radio (∼1 km) radiation are useful for communications

and measurement. Because the energy of each photon is so small, these types of radiation

can pass through many materials without being absorbed. On the other end of the scale,

hard x-rays with wavelengths shorter than 0.1 nm can also pass through many materials,

and by tuning the wavelength (related to the photon energy by Ephoton = hc/λ, where

h is Planck’s constant and c is the speed of light) to a region where one material is

transmissive and another absorptive, element-specific imaging can be performed. In a

crude sense, this is what is taking place in a medical ”x-ray”, where the radiation used

is of high enough energy to pass through the soft tissue like skin and clothing, but

interacts strongly with bones composed of heavier elements.

3.2 Advantages of EUV light

Between hard x-rays and ultraviolet light (such as the UV radiation we get from

the sun) lies a vast region of the electromagnetic spectrum that was largely unexplored

for many years [25]. However, the very reasons that made it challenging to explore
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Figure 3.1: The electromagnetic spectrum

(high absorption of light due to multiple atomic resonances) make it very interesting for

studying light-matter interactions.

3.2.1 Shorter wavelength

There are many reasons to generate and use light in the EUV region of the

spectrum, and the most obvious of these is that EUV light has a much shorter wavelength

than optical radiation. This allows for tighter focusing and better resolution in imaging.

Similarly, short-wavelength light can also diffract from smaller structures. Consider the

diffraction equation

mλ = d sin(θ), (3.1)

where m is the diffraction order, d is the grating constant (center-to-center line spacing),

and θ is the angle of diffraction. If we limit ourselves to the case of first-order diffraction,

m = 1, and

θ = arcsin(λ/d). (3.2)

Taking the arcsin of a number greater than one is geometrically impossible, so this

expression for the diffraction angle is only valid for λ < d and there is no diffraction for

gratings with spacings smaller than the probing wavelength (”subwavelength” diffraction

gratings). This diffraction signal has numerous experimental applications, including: as

a spectrometer in element or photon-energy specific studies, and in the detection and

imaging of nanostructures. However, Eq. 3.2 states that optical probe beams will not

diffract from structures smaller than ∼ 400 nm. Structures down to 10 nm can be
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Figure 3.2: Illustration of the increased sensitivity to small phase shifts in interferometric
measurements when the wavelength of light is short. This is one advantage of using EUV
light to study surfaces.

manufactured with plasma beam etching, and such small structures require EUV probe

light for sensitive detection, analysis, and imaging.

The shorter wavelength also provides additional contrast in interferometric mea-

surements because a smaller absolute phase shift is required to get the same relative

phase shift. This concept is illustrated in Figure 3.2, where we can see that short-

wavelength light EUV light provides better phase contrast than much longer-wavelength

optical light for the same phase difference. Applied to surface metrology, this means

that EUV light has higher spatial resolution not only in the transverse (horizontal, per-

pendicular to the beam propagation) directions, but also in the vertical (displacement)

direction.

3.2.2 Elemental selectivity

Because of the relatively high energies accessible in the EUV region of the spec-

trum, many core level electron resonances can be accessed. Light near resonance edges is

transmitted or reflected determined by the exact wavelength. For example, the energy-

dependent photon transmission for carbon and water is shown in Figure 3.3. The ability

to selectively study or image the properties of a specific element in a molecule or lattice

opens tremendous opportunities for fundamental chemistry and physics experiments.

One particular example of the utility of this elemental selectivity is the amplified mag-
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Figure 3.3: Transmission of soft x-ray light through 1 µm of water (blue) and carbon
(black). The sharp edges are useful for composition determination of materials and
element-specific imaging and dynamics probing. The photon energy range between 290-
540 eV is referred to as the ”water window”, where water is transparent and carbon is
absorbing, providing contrast useful for biological imaging. Data from [26].

netic contrast near absorption edges, discussed and experimentally probed in Chapter

8.

Another advantage of working near absorption edges is that at nearby energies,

the absorption can be so strong that the penetration depth is very shallow. This is the

case for most materials at EUV energies below ∼100 eV, as shown in Figure 3.4. These

shallow penetration depths enables high experimental sensitivity to surface properties.

3.3 High-order harmonic generation

The most common source of experimentally-useful soft x-ray light is a synchrotron,

which is a bright (high flux) and tunable source, but requires facilities the size of a foot-

ball field and is therefore expensive and has limited access. An alternative to synchrotron

sources is the high-order harmonic generation light source (HHG, a comparison to syn-

chrotrons is shown in Table 3.1), a highly-nonlinear process in which intense optical or

infrared radiation can be upconverted to the EUV region of the spectrum. The non-
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Figure 3.4: Penetration depths at 45o incidence for a few materials mentioned in this
thesis. Penetration depth is defined as the point of 1/e transmission measured along
the surface normal. Data from [26].

linear nature of the HHG process requires very intense, very short laser pulses focused

to a very small spot with peak intensities of 1014 W/cm2 or higher, well within the

capabilities of modern ultrafast laser amplifier systems. At such intensities, the laser

electric field has a strength comparable to the Coulomb field binding an electron to an

atom, so the perturbative models of the light-atom interaction break down and new

theory is required.

While quantum models are required to rigorously explain HHG [28] [29,30], many

basic characteristics of HHG can be intuitively understood using the semi-classical model

proposed by Corkum [31,32]. The semi-classical model breaks down the high harmonic

Category Synchrotron HHG
Photon energy 10 eV - 2 GeV 10 eV - 1 keV
Pulse duration 100 fs - 100 ps < 10 fs
Flux (photons/second) 1016 1012

Spatial coherence Poor High
Physical size Football field Tabletop

Table 3.1: Synchrotron vs high harmonic generation sources of EUV light. Data from
[25] and [27].
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Figure 3.5: Schematic explanation of high-order harmonic generation using the semi-
classical three step model. The upper panels illustrate the instantaneous potentials,
while the bottom panel shows where in the laser cycle the snapshots are taken.

generation process into three steps summarized in Figure 3.5:

(1) Tunneling ionization of an electron from a laser-modified atomic potential

(2) Free electron propagation in the oscillating electric field of the laser

(3) Recombination of the electron with the ion, emitting a high-energy photon.

3.3.1 Step 1: Tunneling ionization

The photoionization of an electron from an atom can be grouped into three

regimes, depending on the strength of the exciting laser field [33]:

• Multiphoton ionization is the dominant mechanism for photoionization in the

presence of a small electric field. In this case, an electron is ionized by the
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absorption of enough photons to get to an energy higher than the ionization

potential of the atom.

• For high intensities, ionization occurs by tunneling through a distorted Coulomb

barrier. Here, the laser is strong enough to significantly modify the Coulomb

potential of the parent atom, enough so that an electron can tunnel out into

the continuum.

• Even higher laser fields lead to above-barrier ionization. In this case, the

Coulomb potential is suppressed below the ionization potential, allowing elec-

trons to freely leave the atom.

Tunneling photoionization rates were first calculated by Ammosov, Delone, and

Krainov [34], and later, the generalized Coulomb potential of the ion was added to

extend the results to more complex atom cores [35]. The result is that the ionization

rate is:

ω(t) = ωp|Cn∗ |2
(4ωp
ωt

)2n∗−1 exp
(
− 4ωp

3ωt

)
, (3.3)

where

ωp = Ip/h̄

ωt =
(
qeE(t)

)
/
√

2meIp

n∗ = Z
√
IH/Ip

|Cn∗ |2 = 22n∗/
(
n∗Γ(n∗ + 1)Γ(n∗)

)
.

In these definitions, Ip is the ionization potential of the atom, h̄ is Planck’s constant h

divided by 2π, E(t) is the time-dependent laser electric field, me and qe are the electron

mass and charge, Z is the ion charge after ionization, IH is the ionization potential of

atomic hydrogen, and Γ(x) is the Gamma function.
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The fraction of electrons that have escaped an atom is given by the fraction of

atoms that have been ionized, determined by:

η(t) = exp
(
−
∫ t

−∞
ω(t′)dt′

)
. (3.4)

Figure 3.6 shows a calculation of the time dependence of the ionization of argon within

an ionizing laser pulse. Also shown is the electric field of the ionizing laser pulse – the

steps in the ionization fraction occur at times that match peaks in the electric field,

demonstrating that the ionization is very sensitive to the time-dependent field. The

ionization also depends strongly on spatial variations in the intensity, so an accurate

understanding of laser profile and propagation is important for determination of the

ionization process.
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Figure 3.6: Fraction of ionization of Argon from a 25 fs, 5×1014 W/cm2 peak intensity
pulse.

3.3.2 Step 2: Free electron propagation in a laser field

After an electron is ionized, the three-step model assumes that it is accelerated

in the laser field, starting with zero velocity. The basic idea is as follows: the laser field

first accelerates the electron away from the ion core, but the field is oscillating, so it
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soon changes direction. This accelerates the electron back toward the ion, slowing it

until eventually it is heads back towards the ion it came from, where it can recombine

and emit radiation.

The propagation of the now-free electron can be calculated using classical equa-

tions of motion. If we take the laser field to be E(t) = E0 cos(ωt) (In the case of

ultrashort laser pulses, this is an approximation because the sinusoidally-oscillating

field is modulated by the pulse envelope, as shown in Figure 3.6), then the electron

velocity is determined by F = ma and F = qE. The acceleration of the electron is then

a(t) = (qe/me)E(t), and the velocity can be determined by integration

v(t, t0) =
qe
me

∫ t′

t0

E(t′)dt′

v(t, t0) =− qeE0

meω

(
sin(ωt)− sin(ωt0)

)
. (3.5)

The position can be determined by integrating further to get

x(t, t0) =
qeE0

meω2

(
cos(ωt0)− cos(ωt)− sin(ωt0)(ωt− ωt0)

)
. (3.6)

The resulting electron propagation is highly-dependent on the phase of ionization with

respect to the laser field. One might expect the optimal results to occur when the

electron is excited at the peak of the laser field, but since the electron started with

an initial velocity of zero and experiences a symmetric potential, it would arrive back

at the atom with zero velocity, as shown by the black curve at laser phases of 2π

and 4π. Electron paths for various phases of ionization with respect to the laser field

are shown in Figure 3.7. Zero crossings for the position represent opportunities for

the electron to collide with the parent ion with a velocity (recall that kinetic energy

KE ∝ v2) given by the slope of the curve at that point. While some paths do not

ever return to the ion (e.g. π/2), others encounter the ion multiple times (e.g. π/32).

The semiclassical model only considers the first interaction event because the electron

distribution spreads transversely as it propagates at a rate of ∼ 1.5Å/fs [31], meaning
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that the electron distribution is broader at later times and therefore much less likely to

recombine with the parent ion.
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Figure 3.7: Free electron propagation in a sinusoidal laser field (red dotted line). Elec-
tron displacement from the atom is shown for electrons excited at several delays (marked
at right) relative to the peak laser field. Every zero-crossing for a particular trajectory
is a potential collision even with the ion core.

3.3.3 Step 3: Recombination and radiation

When an electron that has been ionized (Step 1) and accelerated in the laser’s

electric field (Step 2) returns to the atom, it can recombine with the atom, falling back

into the potential energy well it originated in. The excess energy the electron had, both

kinetic and potential, is given out as a radiated photon. The potential energy component

is given by the ionization potential of the atom (Ip). In order to get the highest-energy

harmonics, we use Noble gases that have filled (and therefore tightly bound with a high

ionization potential) valence electron shells. For example, the ionization potential of

argon is 15.7 eV, and that of neon is 21.6 eV. The kinetic energy component is given

by mev
2/2, where v is the electron velocity when it arrives back at the atom. This

return velocity can be determined by finding the first zero-crossing of Equation 3.6 and
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plugging that value in to Equation 3.5. Figure 3.8 shows the electron’s return kinetic

energy as a function of laser phase when the electron was ionized. The peak occurs for

a phase of ∼ 0.1π radians, and has a value of ∼ 3.2×Up, where Up is the ponderomotive

energy, which is the maximum kinetic energy gained by the electron due to acceleration

in one cycle of the laser field. The maximum photon energy that can be radiated is then

given by

Eph,max = PEe +KEe,max = Ip + 3.2Up. (3.7)
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Figure 3.8: Kinetic energy of electron returning to the atom as a function of laser phase
when the electron was ionized.

An understanding of the kinetic energy of the returning electron (Figure 3.8)

yields additional insights into the HHG process. First, the peak return kinetic energy

is proportional to the ponderomotive potential, which depends on the properties of the

driving laser: Up ∝ Iλ2, where I and λ are the intensity and wavelength of the laser.

So to get higher-energy harmonic light, we can increase the laser peak intensity (shorter

pulses or tighter focii) or increase the wavelength (of course, using a longer wavelength

will increase the time an electron spends in the driving laser field, so the distribution

spread will decrease the recollision probability [31]). Also, there are two laser phases
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which give the same kinetic energy, known as the short (highest initial phase value)

and long(smallest phase) trajectories. These electrons each spend a different amount

of time in the driving laser field, so comparing their amplitude as a function of laser

intensity and wavelength gives insight into intensity-dependent induced phase [36, 37].

In general, both harmonics from both short and long trajectories are generated, but by

using phase matching techniques, a single trajectory can be selected , which is important

for experiments in which a highly monochromatic spectrum is desired [38].

3.3.4 HHG in hollow waveguides

High-order harmonic generation can be performed by focusing an ultrafast laser

pulse into a collection of gas atoms (gas jet), but this technique offers a very limited

interaction region because of the tight pump focus and limited jet size. An alternative

technique pioneered by the Kapteyn-Murnane group uses hollow glass waveguides to

hold the gas, guide the laser, dramatically extend the interaction region, and provide

more control over the harmonic generation process [39]. Like any parametric conversion

process, efficient harmonic conversion requires that the process be phase-matched. As

the driving laser beam propagates, harmonics are generated coherently and build up,

adding constructively with past generation events only if the driving laser light and

generated harmonic light travel with the same phase velocity in the medium. For

conversion that is not phase-matched, generation is limited to a distance known as the

coherence length Lc = π/∆k, the distance over which the driving and generated waves

slip in phase by half a cycle, leading to constructive interference between new and past

generated light. The phase mismatch ∆k = qklaser − kEUV , where q is the harmonic

order, and has contributions from vacuum, neutral gas dispersion, non-linear refractive

index, plasma dispersion, and waveguide dispersion [39]. Fortunately, these components

have different sign: the first three add positively to the dispersion, while the last two

are negative. This means that by balancing the atomic and waveguide dispersion by
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pressure tuning, we can obtain phase-matching (∆k = 0) and see coherent buildup of

the generated harmonic beam along the propagation direction, with an increase of up

to two orders of magnitude more flux for a given pulse energy [40].

Unfortunately, this phase-matching technique works only at relatively low photon

energies (EEUV < 50 eV for argon and EEUV < 130 eV for helium), because above these

photon energies, high levels of laser-induced ionization cause the plasma dispersion term

to dominate beyond what can be compensated by simple pressure tuning. Instead, quasi-

phasematching techniques must be used, which include the use of modulated waveguides

[41] and counterpropagating pulses [42].

At the single-atom level, the HHG process is governed by the (usually excel-

lent) coherence of the driving laser, but the highly-nonlinear process also gives rise to

a dynamically-changing index of refraction and complex multi-mode generation that

leads to only partially-coherent light being generated [43–45]. However, when the HHG

process is phase-matched in a follow waveguide, a fully spatially-coherent beam with

an improved mode quality results [46]. Thus, high-order harmonic generation in a hol-

low waveguide gives high-flux, coherent beams of extreme ultraviolet light useful for

sensitive detection of chemical and physical phenomena.

3.3.5 Characteristics of HHG

Regardless of whether the harmonics are generated in a gas jet or a hollow waveg-

uide, the experimentally-observed harmonics have common features. The most obvious

of these is given by the name: spectrally, a series of harmonics of the driving laser energy

is observed that extend up to the cutoff energy in Equation 3.7, as shown on the right

side of Figure 3.9. Experimentally, we typically observe a HHG spectrum from argon

gas as shown in Figure 3.10: a comb of ∼ 5 harmonics strongly peaked near 42 eV (27th

harmonic). There are two reasons we don’t observe a plateau of even-amplitude harmon-

ics: at the lower energies, the generated harmonics are absorbed by the Ar gas [39,47],
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and at the higher energies, we see the ionization limit to phase-matching [39]. Using

neon as the harmonic medium, the spectrum is a plateau comb of harmonics from 35

eV to above 70 eV. A typical spectrum from neon is shown in Figure 8.7.
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Figure 3.9: Characteristic light from HHG in the temporal (left) and spectral (right)
domains.
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Figure 3.10: Typical harmonic spectrum from Argon.

The temporal structure of a harmonic beam is a series of attosecond bursts spaced

by half an optical cycle (as shown in Figure 3.9, left) because harmonics are generated

near each peak in the electric field. Because HHG is such a highly-nonlinear process, it

is localized to the peak of the driving laser pulse: a driving laser with a duration of 25

fs generates a HHG pulse shorter than 10 fs [48].
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3.4 Conclusion: Unique advantages of HHG

As the usable range of harmonic light that can be generated is pushed to higher

and higher energies [49,50], access to new absorption edges and shorter wavelengths for

finer-resolution in imaging enables experiments that previously could only be done at

synchrotrons. However, the use of HHG has a few particular advantages over the general

characteristics of EUV light mentioned in Section 3.2. The most obvious advantage of

EUV light from HHG is the accessibility of having an EUV light source in the lab

rather than at a large user facility. The strict time schedules and beamline sharing

that is the norm for most synchrotron-based projects pose a significant experimental

challenge. Additionally, many synchrotron users live and work far away from the source

itself, requiring expensive trips and dangerous equipment transport. Another obvious

advantage of HHG is the financial freedom of a source that costs ∼ 4000x less to build

and maintain.

The primary scientific advantage of EUV light from HHG is that the light is

simultaneously short wavelength (high energy) and ultrafast, combining the photon

energies of a synchrotron, with a temporal resolution even better than that possible using

an ultrafast visible laser. The use of HHG as a probe has been recently demonstrated in

observations of molecular rotation [51,52] and dissociation dynamics [53,54], observation

of acoustic dynamics in damascene [55], and photoelectron spectroscopy of solid-state

systems [48,56].

The short wavelength light from HHG makes it an obvious candidate for imag-

ing. Most synchrotron imaging is currently performed using incoherent light, but these

studies are limited to a resolution of ∼ 15 nm, defined by the optics (smallest min-

imum width on a zone plate) [57]. Coherent imaging is one way to circumvent this

roadblock since the resolution is theoretically limited only by the wavelength of light.

Pioneering work on applying the lensless imaging technique previously demonstrated at



36

a synchrotron [58] to use a high harmonic source was performed by Sandberg and Paul,

and they observed images with 90 nm resolution using 29 nm light from HHG [59, 60].

More recently, using a specialized sample with reference holes, they implemented Fourier

transform holography capable of fast image reconstruction and 70 nm resolution [61],

and by combining this with lensless imaging reconstruction algorithms, the resolution

improved to 53 nm. This technique is continuing to mature and ongoing work is pur-

suing the use of shorter wavelengths for improved resolution, time-resolved imaging of

biological samples, and the reflective geometry.



Chapter 4

Time-resolved EUV holography

Time resolved interferometric imaging techniques have attracted much attention

recently because of their ability to precisely monitor dynamic changes in both space and

time [62–64]. These experiments make use of a pump-probe geometry, where an optical

pump distorts the sample, while a second, time-delayed, probe captures the induced

dynamics. Interferometric information is obtained by placing the sample in one arm of

a Mach-Zender or Michelson interferometer. In some experiments [62, 63], a dynamic

interference pattern is then captured on a CCD camera, and a reconstruction algorithm

is used to obtain the sample evolution. Specifically, femtosecond electron dynamics

at metal and semiconductor surfaces can be studied with lateral spatial resolution ap-

proaching 1 µm, and with phase sensitivities of λ/1000 at 800nm. Interferometric detec-

tion has also been employed to study surface deformation on ultrafast time scales [64],

where a Sagnac interferometer can be used to obtain phase resolutions on the order of

1 pm.

The use of extreme ultraviolet (EUV) radiation for interferometric detection of-

fers the potential for simultaneous sub-Angstrom displacement sensitivity and increased

lateral spatial resolution, because of the shorter probe wavelength. However, the use

of EUV light in interferometric measurements has proven difficult because of the poor

reflectivity of optical components (∼ 1%) at these wavelengths, and because even poorer

transmission makes an EUV beamsplitter impractical. Typical sample reflectivities are
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around 1%, making a Michelson interferometer impractical. Nevertheless, a few exper-

iments to date have employed interferometric detection with EUV light on relatively

long timescales and large spatial dimensions. For example, the electron density pro-

file of laser-produced plasmas can be measured using EUV interferometry [65] because

the high frequency of the EUV light is above the plasma frequency of the expanding

plasma. Other interferometric experiments have directly measured the complex index

of refraction of sample materials at EUV wavelengths [66]. However, to date EUV in-

terferometry or holography with simultaneously high spatial and temporal resolution

has not been experimetally realized.

4.1 Holography with EUV light from HHG

Among EUV sources, high-order harmonic particularly useful for dynamics ex-

periments because the very short pulse duration (¡10 fs) allows for excellent temporal

resolution. In this experiment, we implement a dynamic, time-resolved extension of

previous work in our group that used EUV light from HHG for static Gabor holog-

raphy [46]. Here, we study the dynamics of optically-initiated thermoelastic processes

in a thin metal film with simultaneously high time resolution and spatial resolution in

the vertical dimension. A femtosecond near-infrared laser pulse is used to launch the

acoustical processes. A fully-coherent EUV beam [46] generated using the process of

high-order harmonic generation in a gas-filled waveguide serves as the probe of the sub-

sequent acoustic oscillations at the surface of the thin film. We use a novel excitation

geometry shown in Figure 4.1: a area is excited by a line-focued infrared-pump laser,

which is then probed by a much larger EUV beam. The unperturbed sample reflects

the EUV (reference) beam, while the pumped region diffracts the object beam to form a

dynamic hologram. This leads to a simple, robust, single-reflection geometry for study-

ing transient dynamics on surfaces with femtosecond time resolution. We demonstrate

excellent sensitivity to surface displacements and we find that EUV probing of surface
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deformation is largely free of ambiguity associated with electronic effects. This allows

investigation of surface deformation immediately following impulsive heating - a regime

in which the surface deformation signal is generally screened by the coherent electronic

signal if probed by visible wavelengths [67].

The experimental geometry is shown in Figure 4.2. Light from a titanium-doped

sapphire laser-amplifier system [10, 12]operating at a repetition rate of 2 kHz, with a

25 fs pulse duration, is split into pump and probe beams. Light in the probe arm is

upconverted into the EUV using the process of high harmonic generation (HHG) in an

argon-filled hollow waveguide [40]. The waveguide allows the conversion process to be

well phase-matched over an extended propagation length, leading to the generation of

a fully coherent EUV output beam.6 The EUV pulses generated in this manner yields

a spectrum of 5 (odd) harmonic orders, peaked at the 27th harmonic order with a

wavelength of 29 nm, as shown in Figure 3.10. The EUV light then passes through

three 200 nm thick aluminum thin film filters to eliminate the residual laser light while
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IR pump

80nm Ni film

Fused Silica substrate
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Figure 4.1: Scheme for dynamic EUV Gabor holography. The infrared laser pump is
focused to a small line on the nickel thin film sample, which causes a thermal bump.
The EUV probe spot is larger than the bump, so most of the EUV beam is simply
reflected, forming the reference beam. The EUV that is diffracted from the thermal
bump is the object beam. The interference between these beams is detected on a CCD.
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transmitting approximately 3% of the EUV radiation. The pump beam is sent into

a computer-controlled delay line. A single cylindrical lens is used to generate a 1.5

cm×77 µm line focus on the sample. Experiments were performed on thin metal films

that were thermally evaporated onto fused silica substrates. The probe spot is 1 mm in

diameter and is spatially and temporally overlapped with the pump beam on the sample

surface, as shown in Figure 4.1. In contrast with conventional pump-probe techniques,

the excitation region of the sample resides wholly within the region being probed. This

geometry allows the EUV reflection from the unperturbed region of the sample to serve

as the reference beam for holographic detection. When the sample is perturbed by the

line-focus pump excitation, the EUV intensity pattern on the camera corresponds to

the interference of light reflected from the flat surfaces of the sample and light diffracted

from a dynamically varying, line-pumped, region. We observe a dynamically changing

single-slit diffraction pattern that is shown in Figure 4.3. This representative image was

taken by reflecting EUV light from a 2 µm thick aluminum film, at a time delay of 150

ps after the pump pulse.

Ti:Sapph Amplifier
2mJ, 2KHz, 25fs

PUMP IR beam (300mW)

7ns delay

!/2

Al Filter

Shutter

Coherent EUV
generation

IR beam 2.5W

Al Filter

CCD camera

Figure 4.2: Experimental setup for time-resolved EUV Gabor holography. The infrared
laser pump is absorbed by the thin nickel film, and the thermal and acoustic transients
that follow are dynamically probed with EUV pulses.

The simplicity and ease of alignment of this method for holographic imaging of
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Pump on Pump off Difference

Figure 4.3: Recorded holograms with the pump on, pump off, and pump-probe difference
hologram. It is impossible to see a change between the pump on and off images, but the
difference image is clear. Figure 4.4 shows the image reduced to 1D by vertical binning.

surfaces is not without its drawbacks. We would like to extend this technique to a

higher lateral resolution, but we are limited by the finite spread of the reference beam.

Since the image and reference beams will only interfere where they overlap and the

finest-detail information is located furthest from beam center, the signal we observe

contains only low-resolution information. In the experiment described here, we imaged

an optically-pumped spot with a width of approximately 100 µm, which is much larger

than the limit of our optical focusing system – we were unable to see a holographic

signal for smaller surface features. It may be this is a signal to noise problem: as the

pump spot is made smaller and smaller, the relative strength between the object and

reference beams is made weaker and weaker. This could be remedied by using a smaller

probe spot, but it is desirable to have a large reference beam at the interference plane

and necessary to have a pump spot much smaller than the probe spot on the sample,

so these factors must be balanced.



42

D
iff

er
en

ce
 in

te
ns

ity
 (a

.u
.)

CCD pixel (26µm/pixel)

Fit
Data

Figure 4.4: Difference in reflected EUV intensity from a 2 µm thick aluminum film, with
and without the pump pulse present, at a time delay of 150 picoseconds. The solid line
shows the dynamic hologram exhibiting the characteristic far field diffraction pattern of
a slit. The calculated signal is shown as a dashed line. By analyzing many such images
as a function of time delay, the amplitude of the diffraction pattern oscillates as a
bulk longitudinal acoustic wavepacket propagates into the bulk and undergoes multiple
reflections at the film/substrate interface..

4.2 Fresnel propagation model

In determining how to model the optical propagation, an important parameter is

the F -number F = D2/(zλ), where D is the diffraction feature size on the sample an

dz is the sample to CCD distance. In this experiment, D is equal to the pump beam

spot on the sample, D ∼ 100 µm. z was measured to be 25 cm so F = 1.4 > 1, and

therefore the propagation is in the Fresnel regime.

Given an electric field distribution U(x′) at z = 0, the field S(x) at a distance z

away (as shown in Figure 4.5) can be calculated by

S(x) = − i
λ

∫ ∫
U(x′)

eikr

r
cos(θ)dx′, (4.1)

where k = 2π/λ, r =
√

(x− x′)2 + z2, and cos(θ)=z/r. The Fresnel approximation
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assumes that the scale of the entire image planes U(x′) and S(x) is less than z, which

is valid here (x′max ∼ 1 mm, xmax ∼ 2 mm, z = 250 mm). In this case, calculation

of r can be simplified by the use of a Taylor series expansion and the angle θ can be

assumed to be very close to zero, so cos(θ) ∼ 1. Under these assumptions, Equation 4.1

reduces to

S(x) = − i
λ

eikz

z

∫ ∫
U(x′)eik(x−x′)2/2zdx′, (4.2)

which is the Fresnel diffraction equation [68,69].
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Figure 4.5: Object and image plane definitions for the discussion of the Fresnel diffrac-
tion integral. In the Fresnel approximation, r ∼ z and S(x, y) can be calculated by a
convolution with a transfer function [70].

One way to proceed with Fresnel propagation is to use a transfer function h(x)

and its Fourier transform H(fx) defined as [70]

h(x) =
eikz

z
e−ikπx

2/2z and H(fx) =

√
2

ikπz
eikze2πif2

xz/k (4.3)

where the first term is a constant phase and is neglected. The Fresnel integral in

Equation 4.2 can then be expressed in terms of a convolution between the initial field

U(x′) and the transfer function h(x):

S(x) = U(x′) ∗ h(x). (4.4)
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We can then make use of the convolution theorem, which says that the Fourier transform

of the convolution of two functions f and g is the product of their Fourier transforms:

F [f ∗ g] = F [f ]×F [g]. Then the propagated field distribution is

S(x) = U(x′) ∗ h(x) = F−1
[
F [U(x′)]×H(fx)

]
. (4.5)

This propagation can be performed for both Upumped(x) and U0(x) to determine the

image fields in the pumped and unpumped cases. Subtracting the intensities (I(x) =

|S(x)|2) gives a calculation for what was experimentally measured. The full matlab

code for the propagation calculation is shown in Appendix A.

The initial field distribution in the case of no laser pump is determined by a

gaussian EUV input reflecting from a pristine surface with reflectivity r0:

U0(x′, t) = r0 exp(−x′2/w2
EUV ). (4.6)

In the case of the laser-heated surface, the 29 nm EUV light (a single harmonic is used in

the calculations) experiences a complex reflectivity coefficient of r0+∆r(x′) exp
(
iφ(x′)

)
,

where ∆r(x′) represents the pump-induced change in reflectivity due to photo-elastic

and electronic effects, and φ(x′) is the phase change as a result of the thermal surface

deformation.11 However, as we will show below, amplitude effects can be neglected

because the EUV probe is only sensitive to surface displacements. Assuming that the

profile of the surface deformation is proportional to the Gaussian profile of the pump

intensity, the pump-induced phase change at the surface is given by:

φ(x′, t) =
4π∆`(t)
λ cos(θ)

exp(−x′2 cos(θ)2/w2
IR) (4.7)

where λ is the probing wavelength, ∆`(t) is the peak surface expansion dependent on

the pump-probe delay time at a given a pumping fluence, θ = 45◦ is the angle between

the probe and the surface normal, and w is the width of the pumped region, which in

our experiment is 77 µm. The complex field at the sample is then the product of the
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gaussian EUV spot and the pump-induced complex reflectivity:

Up(x′, t) =
(
r0 + ∆r(x′, t) exp(iφ(x′, t))

)
exp(−x′2/w2

EUV ), (4.8)

which can be used in Equation 4.5 to determine the field distribution propagated a

distance z away.

The only free parameter in fitting the calculated to the experimental holograms is

the peak surface expansion. Figure 4.4 shows one such fit to holographic data collected

150 ps after time zero, yielding a surface deformation of ∆` = 0.022 ± 0.003 nm. In

order to determine if this is a reasonable value, we determine the thermal expansion of

the bump by

∆`(x) = α

∫
∆T (x, y)dy, (4.9)

where α and ∆T (x, y) are the coefficient of thermal expansion (αNi = 12.4 × 10−6)

and the temperature distribution in the film. As will be discussed in section 7.4.2,

this is a poor assumption that overestimates the thermal expansion by a factor of two

to three [71], but it will serve an upper limit. The data was collected at a pump

power of 300 mW and a repetition rate of 2 kHz, so with a nickel reflectivity at normal

incidence of 69%, the energy absorbed per pulse is Eabsorbed = 48 µJ. Then the change

in temperature is given by

∆T =
Eabsorbed

CpρVabsorption
, (4.10)

where all the properties are for nickel: Cp = .44 J/gK, ρ = 8.9 g/cm3, and Vabsorption is

the absorption volume, equal to the product of the beam dimensions with the absorption

depth ∼ 15 nm. This calculation yields a peak temperature change in the nickel film

of ∆Tmax = 260 K, so the heated nickel is still well below the melting temperature of

∼ 1730 K. Plugging in the value for ∆T in Equation 4.9, we determine an upper bound

on the surface deformation of 0.07 nm, indicating that our measurement of ∆` = 0.022

nm is reasonable. Differences between the signal and simulation in Figure 4.4 are likely

due to beam pointing instabilities in the laser system. Based on our fit results and a
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Figure 4.6: Comparison of ultrafast pump-probe data from nickel films. At left is the
signal from 80 nm (blue) and 2000 nm (red) thick Ni films using an EUV probe, with a
rise time ∼ 2 ps. At right, an 800 nm probe beam is used and a much faster rise time
∼ .2 ps is observed. The difference is attributed to the EUV sensitivity to the surface
deformation which takes longer to occur. 800 nm data reproduced from reference [73].

peak signal-to-noise of 35 (obtained from Figure 4.7), we concluded that our sensitivity

to surface deformation is 0.7 pm. This sensitivity is comparable to that obtained using

the best visible interferometric techniques [72], and shows great promise for further

improvements of dynamic measurement and imaging of thermal processes.

4.3 Longitudinal acoustic propagation measurement

By analyzing the time evolution of a diffraction pattern such as that in Figure

4.4, the transient thermo-acoustic dynamics excited by the ultrafast pump pulse can

be extracted. Data are accumulated by averaging 25-75 CCD exposures, where each

exposure is 20-100 ms (40-200 laser pulses) long. Scans with a good signal-to-noise

ratio take about 1 hour to complete. A single data point is comprised of the integrated

difference between CCD images taken with and without excitation of the sample, for

example, the integrated absolute deviation from zero in Figure 4.4. Figure 4.6 shows

the fast signal rise at time zeroas a function of time delay between the pump and probe

for an 80 nm nickel film on fused silica. The onset of transient dynamics is marked
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by a sharp rise in signal level immediately after time zero, with a risetime of τ20−80=2

ps. This initial rise is due to the delayed responses of electron thermalization, electron-

phonon coupling and thermal expansion of the lattice surface after impulsive excitation,

as discussed in Chapter 2.

The laser-induced thermal stress near the surface relaxes by launching a broad-

band, longitudinally-polarized strain pulse into the metal film. This acoustic wavepacket

propagates through the thin film until it reaches the film-substrate interface, where a

portion of the wavepacket is transmitted and the rest is reflected back towards the sam-

ple surface. The arrival of the wavepacket back at the probed surface is marked by an
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Figure 4.7: Temporal evolution of the holographic signal, measuring both the initial
thermal expansion of the surface and the repeated arrival of an acoustic wavepacket at
the probed surface. The acoustic dynamics are summarized in a series of steps on the left:
(A) Optical absorption and thermal expansion, (B) longitudinal acoustic wavepacket is
launched (C) wavepacket reaches the film-substrate interface and is partially reflected
(D) the reflected portion of the acoustic pulse returns to the film surface, modulates
the surface, and is reflected back into the film where steps B-D are repeated. The step
locations in time are marked on the data at right. An oscillation frequency of ∼46 GHz
indicates a nickel film thickness of 66 nm.
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additional modulation of the surface, and detected in the experiment as a change in

the holographic signal. Partial reflection of the acoustic wavepacket at the free surface

leads to successive echoes as the wavepacket bounces between the two interfaces [74–76]

By Fourier transforming the temporal evolution of the diffraction patterns as shown in

Figure 4.7, we extract the oscillatory surface deformation due to multiple reflection of

the acoustic wavepacket with a frequency of 45.7± 1.1 GHz. Using the accepted value

for the longitudinal acoustic velocity in bulk nickel (v` = 6040 m/s), we retrieve a film

thickness of 66.1 ± 1.6 nm. This value is in qualitative agreement with the nominal

film thickness of 80 ± 20 nm measured by a crystal microbalance during the thin film

evaporation process.

4.4 Advantages of probing surface displacement with EUV light

Of particular interest in Figure 4.7 is the absence of signal arising from electron

interactions at time zero, in contrast with optical probe measurements that can experi-

ence two electron effects [77]. The first is a coherent electron bleaching when the pump

and probe wavelengths are the same, as shown on the left side of Figure 4.8. When

electrons are excited by the pump beam to energies above the Fermi level, then probe

light of the same frequency will experience a decrease in absorption and a commensurate

increase in transmissio n and reflection [78]. This effect is very short-lived, lasting only

slightly longer than the pump and probe beam overlap time since electron decoherence

times are on the order of 10 fs [7]. The second electron effect is an incoherent change

in reflectivity when the energy of the probe photons is near an interband transition

threshold (ITT) [79]. The Fermi edge is distorted by non-equilibrium ”hot” electrons

that have absorbed the pump laser energy, as shown in Figure 2.3. Probe photons with

energy slightly below the ITT energy see less electrons than are normally near the Fermi

level, so their absorption is increased. The opposite is true for probe photons with en-

ergy above the ITT energy: there are more occupied electron states in the final probing
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Figure 4.8: Schematic illustration of electronic effects near time zero common to optical
pump-probe experiments. In the coherent artifact (left), the pump and probe energy
are very similar and the probe beam interacts with electrons excited by the pump,
artificially increasing the probe reflectivity. In the case of hot electrons (right), the
probe light with energy near the interband transition threshold (ITT) sees a modified
Fermi edge (dashed line) due to the non-thermal electrons, which changes the probe
reflectivity. EUV light (shown by the light purple arrows) is insensitive to both of
these effects because the photon energy is so high, it does not interact with the excited
electrons.

state, so the absorption decreases. Although slightly longer than the coherent electron

effect, the hot electron effect is also short-lived because the electrons thermalize with

the lattice in less than a picosecond (electron-electron and electron-phonon thermaliza-

tion are discussed in section 2.2). However, both the coherent and hot electron effects

effectively obscure any contribution to the signal from the thermal turn-on processes in

the lattice. On the other hand, the reflectivity of EUV probe light is not changed by

the hot or coherent electrons, as shown in Figure 4.8 by the long purple arrows (note

that the actual arrows should be much larger if on a linear energy scale). The photon

energies in the EUV probe are so much higher than the optically-excited electrons, they

do not interact and the EUV is sensitive only to the thermal surface displacement.

Another unique feature of using EUV light to probe surface displacement dy-
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namics is that the EUV light doesn’t experience the reflectivity change normally used

to measure a signal. Standard transient thermoreflectance (TTR) measurements use

the sample reflectivity to detect thermal density change and the subsequent stresses

due to the propagating wavepacket [72, 74–77, 80–82]. While these measurements give

large signals, they do not give surface profile information directly, but rather a compli-

cated convolution of dynamic density and strain information [76, 83]. A temperature

increase of 260 K (as determined in section 4.2) results in a maximum density decrease

of .3%, which in turn affects the index of refraction. At EUV wavelengths, the index

of refraction can be written as n = (1-δ)-iβ, where δ and β are proportional to the

density [25]. For light at 42 eV incident on nickel, δ0 = 0.1467 and β0 = 0.1158, so

the density-modulated values are δ∆ = 0.1465 and δ∆ = 0.1156. The Fresnel equations

can be used to relate this small change in the index of refraction to reflectivity. For

reflection of s-polarized light incident at angle θ (variables are defined in Figure 4.9),

the field reflection coefficient is given by

rs =
Er
Ei

=
n2 cos(θ)− n1 cos(θ′)
n2 cos(θ) + n1 cos(θ′)

, (4.11)

where

θ′ = sin−1
(n1

n2
sin(θ)

)
, (4.12)

and the intensity coefficient Rs is |rs|2. Using the values for the pumped and unpumped

indices of refraction and the incident angle θ = 45◦, we calculate a density-induced

change in reflectivity of 0.00016. This is 20× lower than the change in reflectivity

for an optical probe, as determined from temperature-dependent absorption data in

reference [84]. The modeling propagation results for holographic signal from surface

displacement and reflectivity change for both 30 nm and 800 nm probe light are in

Figure 4.10. According to our model, the strength of the holographic signal from this

EUV reflectivity change is less than 2% of the total signal, compared to 98% for probing

at 800 nm.
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Figure 4.9: Definition of variables for the reflection of s-polarized light from an inter-
face as calculated by the Fresnel equation (Equation 4.11) and the refraction angle in
Equation 4.12.

The surface sensitivity is manifest in the difference in the shape of the EUV mea-

surement of acoustic pulses (as shown in Figure 4.7) compared to the acoustic pulses

normally measured using optical reflectivity measurements [82]. This is because reflec-

tivity measurements couple to the stress in the surface, detecting the temporal profile

of the acoustic wavepacket, while the EUV measurement is sensitive to the simple com-

pression and expansion of the surface (the two are related by a derivative). The acoustic

signature we measured matches the results of experiments in Wright’s group [76, 77],

in which they extracted a signal dominated by surface modulation of Ni. The same

group later proposed an experimental method for direct measurement of surface de-

formation [83], but it has not been realized to date. This straightforward method for

determination of surface deformation by EUV probing is largely free of ambiguities as-

sociated with electronic and photoelastic effects, a significant advantage over alternative

photoacoustic measurement techniques.

4.5 Conclusion

We have demonstrated a simple and robust holographic geometry for dynamic

phase-sensitive detection of surface deformation using coherent EUV radiation. These

experiments extend the scope of previously demonstrated Gabor holography to the

study of transient acoustic dynamics. With phase sensitivities of greater than λ/43000
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Figure 4.10: Modeled ”pump on” - ”pump off” image results for illumination with 800
nm near-IR light (top) and 29 nm EUV light (bottom). The total signal in each case
is marked in blue while the contributions from the phase and amplitude change on the
surface are in red and green, respectively. Signal from 800 nm illumination is dominated
by a strong reflectivity contribution, but the signal in the case of EUV illumination is
dominated by the phase bump. EUV light is therefore the logical choice for a probe of
surface displacement.



53

at 30 nm, we detect ultrafast surface deformations and subsequent acoustic echoes in

thin metal films. This surface measurement is unobscured by hot electron dynamics or

stress-induced density changes in the material.



Chapter 5

Experimental setup for EUV probing of dynamics in nanostructures

After completing the dynamic EUV holography work discussed in the previous

chapter, we decided to use EUV light to time-resolve the acoustic and thermal dynamics

that occur in a nanostructure after impulsive heating by an ultrafast laser pulse. The

driving motivation in pursuing these experiments was to experimentally measure the

effect of a nanostructured interface on energy transport, both along and across the

interface. The analysis and discussion of the interfacial effects we measured can be found

in Chapters 6 and 7; here we discuss the prerequisite work in extracting small time-

resolved signals from noisy backgrounds, and how the data presented in the following

chapters was collected and processed.

5.1 EUV detection and noise management

The HHG process is very inefficient (less than one IR photon in 105 is converted)

and highly sensitive to small changes in the parameters: gas pressure, and especially

the peak power and pointing of the driving laser are all critical. In order to perform an

experiment, it must be carefully constructed so as to minimize noise. In his thesis three

years ago [55], Ra’anan Tobey discussed a number of techniques for managing EUV

noise in a system and many of his suggestions are still employed in the experiments

described in this thesis. However, it is better to reduce the source noise than it is to

manage it, and since Ron’s noise measurements four years ago, a number of steps have
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been made to improve the stability of the harmonic source.

5.1.1 Laser system and beampath stability

The harmonic generation process is only as stable as the laser source driving it, so

perhaps the most important improvements made in the past few years are those made to

the laser amplifier. The amplifier itself is now a multipass churped-pulse amplification

(CPA) ”Red Dragon” system from KM labs. Along with an improvement in the mul-

tipass ring design that minimizes beam astigmatism, the most important improvement

is the use of a new DM-40 pump laser from Photonics Industries. This laser reliably

produces above 30 W at a repetition rate of 2 kHZ with a shot-to-shot timing jitter

of < 5 ns and power jitter of < 1%. These noise specifications are much better than

Quantronix Falcon system used previously that also required flashlamp replacement and

frequent service, and this dramatically improved the shot-to-shot power stability of the

laser amplifier. Since HHG is a very high-order nonlinear process, the power fluctuation

improvement has a significant effect on the EUV source stability.

Another important improvement in the stability of the driving laser involved the

elimination of air currents around the beampath, both in the amplifier and on the way

to the HHG setup. The amplifier housing was upgraded from a sim4 foot tall fiberboard

box to a ∼8 inch tall metal enclosure. Even more useful was the construction of a plastic

box surrounding the beampath from the laser amplifier to the HHG setup. The noise

reduction after construction of such a system is shown in Figure 5.1 which compares

results with a covered vs uncovered box- without a box at all, the signal is even noisier.

The signal itself is a thermal excitation and decay and will be discussed more in the

following sections.

A final component of the optical setup that saw significant improvement was in

the design of the mounting system for the hollow-core fibers for HHG. The old system

of gluing a fiber inside of a glass tube caused very slight bending in the inner fibers,
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Figure 5.1: Chopped, averaged, time-resolved thermal signal for a boxed and covered
beampath (blue) and a boxed but uncovered beampath (red), demonstrating the noise-
reduction from enclosing the beampath before the HHG fiber.

which significantly reduced the HHG output. The new design uses a v-groove to keep

the fiber supported and confined along a straight line and the resulting harmonics are

brighter, more stable, and much more consistent from fiber to fiber [60].

5.1.2 Acquisition technique: chopping faster

In Tobey’s analysis of noise management of EUV light from HHG for measure-

ments, he found that the noise was dominated by low frequency components. In order

to filter this low frequency noise, he implemented a chopping method of toggling the

pump beam on and off between consecutive exposures. The pump-induced signal could

then be observed by considering the difference of the averages of the pump on and pump

off exposures.

Three significant improvements were made in this technique since Tobey’s exper-

iments, which are summarized in Figure 5.2:

• We changed the data collection scheme from computer control to be triggered off

of the CCD exposure timing, eliminating the need to wait time in the computer

control. In order to toggle the pump beam on and off with each CCD exposure,

we designed and built the circuit shown in Figure 5.3. This circuit was an
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Figure 5.2: Illustration of the difference between two methods of data acquisition: com-
puter control of a series of single CCD acquisitions (left) and CCD control with a kinetic
series of acquisitions.

integral part of all of the data collected for the next three chapters.

• We realized that the biggest source of lag in the experiment was the CCD

readout time: for each exposure, an additional 100 ms was used in downloading

the data to the computer. This meant that in a 20 ms exposure, the system

was collecting data only 16% of the time. This problems was solved by using a

kinetic series acquisition: instead of repeated I/O commands from the computer

to the CCD, a single command is sent to the CCD instructing the CCD to take

the total number (say 1000) of exposures, and then download all of them to the

computer when finished. This eliminated the 100 ms data transfer delay (except

for one at the end of the series), and greatly improved the data acquisition speed

and efficiency.

• We switched to use a faster LS 200 shutter from NM laser capable of continuous

operation at 200 Hz, much faster than the 20 Hz limit of the previous shutter.

With all of these improvements, we were able to take data nearly seven times

as fast as before, which not only gave better statistics faster (since signal-to-noise is

proportional to 1/
√
N , where N is the number of measurements), but to eliminate low-

frequency noise up to frequencies 7× higher than before. This dramatically improved
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tion synchronization with the EUV CCD detection.

the signal-to-noise of our measurements, and enabled the detection of small signals with

1 photon in 105 sensitivity.

5.1.3 The danger of normalization

Normalization is another technique Tobey suggested to deal with EUV noise.

However, normalization is dangerous because it discards information that was present

in the data (total counts) for normalized data. It is also a big problem when there is

pump light leakthrough because pump light hitting the CCD away from the area of

detection can still influence the total signal. This caused a strong signal to show up,

even before time zero, that masked the real probed signal. We found that it is better to

leave the data unnormalized- in this case, the pump-only background can be subtracted
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Figure 5.4: Signal before time zero caused by scattered pump light hitting the CCD
and skewing the normalization. This illustrates the danger in normalizing the data.
Compare with Figure 5.12 (bottom), which shows real signal before and after time zero.

as a baseline from the pumped data.

5.2 Sample design and fabrication

Sapphire was selected as the substrate material because it has a very high acoustic

velocity (Rayleigh velocity vSAW,Sa ∼6300 m/s) and is transparent to the 800 nm pump

light used for exciting the nanostructure. Nickel lines were manufactured using electron

beam lithography and liftoff in 120 µm×120 µm square regions with 240 µm between

them. Within each region, the lines were 120 µm long with a fixed width L between 65

and 2000 nm (period confirmed using a SEM, as shown in Figure 5.5). Figure 6.4 shows

the two grating geometries used: one with nickel strips of height h = 20 nm and period

p = 4L, the other with h = 10 nm and p = 2L. The periodicities were selected such that

the product of the height and the duty cycle η = L/p was constant, useful for comparing

the acoustic dispersion in the perturbative approximation discussed in section 6.3.1. To

ensure uniform heating in the vertical (surface normal) direction, the height of the

nanostructures was chosen to be < 20 nm — between the optical penetration depth

and ballistic electron transport, the nanostructure should be uniformly heated over this

dimension.



60

L=200 nm

L=100 nm

L=70 nmL=50 nm

L=70 nm

L=100 nm

L=140 nm

L=200 nm

L=500 nm

L=1000 nm

Figure 5.5: Scanning electron microscope images of typical nickel on sapphire nanograt-
ing structures. p = 4L (η = .25, left column) and p = 2L (η = .5, right column)
structures are shown.

The samples were fabricated by our collaborator Erik Anderson at Lawrence

Berkeley National Laboratory. The fabrication process is summarized in Figure 5.6.
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Figure 5.6: Nanograting sample fabrication process.

5.3 Experimental setup

As in the experiment discussed in Chapter 4, the output of an ultrafast Ti:Sapphire

laser-amplifier system is split into pump and probe beams, as shown in Figure 5.7. A

few notable details of the experimental setup are discussed in this section.

Ti:Sapph amplifier
2kHz, 2mJ, 25fs

Beamsplitter

Hollow waveguide
for HHG

Al filter

Toroidal mirror

IR pump beam

EUV probe beam
Time-delay stage

Nanostructured
Ni/Sapphire sample

Figure 5.7: Setup for nanothermal and nanoacoustic experiments.

5.3.1 Pump beam setup

The 800 nm pump beam is sent through a computer-controlled time-delay stage

and is then loosely focused onto the sample. A relatively large pump spot (∼ 700µm)

is used so that the area probed will see a uniform laser fluence. The sapphire sub-
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strate is transparent to the 800 nm pump light, so the pump pulse only heats the Ni

nanostructure.

In order to determine the actual thermal excitation of the pump laser, it is im-

portant to account for the power losses of p-polarized light between the location in the

beampath of the power measurement (30 mW) and the thermal excitation of the nickel:

• Beam clipping in the shutter, pellicle steering mirror reflections, and front and

back reflections from a vacuum window at near-normal incidence (85% mea-

sured),

• Front and back reflections from the sapphire substrate at 45o incidence, as well

as reflection from and transmission through the nickel (52% calculated [14,69]).

Accounting for these losses reduces the measured power of 30 mW to 13 mW thermally

exciting the sample, which is an intensity of 1.7 mJ/cm2 for a laser repetition rate

at 2 kHz and a pump spot size of 700 µm. Using this absorbed energy density in

Equation 4.10 along with the density and specific heat listed immediately below that

equation and a nickel thickness of 20 nm, we obtain a peak temperature rise of the

nickel nanostructure of 220 K. Of course, the nonequilibrium electrons that absorb the

incident pump pulses will get to much higher temperatures than this, but because our

EUV detection is sensitive to the lattice response and is insensitive to electron dynamics

(see section 4.4), we are not concerned with this.

In the lab, final pump alignment is performed by looking at an image of the pump

beam on the sample. The pump beam covers approximately 8 gratings, so pump-probe

overlap isn’t critical, but the imaging setup allows for easy location of the pump beam

to the grating being probed.
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5.3.2 Glancing-incidence toroidal focusing mirror for EUV light

The probe light is converted to EUV by focusing the 800 nm light into a gas-filled

hollow waveguide to generate high-order harmonics. The emitted harmonics can be

treated as a gaussian beam with a 1/e2 diameter of 50 nm and a wavefront curvature

of 0.02 m [85]. Therefore, in order to have a small, intense EUV spot useful for probing

the 100 µm × 100 µm sample patches, we need to focus the EUV light.

Since materials are absorptive in the EUV region of the spectrum, a transmission

optic (lenses) is impossible to use. Diffractive (zone plates) enable near diffraction-

limited spot sizes [25] and high-resolution imaging [57,86,87] at higher photon energies

(250 eV and above), but they are very chromatic (the different harmonics will focus

to different distances from the optic, giving a very smeared focus) and at for photons

with energies of <100 eV, they are very inefficient. Reflective (mirrors) optics can be

used at any wavelength, but again the absorption is a significant challenge: for example,

reflection from a gold-coated mirror is only 3.5% at normal incidence, which is where

curved mirrors should be used in order to avoid astigmatism in the focused beam.

The reflectivity of normal-incidence mirrors can be improved by using multilayer

coatings [25, 88–90]. Like zone plates, these mirrors are also more reflective for higher-

energy photons, with performance optimized at 13.3 nm: using alternating layers of Mo

and Si with a periodicity of λ/2, a narrowband reflectivity over 70% can be obtained,

but if the same materials are used in a multilayer optimized for 29 nm light, the peak

reflectivity is only 25%, and even using multilayer materials optimized for this wave-

length (MgC and Si) gives a peak reflectivity of 38%. These values are for narrowband

reflectivity (determined by coating many ∼ 40 layer pairs), so all neighboring harmonic

are rejected, which is useful when a single harmonic is desired for energy resolution, for

example in lensless imaging or photoelectron experiments [cite Richard, Luis]. Broad-

band mirrors can also be manufactured (by coating fewer ∼ 10 layer pairs), but the
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peak reflectivity is usually lower by ∼ 50% in these cases.

Another useful option when broadband reflectivity is desired is to use a glancing

incidence mirror because the reflectivity at any wavelength improves dramatically as the

angle of incidence increases from normal. For example, the reflectivity of 42 eV light

from a gold-coated mirror is 71% at 10o from glancing, a dramatic improvement from

3.5% at normal incidence. As alluded to previously, the problem with this configuration

is the strong astigmatism that is introduced by an off-normal reflection from a spherical

mirror. For light incident at an angle θ, as shown in Figure 5.8, the effective focal

lengths in the tangential (in the plane of the angle of incidence) and sagittal (out of the

plane) directions are modified as follows:

ft = R cos(θ)/2, (5.1)

fs = R/
(
2 cos(θ)

)
,

where the radius and normal-incidence focal length of a curved mirror are related by

f = R/2. In practice, this modification of the effective focal lengths in the two di-

rections means (for light reflecting from a curved mirror with an incidence off-normal

horizontally) that there will be two line foci: first a sharp vertical (tangential) focus,

and then a blurry horizontal (sagittal) focus. This line focusing may be useful in some

experiments, as in Chapter 8, but in this case we wanted a stigmatic, circular focused

spot to get the EUV light efficiently on the sample.

We used a toroidal mirror to correct the astigmatism. A toroid is a donut-like

surface which is a curved mirror with different radii of curvature in two perpendicular

directions. The idea is to correct the two different focal lengths by using two radii of

curvature, i.e. setft = fs in Equations 5.1 and solve for Rs and Rt:

Rs
Rt

= cos2(θ). (5.2)

If the ratio of the sagittal and tangential radii of curvature follow this equation for a

given angle, then light incident on the toroid at θ will be focused stigmatically. Note
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Figure 5.8: Geometry for a toroidal mirror with radii of curvature Rs and Rt in the
sagittal and tangential directions, for astigmatism-corrected reflection of light incident
at an angle θ satisfying Equation 5.2. If Rs = Rt, the mirror is spherical and light
incident at an angle θ will be astigmatically reflected. Figure modified from [91].

that a toroid must be designed with a particular angle of incidence in mind, and slight

deviation from that angle will introduce astigmatism.

The toroid we used was designed for use at φ = 90o − θ = 10o from glancing and

a focal length of 50 cm. It was manufactured by ARW Optical, and had the following

parameters: 50 mm × 25 mm Pyrex substrate, Rt = 3220 mm, Rs = 90.5 mm, surface

roughness 0.8-1.2 nm. We gold-coated the toroid and then mounted it with spring-

loaded screws to avoid thermal deformations. It was then placed in the beamline with

independent fine control over the sagittal and tangential angles, as well as rotation to

align the incident beam with the tangential toroid axis. With the toroid 65 cm from

the end of the HHG capillary, we expected a EUV spot size of ∼ 100 µm at the focus,

where we place the nanograting sample.

5.3.3 Aluminum filter holder and CCD adapter

In pump-probe experiments, rejection of the pump light before it reaches the

probe detector is essential to avoid signal contamination. This is a significant challenge
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in optical pump, EUV probe experiments because there are so many more pump pho-

tons. For example, at ∼30 mW and 2 kHz used for the experiments discussed here,

there are ∼ 6× 1013 1.58 eV photons incident on the sample per pulse, which is nearly

four orders of magnitude more than the number of harmonic photons generated. Since

there are so many more pump photons, a very efficient filtering method is required.

Additionally, we must consider the residual laser light from the harmonic gen-

eration process: nearly 2 W of power is coupled into the waveguide, and only a small

fraction of it is converted to harmonic light. This is a problem not only for detection of

the harmonic photons by a CCD, but also for the integrity of the sample: the nanostruc-

tured samples sit at the focus of the beam (from the toroid), so if the laser pulses were

allowed to hit the sample, the intensity of ∼ 109 W/cm2 would generate a temperature

∼ 1014K (well above the melting point of nickel at 1728 K), and would certainly destroy

any structure. So here too efficient filtering of the 800 nm light is required, while still

keeping as much of the harmonic light as possible.

Although there are other methods for filtering the driving laser light from the

generated EUV light (Brewster’s angle reflection from silicon mirrors is one intriguing

possibility [92]), transmission through thin metal foils is by far the most robust and light-

tight system. The concept was developed in the 1960’s in the space program [93], and

the techniques for manufacturing unsupported metal films of a few hundred nanometers

in thickness was developed for use in EUV spectroscopy a decade later [94,95].

Typically in our group, we eliminate the pump and residual laser amplifier light by

transmission through two aluminum films with a thickness of 200 nm. The transparency

of 42 eV photons through 200 nm of pure aluminum is 62%, but aluminum oxidizes

readily in atmosphere, so a few nm of more-absorptive aluminum oxide (Al2O3) grows

on the surface, reducing the effective transmission of each filter to ∼ 40%. Ideally,

we would minimize the number of aluminum surfaces that can be oxidized by using a

single, thicker filter, but unfortunately, an intrinsic property of thin film filters is the



67

presence of pinholes that allow a small amount of unwanted light through [96]. For this

reason, at least two filters must be used, but in pump-probe experiments, we use three

aluminum filters: two are needed after the sample to effectively reject the pump light,

and an additional one is placed in the probe line before the sample to prevent sample

damage. The total harmonic transmission through the filters is 6%, which seems low

until we compare it with the the transmission of red light, which is 10−34 smaller.

A significant challenge of using thin metal film filters is that they are extremely

delicate. EUV experiments must be conducted in a vacuum because of the high atmo-

spheric absorption, so thin film filters placed in the beamline (usually in a vacuum-tight

seal to establish a light-tight seal and prevent scattered light leakthrough) must be able

to withstand viscous forces applied during the evacuation and venting of the vacuum

chamber. Ariel Paul developed an EUV filter wheel dealing with this problem that

allows for the removal of the filters during venting and pumpdown while still giving a

light-tight seal when desired [60].

Unfortunately, this filter wheel requires 6 cm of beampath, which is unreasonable

in experiments looking at small structures, where the CCD must be placed very close to

the sample in order to capture the diffraction. How close the CCD needs to be can be

determined by calculating the diffraction angle (parameters are defined in Figure 5.9:

mλ = d
(

sin(a)± sin(b)
)
, (5.3)

wherem = 1 for first-order diffraction and the wavelength in these experiments lambda =

29 nm. If we consider the grating with the smallest period that we sill be studying,

d = 125 nm, then given an angle of incidence a = 45o, the diffraction angle a−b = 28.4o.

We can then determine the deviation of this first-order diffracted beam from the zero-

order beam by

tan(a− b) = A/B. (5.4)

The CCD we used is an Andor DO-420BN, which has a sensor that is 1 inch across, so
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if the reflected beam hit one edge of the sensor, the diffracted beam would have to be

A ∼ 2 cm away. This sets an upper bound on the sample-to-CCD distance of B < 6.7

cm. The sample was held in a cryostat to allow for temperature control of the substrate

while under vacuum, and from the sample to the outer wall of the cryostat was ∼ 5 cm,

so only 1.7 cm can separate the chamber and the CCD, ruling out the use of a thin film

filter wheel.

A

B

Figure 5.9: Schematic for calculation of diffraction with an angle of incidence off of
normal in Equation 5.3. The deviation of the first-order diffraction from the reflected
beam (A) can then be calculated as a function of distance from the grating (B).

In order to minimize the sample-to-CCD distance while still allowing for two thin

film filters to be placed between the sample and the CCD, I designed and machined a

thin CCD adapter with the following features:

• Vacuum is retained by o-ring seals on both sides.

• The adapter is only 1.25 cm thick so that the CCD can be placed 6 cm from

the sample (the distance from the sample to the edge of the cryostat chamber

is <5 cm).

• One or two Al filters can be held in the center by aluminum retaining rings.
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Figure 5.10: Cryostat-CCD adapter plate designed to hold two and provide vacuum
bypass for two aluminum filters while minimizing the sample-to-CCD distance.

• Small holes with many right angle turns to allow air bypass around both filters

but reject light scatter.

5.3.4 Mechanical setup

Each nanostructured grating is 120 µm×120 µm in area, so they present a very

small target to be hit by the 100 µm EUV probe beam. In order to get good probe-

sample overlap, a means of fine-tuning alignment while the system is under vacuum is

necessary. We considered steering the beam to the sample by turning the toroid, but

this caused astigmatism in the toroid’s focusing, as well as being hard to work with

because of the distance between the sample and the toroid. Eventually, we settled on

an alignment system that takes the opposite approach: aligning the sample to the beam.

More accurately, we move the whole vacuum chamber to the beam since the sample is

on a cold finger and cannot be moved inside the cryostat vacuum chamber.

The final chamber positioning system is shown in Figure 5.11. It has the following

features:

• Independent control over the sample position along three axis, as shown by the

red, blue, and green arrows in Figure 5.11. This allows for sample selection and
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final sample-beam overlap optimization as well as sample movement along the

direction of the beam to position the sample at the focus of the probe beam.

• Stable chamber support by using flange-mounted bearings to hold the chamber

steady despite the vacuum pressure pulling the bellows is ∼ 40 pounds =(650

torr)×(.0194 psi/torr)×(3 in2). Sample stability in case of a bump or small

adjustment is also very good.

Figure 5.11: Sample positioning system that allows for vertical (red arrows) and hori-
zontal translation of the sample along the direction of the incident beam (blue arrows)
and a direction parallel to the surface of the sample (green arrows), as well as rotation,
all while holding the chamber very stable.

5.4 Data acquisition and analysis

There are two responses to the impulsive, localized, and periodic heating from a

800 nm pump pulse:

(1) The heat-induced periodic stress launches SAWs that travel along the surface

perpendicular to the orientation of the nickel lines, as shown in Figure 6.3.

These SAWs interact with the nanostructured nickel strips as they travel, slow

down (since the SAW velocity in nickel is slower than in sapphire), and displace

the nanostructure surface. This displacement is periodic in time as the SAWs

travel on the surface, so they introduce a sinusoidal oscillation of the signal with
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a frequency given by the acoustic velocity divided by the nanostructure period.

A detailed analysis of the SAW propagation is conducted in Chapter 6.

(2) Thermal expansion of the nanostructure as it is heated, and a slow shrinking

as it cools and heat is transported across the interface into the substrate. This

effect is the subject of Chapter 7, and can be seen from the same data sets

considered here as the quasi-exponential thermal decay time under the SAW

oscillation.

5.4.1 Data acquisition and time-dependent signal extraction

Both of these effects introduce very small (∼picometer) displacements of the

nanostructure surface, which the EUV light is capable of detecting them because of

the short wavelength. The displacements can be detected in changes in the diffraction

efficiency of the probe EUV beam from the nanograting for a series of (pump on) -

(pump off) CCD exposures, as shown in Figure 5.12. As discussed in section 5.1.2, the

faster these

In order to extract a time-resolved signal, we add up the difference intensities at

each time. To gain further insight into the origin of the signal, we can separately consider

the contributions to the signal from the first and second-order diffraction as well as the

zero-order reflection. When adding these components together, we flip the sign when

appropriate (for example, the total signal in Figure 5.12 from the ±1, 0 orders is given

by inverting the diffraction components and adding them to the reflected. Repeating

this process at each time delay, we obtain the dynamic signal.

5.4.2 Signal linearity

In order to experimentally determine whether both the thermal and acoustic

signals are linear, we can observe the dynamic signal as a function of pump power. The

results of this test for 90 nm lines are shown in Figure 5.13, and clearly both the thermal
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Figure 5.12: Top: raw data obtained from averaged pump-on (blue, shifted) and pump-
off (red) exposures of EUV diffraction from a L = 1 µm nanograting. Inset shows a
blow-up of the first diffracted order, demonstrating the imperceptible difference between
exposures with the pump on and off. Bottom: Pump-on, pump-off difference from top
figure, both before (orange, no signal) and after (green, change in diffraction efficiency
signal) time zero.
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decay and acoustic oscillations scale linearly with pump power in this range. Similar

tests on other samples showed the same linear signal dependence. All data presented in

the following chapters was taken with pump intensity at or below these values.
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Figure 5.13: Signal from L = 90 nm nanogratings as a function of pump power. The
top graph shows the unscaled signals at each power, while the bottom graph scales all
of the data by the appropriate power ratio in order to determine the signal linearity as
a function of pump power.

Modeling of the expected signal predicts linear signal dependence on temperature

as well. The thermal surface displacement is directly proportional to the change in

temperature ∆T by ∆h = αh∆T , where α is the coefficient of thermal expansion of

the heated nanostructure (for nickel, α = 12.7 × 10−6/K). In the experiments that

follow, we will excite temperature changes of ∼ 100 K, so for a h = 20 nm structure,

the expected peak displacement is ∼ 25 pm. The calculated change in signal for a 1

pm displacement is shown in Figure 5.14, and although the signal is not linear over a

few-nm scale, over a 25 pm scale, the change in the signal is very small, so the signal
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can be assumed to be linear.

This brings up another point: the baseline diffraction signal in these experiments

shifts with a change in the initial temperature because of thermal expansion/shrinkage

of the unperturbed grating. However, whatever the initial temperature, a thermal

excitation of ∼ 100 K can still be treated as a linear effect, as long as the baseline

diffraction of the initial temperature is measured.
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Figure 5.14: Signal from changing line height by 1pm as a function of nanostructure line
height h from reflection (top, green) and diffraction (bottom, black). The total change
in signal is given by to sum of the absolute value (total separation) of the two curves.

5.5 Time-resolved EUV acquisition outlook

There is still significant room for improvement beyond what has already been

done in refining the optical, mechanical and acquisition components in the detection

of EUV probes. The 10× increase in acquisition rate is a useful step, but ideally, we

would do single-shot measurements. The laser amplifier runs at 2 kHz, so this would

require a detector with a sub-500 µs acquisition time, 40× faster than our current best.

Such shot-to-shot measurements are possible using fast CCD cameras (Roper Scientific)

using binning to run even faster or photodiode detection. Photodiodes are capable of

> 1 GHz acquisition rates, so they can be used with a lock-in amplifier, which would
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greatly increase the signal-to-noise for a given acquisition time. However, the practical

efficiency of photodiodes is much lower than CCD detectors and they provide much

much less spatial information than a CCD (a photodiode is a single-pixel detector),

so we have used CCDs to this point. If enough flux could be obtained, it would be

useful to use a hybrid CCD/photodiode system: using the CCD for alignment and the

photodiode for sensitive signal detection, as shown in Figure 5.5

CCD

slit
photodiode

EUV transmission
grating

Normalization
photodiode

CCD

slit
photodiode

Sample for dynamic
measurements

Alignment
with CCD

Data collection
with photodiode

Figure 5.15: Hybrid CCD-photodiode setup. The HHG and sample alignment can be
optimized by looking at the CCD (left), and then fast data collection can be conducted
with a photodiode and an adjustable slit for selecting a single diffracted order (right).
Also shown in this figure is a proposed technique for shot-to-shot signal normalization
using a weakly diffracting grating and a photodiode to detect the HHG intensity before
hitting the sample.

Despite our efforts to improve stability, the biggest source of noise in the system

is the harmonic generation process. Sending a small portion of the beam to a photo-

diode for shot-to-shot intensity normalization would significantly reduce the noise on

the signal. This is also shown in Figure 5.5. Another way to improve the signal is to

improve the total HHG flux, which could be done by using a shorter hollow capillary

or reducing the number of EUV filters or moving them to be before the sample (using

infrared pump light would eliminate the need for filters to be between the sample and

the CCD since the CCD is insensitive to infrared light).

A final source of noise that must be considered for high rep-rate CCDs with
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finite exposure times is pulse-exposure offset, as illustrated in Figure 5.16. This effect

gets stronger as the exposure time gets shorter, and the solution is to synchronize the

exposures with he pulses by triggering the exposures at a fixed delay to the probe

pulses. However, triggering a CCD exposure usually adds considerable dead time to the

total acquisition, so the advantages of short exposure times must be balanced by this

consideration.

2 1 2 1 1 2 1 CCD exposure

Probe pulse

2 2 2 2 2
Synchronized

Figure 5.16: Illustration of the exposure time/probe pulse walk-off that can cause an
irregular number of probe pulses to be recorded on each exposure, which becomes a
bigger problem as shorter exposures are taken. The solution is to trigger the CCD
exposure on the probe pulses, but this adds considerable dead time to the acquisition.



Chapter 6

High-Frequency Surface Acoustic Wave Propagation in

Nanostructures

The previous chapter discussed the application of EUV light from HHG in probing

longitudinal acoustic propagation in thin films, which can be used for measurements of

thin films. Longitudinal acoustic pulses inherently propagate into a surface, and the

back-reflections observed at the surface can be utilized as a diagnostic of thickness and

properties of thick films. Here, ”thick” means thicker than the width of the acoustic

wavepacket, set by the excitation depth. In laser ultrasonics, the excitation depth is

determined by the optical penetration depth ζo of the pump laser and (for metals) the

”hot” ballistic electron range ζe. For most metals (See Table 2.2), optical penetration

depths are on the order of 10 nm and ballistic electrons can carry this heat another

10-150 nm before thermalizing, so this technique is useful only for films of thickness

h ≥ 100 nm. Thin film technology has advanced to the point that atomic-layer films

can be deposited, so much better depth sensitivity is required.

Additionally, interfacial sensitivity is very low for longitudinal pulses: their prop-

agation is dominated by the film properties because their relative interaction with inter-

faces is so little. A precise understanding of interface properties is of great interest to a

number of engineering communities, because as thin film stacks are grown with thinner

and thinner layers, the interface properties become increasingly important. Diffusion

between layers is also a major concern, and the ability to perform quick, noncontact
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testing of buried interfaces is important for device diagnostics and coating methodology

improvements. For these reasons, an optical probe of properties of interfaces beneath

very thin films is desired.

6.1 Surface acoustic wave propagation for thin film measurements

One technique that holds promise for studying interfaces beneath very thin films

is surface acoustic wave (SAW) spectroscopy. SAW modes are confined to the sur-

face with a very shallow surface penetration, and thus their propagation is sensitive

to surface structure and layer composition. Also, because they propagate parallel to

the surface, they interact strongly with buried interfaces and defects [97], so they are

better-suited to detecting interfacial anomalies than longitudinal acoustic pulses. To

study films of sub-micron thickness, however, it is necessary to use SAWs with compa-

rably short wavelengths, since the penetration depth ζSAW of the SAW is proportional

to the acoustic wavelength ΛSAW by [98]

ζSAW =
ΛSAW

2π
. (6.1)

Thermally exciting the film using a transient grating geometry is a common tech-

nique for generating narrow-band surface acoustic waves [99–101]. The basic idea is

illustrated in Figure 6.1 – when two pulsed laser beams are crossed at a surface, the

laser intensitiy distribution at the surface forms an interference pattern given by

I(x, t) = I0

(
1 + cos

(
4π sin(θ)x/λlaser

))
exp

(
− t2/τ2

)
exp

(
− x2/a2

)
, (6.2)

where θ is half of the crossing angle and I0, a, and tau denote the peak intensity, the

beam radius, and the pulse duration of the laser. If the driving laser is short compared

to the SAW propagation time (τ � ΛSAW /vSAW < 1 ps), this intensity distribution

impulsively excites the surface in a spatially-periodic way, which stresses the surface

and launches a narrow-band surface acoustic wave with a wavelength given by the
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interference period,

ΛSAW = λlaser/(2 sin(θ)). (6.3)

However, this method is limited to SAW wavelengths on the order of or higher than

optical wavelengths because the generated grating can be determined by using the cross-

ing angle of the two pump beams in Equation 3.1. As a result, the shortest acous-

tic wavelength generated to-date using the transient grating method is approximately

750nm [102,103]. This presents a challenge for conventional optical methods of creating

and detecting SAWs, and would seem to limit this technique to film thicknesses h ≥ 100

nm, the same order as longitudinal methods.

θ

Figure 6.1: Schematic depiction of the transient grating scheme for generating surface
acoustic waves. Two pulsed laser beams (red in the figure) are crossed on a surface
at an angle θ, which sets up an interference pattern and spatially-periodic heating.
This generates a periodic stress that launches a SAW with wavelength set by ΛSAW =
λlaser/(2 sin(θ)). The SAW dynamics can then be probed by observing the transient
diffraction from the acoustic ripple of a third, probe pulse (shown in blue).

An alternative approach that overcomes this limitation is to lithographically pat-

tern a nanostructure on the surface. This pattern can then be optically excited, locally

stressing a surface and thus exciting a SAW with a wavelength limited only by the reso-

lution of the lithographic pattern [104,105]. However, this approach raises the question

of how much the presence of the nanostructure will affect the propagation of the SAW.

This question is critical for analysis of the underlying sample characteristics. Past mea-
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surements employing thin Al patterned absorbers suggested that these issues can be

neglected [105–108]. However, these conclusions were based on data taken at a single

SAW wavelength.Very recent work has shown 2D SAW propagation in arrays of nan-

odisks and suggested that there may be dispersion from the nanostructure loading [109].

To date, no work has sampled the full dispersion curve of a patterned thin film in order

to come to a definitive conclusion on this issue.

The Maris group at Brown University made the first to experimental attempt

to generate high-frequency SAWs in a nanostructure in 1992. They used a λ = 596

nm, 3 ps laser pulse to excite and probe h = 40 nm high gold stripes on a fused silica

substrate. However, they only saw vibrational modes of the wires themselves and not

SAW propagation [110]. Since that time, work on similar structures has focused on

whether the observed signal is dominated by SAW propagation in the substrate or

normal mode resonance of individual wires [105,107,110].

All previous of surface acoustic wave dynamics in nanostructures used optical light

to probe dynamical acoustic processes in a nanostructure, so detection is also an issue.

Visible light will not diffract from a sub-wavelength structure, so current techniques

measure very small (< 1 part in 105 [110]) changes in surface reflectivity to observe

SAW propagation [105,107–109,111,112]. However, these reflectivity changes arise from

a complex mix of thermal density changes and local and interfacial stresses and strains.

Direct transient grating diffraction from the surface would give more reliable, easier-

to-interpret, and higher signal-to-noise data — however, such an experiment requires

light with a wavelength shorter than the SAW wavelength. EUV light from HHG is an

ideal source to fill this need because the < 10 fs pulse duration provides excellent time

resolution and the short wavelength gives strong diffraction and increased sensitivity to

surface displacements.
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6.2 EUV measurements of SAW dynamics

By measuring the change in diffraction as a function of pump-probe delay time,

we can observe dynamic surface acoustic wave propagation. Four scans with p = 3 µm,

1.5 µm, 300 nm, and 160 nm are shown in Figure 6.5. The relative amplitude of the

oscillatory SAW component of the signal is 10× larger than in a similar experiment

using an optical probe [108]. For a given grating period p, we extract the SAW frequency

ν by performing a Fourier transform, as shown in the insets of Fig. 6.5.

Surface acoustic wave

800nm laser pump

EUV probe
To CCD

Diffracted EUV

Sapphire substrate

Nickel lines

Figure 6.2: Experimental setup for ultrafast measurements of SAW propagation with
EUV light. An 800nm laser pulse (red) heats the nickel nanostructure, which creates
a periodic stress and excites a SAW. The propagation of this SAW is then observed by
observing dynamically changing diffraction of an ultrafast EUV probe pulse (blue) from
the structure.

6.2.1 Are we really seeing surface acoustic wave propagation?

Past work on generating and detecting acoustic waves from nanostructures was

focused on whether the observed signals are due to SAW propagation or vibrations of

isolated structures, so a natural question is: Are we really seeing surface acoustic wave

propagation? To determine the relative contribution of these modes, we compared the

results from p = 4L samples to those from p = 2L samples, as shown in Figure 6.5.

A Fourier transform of the data reveals a narrow-band oscillation in all cases, and the
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Figure 6.3: Illustration of SAW propagation: the sum of two equal-amplitude sinusoidal
waves traveling in opposite directions (blue traveling left and red right, arrows mark
propagation of a specific crest) is a standing wave (black). The propagation and surface
displacement (black) are shown over one full cycle, with the times marked in the upper-
left of each panel.

results of such an analysis are summarized in Table 6.1. In the case of the L = 800

nm structures, the SAW propagation in the 2L (p = 1.5µm) sample has a frequency

two times greater than the frequency in the 4L(p = 3µm) samples. The frequency of

oscillation is proportional to the nickel strip period rather than the line width. If we

assume that the oscillation is due to SAW propagation, both the 4L and the 2L data sets

yield a SAW velocity ∼ 6000 m/s, which is the expected Rayleigh velocity for sapphire.

We therefore conclude that the oscillation is due to SAW propagation in the substrate,

with a SAW wavelength set by the strip period (ΛSAW = p).
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p=4L

p=2L
L h=10 nm Nickel

h=20 nm Nickel

Sapphire
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A

B

Figure 6.4: Schematic showing two sample configurations for nickel nanolines of width
L on sapphire substrates: (A) h=20 nm and nanostructure periodicity p = 4L (25%
duty cycle), (B) h=10 nm and nanostructure periodicity p = 2L (50% duty cycle).

Figure 6.5: Dynamic EUV diffraction from surface acoustic waves on samples of sap-
phire with periodically spaced lines of nickel. Nickel line periods of p = 1.5 and 3 µm
with width of L = 800 nm (top) and p = 300 and 160 nm with L = 80 nm (bottom)
were heated and probed. Impulsive heating and rapid thermal expansion launch surface
acoustic waves whose oscillations are superimposed upon a nonoscillatory signal com-
ponent that decays due to thermal diffusion. The SAW frequencies are shown in the
insets.
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Period p Linewidth L SAW frequency ν SAW velocity vSAW = pν

1.56 µm 800 nm 4.01± .01 GHz 6280± 15 m/s
3.12 µm 800 nm 2.01± .01 GHz 6270± 30 m/s
145 nm 80 nm 40.5± .1 GHz 5880± 25 m/s
295 nm 80 nm 20.6± .1 GHz 6077± 30 m/s

Table 6.1: Extracted surface acoustic wave frequency ν for samples shown in Figure 6.5.
The calculated velocity is dependent on the period p rather than the linewidth L,

6.2.2 Surface acoustic wave dispersion measurements

While the analysis for the large-linewidth values of L = 800 nm in the previous

section revealed a constant velocity, the small-linewidth velocities from L = 80 nm data

are different, both from the L = 800 nm values and for different periods. However, the

change is relatively small (∼ 7%), so the same mechanism of SAW propagation in the

substrate is dominant, but it is being perturbed by a factor dependent on the periodicity

(or acoustic wavelength ΛSAW ). The cause of this change in measured SAW velocity is

a penetration depth shift-induced dispersion: as the SAW periodicity is decreased, the

penetration depth is equally decreased (recall ζ = ΛSAW /2π), so the SAW propagation is

increasingly confined in the nickel nanostructure. Therefore at small periodicities on the

order of hη, where eta is the nanostructure duty cycle eta = L/p, the SAW propagation

is no longer simply determined by substrate properties – the effect of the nickel must

be taken into account. This effect is understood and has been clearly experimentally

observed in thin films [103], but had not been observed in nanostructures.

We repeat the measurement of SAW frequency on structures with intermediate

linewidths to determine the dispersion of the SAW propagation in the Ni/sapphire

structure. The resulting dispersion in SAW frequency is shown in Figure 6.6 plotted

against the SAW wavevector k = 2π/ΛSAW = 2π/p up to k = .05, corresponding to

a periodicity of 125 nm. This period excites a SAW wavelength of 125 nm, where we

measured a SAW frequency of ν = 47 GHz, which is the shortest wavelength and highest-

frequency SAW observed (and even time-resolved!) by optical means. For long acoustic
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wavelengths (large p, small k), the penetration depth is long, so the nanostructure can

be ignored and the SAW velocity is equivalent to the Rayleigh velocity in the sapphire

substrate, as shown in Table 6.1. Numerically, this means that measured frequency

is in good agreement with ν = vSa/p, shown as the dashed line in Figure 6.6. For

shorter acoustic wavelengths (small p, large k), the penetration depth (see top x-axis

in Figure 6.6) is decreased and the SAW is increasingly localized in the nickel. The

Rayleigh velocity in nickel is approximately half the velocity in sapphire, so confined

SAW propagation in the nickel slows the SAW propagation, so the frequency deviates

from the sapphire Rayleigh prediction.
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Figure 6.6: Measured surface acoustic wave frequency for propagation in two sets of
samples with nanopatterned nickel on sapphire. As the periodicity p decreases with
increasing wavevector (k = 2π/p), the penetration depth ζ decreases and the SAW is
increasingly confined in the nickel nanostructure and deviates from substrate-dominated
propagation (dashed line). Error bars are plotted for each point, but are only visible
for the largest values of k.
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This observation of surface acoustic wave dispersion in a nanostructure is in con-

trast to previous studies of Al/quartz [107] and Al/Si [108] structures at isolated acoustic

wavelengths around ΛSAW ∼200 nm, which didn’t observe any deviation from substrate-

dominated propagation and suggested that the SAW dispersion is minimal. Since they

were dealing with only one or two data points with large error bars in properties of the

nanostructure, substrate, and interfaces, it is easy to see how they came to this conclu-

sion, but a comprehensive wavelength-dependence study such as this one is necessary

to observe the SAW dispersion.

This effect is seen even more clearly when the data are converted from the mea-

sured frequency to SAW velocity by vSAW = νp. The results of this conversion, pre-

sented in Figure 6.7, show that the velocity dispersion introduced by the nickel nanos-

tructures is nearly linear over this range of parameters. We present the data in terms

of hkη = 2πhL/p2 because in terms of this dimensionless parameter, data from the two

samples should yield the same dispersive behavior. This is the case except for a small

offset between the data from the two different samples, which we attribute to a slight

difference in the actual duty cycles or line heights.

6.3 SAW dispersion calculation: Modified thin film theory

A quantitative calculation of SAW propagation is complicated by the modified

Brillouin zone, stopbands, and multi-mode propagation introduced by the nanostructure

[113]. However, to first approximation, an effective mass model from thin film theory

can be used. We will discuss two models here: Auld’s model based on a perturbative

expansion of the stress at the surface [114], and Nelson’s model based on the properties

of the materials themselves [102, 115]. In order to connect dispersion in a thin film to

dispersion in a nanostructure, the thin film theory in each case is slightly modified and

compared with the measured dispersion data.



87

0 0.05 0.1 0.15 0.2 0.25

5800

5900

6000

6100

6200

6300

SA
W

 v
el

oc
ity

 (m
/s

)

h k η = 2π h L/p2

Rayleigh velocity of sapphire substrate

Data from Sample B: h=10nm, p=2L

Data from Sample A: h=20nm, p=4L

Figure 6.7: Measured surface acoustic wave velocity for propagation in two sets of
samples with nanopatterned Ni on sapphire. Significant deviation from the Rayleigh
velocity in sapphire is observed for the smaller grating periods, as the SAW propagation
is increasingly confined in the nickel nanostructure (vNi ∼ 3000 m/s). The measured
velocity dispersion agrees with an effective mass-loading calculation.

6.3.1 SAW dispersion due to a thin film: Perturbative Auld model

For very thin films or long acoustic wavelengths, the surface acoustic wave disper-

sion can be calculated by adding a small perturbation to the substrate value of the SAW

velocity [116]. The velocity shift can be determined by calculating the first-order effect

of the film on the particle velocity components at the surface. Assuming an isotropic

substrate and film, the normalized particle velocity components are [114]

(νRy)y=0

P
1/2
R

=

√
fy
ρsv2

s

ω and
(νRz)y=0

P
1/2
R

=

√
fz
ρsv2

s

ω, (6.4)
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vR,Sa vt,Sa v`,Sa vt,Ni v`,Ni ρSa ρNi µNi λNi
6312 6639 11250 3150 6040 3900 8900 76 130

Table 6.2: Parameter values used in model calculations of the acoustic dispersion from
the nickel nanostructures. Units for velocity v are m/s, densities ρ are given in kg/m3,
and shear modulus µ and elastic modulus λ are in GPa.

where

PR = Power flow per unit width along x

fy =
(
vs
vR

)2 4χ2
(
1− (vR/vs)2

)3/2
3χ− 2χ(vR/vs)2 − 1

fz =
1
χ
fy

χ2 =
1− (vR/vs)2(vs/v`)2

1− (vR/vs)2
.

These parameters can then be used in an expression for the frequency-dependent SAW

dispersion:

∆vR
vR

= −∆βR
βR

= −vRh
4

(
ρf

(
|νRy|2

PR

)
+
(
ρf −

4µf
v2
R

λf + µf
λf + 2µf

)(
|νRz|2

PR

))
y=0

. (6.5)

Substituting ω = vRk = 2πvR/ΛSAW and inserting values for material properties

recorded in Table 6.2, this reduces to a simple expression for the SAW dispersion in

a thin film.

One final step is necessary because the case of a nanostructure is quite different

from a thin film from even a simple mass loading point of view. Datta and Hunsinger ex-

tended thin film theory to nanostructures by introducing a duty cycle factor η (η = L/p)

A B C

vAB vBC

Figure 6.8: Geometry for a simple net velocity calculation. The total velocity from A
to C is not given by a weighted sum of the velocites, but must be determined using
Equation 6.6
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by which the dispersion effect is multiplied [117]. This has been used in all work using a

modified thin film theory for dispersion in a nanostructure [105,107–109,111,112], and

it is a very intuitive approach since we expect the dispersion to be dependent on the

amount of a whole film the nanostructure covers. However, this approach fails to prop-

erly explain velocity dispersion: by saying that the nanostructure-induced dispersion is

proportional to the area of coverage, the model is saying that velocities in series can be

added. We can think of each period of the nanostructure as having two regions with

different velocites: a perturbed velocity under the nanostructure, and pure substrate

velocity in the gaps, as shown in Figure 6.8. The net surface acoustic velocity vAC is

determined by dividing the total distance travelled from A to C by the time it takes to

go from A to B and B to C:

vAC =
dAB + dBC
tAB + tBC

=
dAC

dAB/vAB + dBC/vBC
6= dAB vAB + dBC vBC

dAC
. (6.6)

The expression on the right in Equation 6.6 is the result predicted by Datta and Hun-

singer, and it is wrong for all values of η except for zero (nothing on the surface at all)

and one (complete film). The dispersion curves using the correct determination of net

velocity in the nanostructure from Equation 6.6 are shown in Figure 6.9 along with the

linear dispersion predicted by the simple Datta and Hunsinger correction. The correct

velocity expressions predict a much stronger dispersion effect that increases with de-

creasing duty cycle η, as the error of the simple velocity prediction increases. However,

this is the opposite effect from the actual, nonlinear dispersion we expect to see — as

we will see from the calculation in the next section that goes beyond the perturbation

method. The flawed logic of the Datta and Hunsinger method that underpredicts the

dispersion is compensated by the overprediction of the perturbation method. Both ef-

fects are only seen at values of hkη > .25, putting them outside the reach of current

experiments.

In making comparisons to our measured data, we use the (admittedly flawed)
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Figure 6.9: Surface acoustic wave velocity dispersion calculated using Auld’s perturba-
tion method and (green) a simple duty-cycle scaling and (red and black) geometrically-
honest velocity mapping for conversion from a thin film to a nanostructured case. The
expected dispersion is shown as the dashed green line; even though the simple method
is incorrect, it is closer to the expected results at large values of hkη, and is used here.

Datta and Hunsinger method for converting a thin film dispersion to the case of a

nanostructure by a simple duty cycle factor η. Significantly for this experiment, the

linear dependence on hη means that it predicts identical dispersion for our two samples

since the ratio hkη is constant between (10 nm×.5k) and (20 nm×.25k). In these

nondimensional units, the dispersive change in velocity is given by ∆vR = −1887(hkη),

so the total velocity is

vR = vR,Sa − 1887(hkη), (6.7)

and this linear dispersion is shown as the solid green line in Figures 6.9 and 6.11.

6.3.2 SAW dispersion due to a thin film: Nelson model

In reference [115], Duggal et. al laid out the framework for a rigorous calculation

of the acoustic mode dispersion introduced by a thin film overlay on a substrate. They

were concerned with the transient grating excitation geometry, which they referred to
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as ”ISTS” (Impulsive stimulated thermal scattering). While their detailed calculations

of displacements and stresses were geometry-specific, the mode dispersion analysis was

general: true regardless of the excitation scheme. This allows us to apply their con-

clusions to our nanostructure excitation geometry. In his thesis, Tobey goes through a

similar analysis without assuming a particular excitation geometry and arrives at the

same equations [55].

C =



(1 + s2)e−nkh (1 + s2)enkh 2ise−skh −2iseskh 0 0

2ine−nkh −2inenkh −(1 + s2)e−skh −(1 + s2)eskh 0 0

1 + s2 1 + s2 2is −2is −(1 + r2)g 2irg

2in −2in −(1 + s2) −(1 + s2) 2img (1 + r2)g

−1 −1 −is is 1 −ir

in −in −1 −1 im 1


with the following definitions:

n =
√

1− (v2/v2
Lf ),

s =
√

1− (v2/v2
Tf ),

m =
√

1− (v2/v2
Ls),

r =
√

1− (v2/v2
Ts),

g = ρsv
2
Ts/ρfv

2
Tf ,

where vLs and vLf are the longitudinal acoustic velocities in the substrate and film, and

vTs and vTf are the transverse acoustic velocities in the substrate and film (values used

for a nickel film and a sapphire substrate are given in Table 6.2). The dispersed mode

velocity v for given wavenumber k can be determined by setting the determinant of the

matrix C to zero:

det(C) = 0. (6.8)



92

The complete dispersion curve can be calculated by repeatedly solving Eqn. 6.8 over

the desired range of k values. For a given value of k, there can be many solutions,

and each corresponds to a SAW mode. Numerical solutions are dangerous because they

may fall into false solutions or switch between nodes without notifying the user. A safer

method that shows all of the modes is to graphically solve the determinant: plot the

value of det(C) as a function of v and look for zeros. This method is demonstrated in

Figure 6.10 for a 10 nm nickel film on sapphire with k=0.025/nm, so ΛSAW = 250 nm.

The zero-crossings give the solutions to Equation 6.8, and so are viable SAW modes:

the mode at ∼5680 m/s is the Rayleigh mode altered by the presence of the nickel film,

while the faster mode ∼6030 m/s is a higher-order (Sezawa) mode [115].
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Figure 6.10: Plot of det(C) for determining SAW modes: locations where the curve
touches zero are valid SAW modes by Equation 6.8. Parameters used are k=0.025/nm
(ΛSAW = 250 nm), h=10 nm thick nickel film on sapphire.

Modifying the results of this calculation to account for the nanostructure is not

as simple as in the previous model because this model gives the predicted velocity

rather than the change in the velocity. This can be dealt with by subtracting the

Rayleigh velocity for sapphire (vSAW for k = 0), then applying the correction factor

η, and finally adding back the subtracted baseline velocity. Numerically, this means
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that vSAW,film(k) obtained from the model for thin film dispersion can be converted to

vSAW,nanostructure(k) for the velocity dispersion due to the nanostructure by

vSAW,nanostructure(k) =
(
vSAW,film(k)− vSAW (k = 0)

)
η + vSAW (k = 0). (6.9)

6.3.3 Comparing models to the data

The results of each model are plotted in Figure 6.11 along with the measured

velocity dispersion data, and the match to the data seems to be quite good overall. The

rms error values for the Auld perturbative model and the Nelson model for h = 20 nm

are very similar, indicating that in this range of hkη, either model can be used. However,

at larger values of hkη (further along the x-axis, as shown in the inset to Figure 6.11),

the models strongly diverge:

• The Nelson model predicts a dispersion limit determined by the velocities of

the substrate and the nanostructure and the duty cycle η, which is reasonable

because the dispersion of the nickel is only in effect where there is nickel, and

not in the gaps:

vdispersive limit =
vNi vSa

η vSa + (1− η)vNi
, (6.10)

where each velocity is the surface acoustic wave velocity. This leads to dramat-

ically different dispersive limits for the η = 25% and η = 50% samples.

• The linear dependence on hkη in the Auld calculation is insensitive to velocity

limits, even predicting a SAW velocity lower than vSAW,Ni when hkη > 1.65.

The model works well for values of hkη up to 0.25 studied here, but for larger

values or smaller duty cycles (where the minimum velocity limit is higher), the

model gives nonphysical predictions.
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6.4 Conclusion

We used ultrafast, coherent, EUV beams to measure high frequency surface acous-

tic wave propagation in nanostructures at frequencies up to ∼50 GHz, the highest ob-

served using optical detection. Such a high frequency corresponds to SAWs with a

penetration depth ∼20 nm, 6 × lower than is possible using the state-of-the-art in opti-

cal transient grating methods. The shorter penetration depth realized in our technique

allows new high-selectivity studies of the properties of interfaces beneath thin films with

10-100 nm thickness.

By repeating the measurements on nanostructures with different periods, we mea-

sured the SAW dispersion in the nanostructured system and confirmed the validity of

two models modified from their original use in thin film theory. These dispersion mea-

surements are a critical step in the advancement of this technique: by understanding the

influence of the nanostructure on the SAW propagation, we can isolate it in and remove

it from future measurements in order to precisely measure the properties of layers and

interfaces below the nanostructure. This technique of visible laser excitation and EUV

probing can easily be extended to even shorter wavelengths (higher frequencies), limited

only by nanopatterning capabilities. Thus, it holds promise for studying materials and

interface properties of extremely thin films.
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Figure 6.11: Measured veloctiy dispersion along with predictions from two models of
SAW dispersion: a perturbation model discussed in section 6.3.1 that was proposed by
Auld [114], and a detailed stress/strain model discussed in section 6.3.2 proposed by
Nelson [115]. (A) shows that Auld’s perturbation method fits the data better over the
range of hkη measured in this experiment. (B) shows the calculated dispersion over
a larger range of hkη and demonstrates the expected breakdown of the perturbative
(Auld) model for hkη > .5. The blue box indicates the range in viewed in part (A).



Chapter 7

Quasi-ballistic heat transport from nanoscale interfaces

As nanofabrication techniques continue to improve and smaller structures can be

manufactured for finer control of electronic, optical, mechanical and thermal properties,

there is an ever-greater need to understand the fundamentals of heat transfer in such

nanostructures. Of particular importance is the rapid progress in the microelectronics

industry, where transistors with 45 nm gate widths are now in production and 32 nm

gates are right around the corner [118]. A fundamental and quantitatively-accurate

understanding of how heat flows away from a nanoscale heat source – the nanoscale

”heat sink” problem – is critical for future advances in nanotechnology because the

thermal energy generated in the operation of these devices must be dissipated.

For time scales shorter than the energy relaxation time and length scales smaller

Figure 7.1: Schematic thermal images illustrating the difference between diffusive and
quasi-ballistic transport for heat dissipation from a nanostructure into a substrate.
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than the mean free path of energy carriers (for example, the phonon mean free path Λ is

∼ 250 nm in silicon), heat flow can deviate significantly from the Fourier conduction law

q = −k∇T , the governing equation of diffusive thermal transport that predicts smooth

temperature gradients [19, 119]. When the device size is much larger than the phonon

mean free path Λ, heat flow is diffusive and at length scales significantly smaller than Λ,

the transport away from the interface is ballistic (Figure 7.1). When the length scale of

a device is on the same order as Λ, we will describe the heat transfer as quasi-ballistic.

In this chapter, we discuss the theoretical and experimental background of this

transition from diffusive to ballistic thermal transport within nanostructures. Then we

consider the important case of transport away from a confined heat source defined by

a nanostructure coupled to a bulk substrate. This includes background, basic theory,

and the first experimental observation and quantitative, time-resolved measurement of

quasi-ballistic thermal transport away from a nanostructure [120].

7.1 Ballistic thermal transfer in and through a nanostructure

Before discussing the distinctives of heat transport away from a heated nanos-

tructure hot spot, we will first consider the better-understood case of heat transport

in or through a nanostructure. The different transport regimes in a nanostructure are

illustrated in Figure 7.2, which schematically depicts temperature distributions in a

h

T1

T2

Diffusive
L >> Λ

h

T1

T2

Quasi-ballistic
L ~ Λ

h

T1

T2

Ballistic
L << Λ

Figure 7.2: Schematic illustration of steady-state temperature distributions in the diffu-
sive, quasi-ballistic, and ballistic transport regimes in a 1-dimensional slab of thickness
h. Modified from [121].
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1-dimensional slab in the diffusive, quasi-ballistic, and ballistic cases. The thermal con-

ductivity will be affected by the nanostructure, as has been demonstrated by both basic

and advanced theory, numerical simulation, and experiment.

7.1.1 The Boltzmann transport equation for transport in a nanostructure

When the length scale of a system is much larger than the mean free path of the

energy carriers, the transport can be well-described by the Fourier law derived in section

2.3 and the transport is diffusive, i.e. dominated by multiple scattering events between

energy carriers and characterized by local thermal equilibria existing throughout the

system. In the opposite limit, when the length scale is much smaller than the mean free

path, the energy flux can be described by the Stefan-Boltzmann law q = σT 4 where σ is

the Stefan-Boltzmann constant defined in Equation 7.11, and the transport is radiative,

i.e. dominated by the interfaces since carriers travel directly from interface to interface

without scattering. In the transition region where the length scale of the system is on

the order of the mean free path, a determination of the flux requires the solution of the

time-dependent Boltzmann transport equation (BTE):

∂f

∂t
+ ~v · ~∇rf + ~F · ~∇pf =

∂f

∂t

∣∣∣∣
collision

+ s, (7.1)

where f is the time and space-dependent carrier distribution, ~p is the momentum coor-

dinate, ~r is the position coordinate, ~F is an applied force, and s is a source term. The

collision term is given by the matrix element

〈f(~p′)|S(~p′, ~p)|f(~p)〉, (7.2)

where S(~p′, ~p) is the scattering probability. The collision term can be converted to a

set of integrals over each momentum dimension. So all together, the BTE is a seven-

dimensional integro-differential equation. Approximations can be applied to reduce the

complexity of the BTE, but a full analytical solution is impractical for physical systems.
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Numerous numerical methods of determining energy transport in nanostructured

systems have been developed [122], including Monte Carlo [123] and molecular dy-

namics simulations [124], and a numerical solution of the BTE using a discretize lat-

tice [125–127]. Chen proposed a simplification in which the BTE is split into ballistic and

diffusive terms (called “ballistic diffusive equations”, or BDE) describing the thermal

transport [128, 129]. An alternative simplification (called the “equation of phonon ra-

diative transfer”, or EPRT) was proposed by Majumdar [121,130], which yields slightly

different results than the BDE [131].

7.1.2 Basic theory of quasi-ballistic thermal transfer in a nanostructure

By considering a basic model for thermal conductivity based on the Fourier heat

conduction law (Equation 2.8) derived in Chapter 2, we can gain insight into a few basic

questions regarding ballistic phonon transport effects in nanostructures:

• Why do we expect to see ballistic thermal thermal transport in a nanostructure?

• At what length scale do we expect to see ballistic effects?

• How will ballistic transport affect the thermal conductivity?

In the Fourier law for diffusive transport, the constant of proportionality connect-

ing the temperature gradient to the flux is the conductivity k = CvΛ/3 (Equation 2.9).

This expression uses the Debye approximation, which assumes that all of the phonons

can be lumped together with a single velocity (given by the k → 0 limit of the acoustic

velocity) and specific heat. The thermal conductivity of a bulk material can then be

determined if the average phonon mean free path is known, or, as is more commonly the

case, a mean free path can be determined from a known thermal conductivity. This was

the standard method for determining the phonon mean free path until the recent obser-

vation that the phonon dispersion can have a significant effect on the results [132]. The
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example of sapphire at room temperature will demonstrate just how bad this approx-

imation is for real materials. Using textbook parameters CSa = .7788 J/gK, ρSa = 4

g/cm3, vl,Sa = 11250 m/s, and kSa = 46 W/mK, the mean free path from k = CvΛ/3 is

ΛSa = 3.9 nm. Because this model assumes that all phonons have the acoustic velocity,

which is the highest phonon velocity in the material, the mean free path of the phonons

that actually carry heat is significantly under-estimated. Numerical calculations tak-

ing the phonon dispersion into account predict ΛSa ∼ 100 − 150 nm for heat-carrying

(acoustic) phonons.

In a crystalline material, the phonon mean free path is dominated by different

effects depending on the temperature, with a typical temperature dependence shown in

Figure 7.3. For temperatures within an order of magnitude of the Debye temperature

(TDebye,Sa ∼ 900 K), the phonon mean free path is dominated by phonon-phonon scat-

tering outside of the Brillouin zone. This is known as Umklapp scattering and gives

rise to a phonon with opposite momentum [5]. Umklapp scattering increases as the

phonon temperature increases (nearer TDebye) because higher-energy phonons are ther-

mally excited, making outside-the-Brillouin-zone scattering more likely, so the mean

free path decreases in this temperature region (Λ ∝ 1/T ). As the temperature is de-

creased, phonons travel much further between scattering events and begin to scatter

off of defects and impurities in the sample. If the temperature is further decreased and

approaches absolute zero, the phonon mean free path is determined by the dimensions of

the material: phonons travel ballistically from interface to interface without scattering

in-between. The mean free path is limited by the interface scattering, so this sample

dimension sets an absolute limit: Λ < L, where L is the structure size.

Combining this information about the phonon mean free path with the fact that

the thermal conductivity is directly proportional to Λ, it is then easy to see how the

thermal conductivity is determined by the nanostructure size. As the nanostructure

dimension is decreased below the phonon mean free path, the thermal conductivity
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Figure 7.3: Temperature dependence of the phonon mean free path Λ for sapphire
(from k and C and the Debye model). Λ is determined by Umklapp phonon-phonon
scattering at high temperature (orange), defect and impurity scattering at somewhat
lower temperature (blue), and sample size near zero temperature (pink). The mean free
path is shown here for a 10 µm-thick slab of sapphire.

should decrease in direct proportion to the dimension of the structure. This is illustrated

in Figure 7.4, where the low-temperature thermal conductivity is decreased by two

orders of magnitude when the sample size is decreased from 10 µm to 100 nm. The

phonon mean free path is constant at low temperature, so the thermal conductivity is

directly proportional to the specific heat C in the ballistic case. Also, the temperature at

which the thermal conductivity peaks is shifted higher for a smaller structure – compare

dark and light green curves on Figure 7.4).

7.1.3 Experimental observations of ballistic transport in nanostructures

The transition from diffusive to ballistic transport regimes has been studied ag-

gressively for the past ten years, with numerous experimental observations of non-

Fourier heat transport across and through nanostructures in different geometries. Early

experiments observed ballistic thermal transport in a thin film (see Figure 7.5) and a

series of thin films (superlattice) [19, 119, 133–135]. Recent experiments have demon-

strated reduced thermal conductivity of nanowires [136,137], nanocomposites [138,139],
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Figure 7.4: Thermal conductivity k, specific heat C, and phonon mean free path Λ
of sapphire, related by k = CvΛ/3. As the sapphire thickness is reduced, Λ is also
decreased, which causes a reduction in the thermal conductivity.

molecular chains [140] and multi-walled carbon nanotubes [?, 141]. Theoretical work

has also predicted quantized thermal transport in single-walled carbon nanotubes [142].

Current experiments are driven in large part by potential application to thermo-

electric energy conversion (TEC) [145–147]. For TEC devices to function efficiently, a

temperature difference must be maintained while a current is generated, so a material

with high electrical conductivity and low thermal conductivity is required. Introducing

multiple interfaces to reduce the thermal conductivity is one route that shows promise,

although interfaces inhibiting thermal flow also affect electrical transport, so engineered

geometries and surfaces are required [139]. Silicon nanowires are particularly interesting

because they can be made so narrow as to force the phonon transport beyond ballis-

tic into a quantum regime (restricted not by phonon mean free path, but by phonon

wavelength), while retaining a relatively high electrical conductivity [136,137,148].
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Figure 7.5: Thermal conductivity of silicon as a function of film thickness or wire
diameter. Figure from [19], and data in the figure are from [134,136,143,144].

7.2 Quasi-ballistic thermal transport at an interface

As described in the previous section, a number of past experiments have studied

non-diffusive thermal transport in nanostructured systems. However, despite its direct

relevance to the practical issue of thermal management in nanoelectronics [149], nano-

enabled energy systems [10, 11], nanomanufacturing [150], and nanomedicine [13], the

nanoscale heat sink problem (i.e. heat transfer from a nanoscale heat source into its

bulk surroundings) has received much less attention. Here, we are concerned not with

energy flow within a nanostructure, but the efficient coupling of thermal energy out of

the structure and into the substrate. When heat flows from a hotspot with a dimension

L that is smaller than the mean free path of phonons in the heat sink Λ, energy-

carrying phonons travel ballistically away from the source for a significant distance

before experiencing collisions. In the Fourier picture, heat flow is assumed to be diffusive,

with the thermal flux q determined by the temperature gradient (q = −k∇T , where k is

thermal conductivity). When there is a significant energy density change over a distance
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less than the phonon mean free path, as is the case for heat flow away from a small

source, there is no local phonon equilibrium near the source and therefore temperature

cannot be defined, as illustrated in Figure 7.1. Under these circumstances, the Fourier

law, which assumes sufficient scattering events to obtain local thermal equilibrium,

overestimates the thermal transport [151–153].

Numerical simulations using the BDE [154], EPRT [155], and discrete BTE meth-

ods [156] have demonstrated the error in the Fourier law for dissipation of thermal energy

from a heat source smaller than the phonon mean free path in the heat-sinking material.

However, there is no agreement as the the strength or exact dependence of this effect

on temperature and structure size.

7.2.1 Thermal boundary resistance across a bulk-constricted interface

In practice, there often exists an interface between a small heated region and

the heat-sink substrate, and this interface thermal resistance must also be taken into

account. Measurements of the interface thermal resistance can be performed for struc-

tures at bulk length scales and in thin films using time-resolved optical pump-probe

methods such as transient thermoreflectance (TTR) measurements [133, 157]. The in-

terface resistance between two materials in contact is called thermal boundary resistance

(TBR).

There is some confusion in the literature regarding how to describe ballistic ther-

mal transport away from an interface. It is important to distinguish this ballistic in-

terface effect from the thermal boundary resistance and spreading resistance that are

used to characterize interfaces in the bulk approximation, valid when the interface con-

tact size in much larger than the phonon mean free path of the heat sink. In that

bulk/Fourier case, the total effective resistance is given by a sum of these two and the

Fourier resistance of the substrate slab:

RInterface = RTBR +RSpreading +RFourier. (7.3)
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As described in section 2.4.1, RTBR describes the interfacial phonon resistance [22].

It has been (misleadingly) called the ballistic component of the boundary resistance.

However, it has no dependence on the phonon mean free path and instead scales with

the Biot number [158] (see Equation 7.16), which measures the prevalence of surface vs

bulk resistance.

Spreading resistance is also a bulk concept, which accounts for thermal resistance

due to heat diffusion into the substrate (along with RFourier from section 2.4.2 that

accounts for diffusion in a slab). It is a means to express the geometrical thermal

spreading in the substrate in terms of a single resistance that can be applied in series

with other resistivities to heat flow, as discussed in section 2.4.3. It is commonly used in

thermal engineering as a way to estimate the resistance to thermal flows after passing

through a constriction, e.g. heat flow from a transistor, through a film, and into a

substrate. It has been analytically calculated for a number of different geometries [159],

and for the infinite strip we are concerned with here, it is related to the ratio ε of the

contact size L to the structure repeat distance by [160]

Rspreading =
1

π3ε2ks

∞∑
n=1

sin2(nπε)
n3

. (7.4)

In the case of our samples with nickel nanostructures of width L and fixed periodicity

4L on sapphire, ε = .25 and Rspreading = .00202 Km/W, which is in units of resistance

per length since it assumes an infinite contact in one dimension. Spreading resistance

will be neglected in our final analysis because we calculate the thermal diffusion in

the substrate directly from the heat equation. However, it is important to distinguish

between diffusive spreading effects and ballistic effects, and the concept of spreading

resistance does motivate the assumption we will make later: the ballistic effect due to

transport surrounding a nanoscale heat source can be accounted for by including an

additional resistance to energy flow at the boundary between the heat source and its

surroundings (heat sink).
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Some models claim to show that the boundary resistance goes up as the structure

size is decreased, but in these models [158], the effect is due only to geometric scaling

of the system (for example, from Equation 7.4, limε→0Rspreading = ∞) — similar to

the electrical resistance of a wire increasing with decreasing diameter. This is obviously

not a truly ballistic effect because it has no dependence on the phonon mean free path

and further, it can be predicted by the Fourier law! In order to avoid this confusion,

we discuss non-diffusive heat transport in terms of the intensive parameter resistivity

r, which is independent of linewidth in the bulk approximation for a single line (the

case of ε → 0). In the case studied here where ε is constant for all nanostructured

samples, Rspreading is a constant and so rspreading is proportional to L, as is rFourier.

The ballistic effect would then be manifest as an additional component rBC in the

boundary resistivity, so the total resistivity lumped into an interface effect is given by

rInterface = rTBR + rSpreading + rFourier + rBC . (7.5)

7.2.2 Simple analytical prediction: ballistic-diffusive model

Gang Chen made the first prediction of this ballistic effect near a nanoscale heat

source in 1996 [161]. He considered the heat transfer between concentric spheres (with

the outer sphere having an infinite radius) in the limits of purely radiative/ballistic and

purely diffusive/bulk transport. He assumed that the component predicting a lower

heat flux would constrain the transport to that value. Chen found that when the

heated inner sphere was larger than the phonon mean free path of the material between

the spheres, many scattering events occured and thermal diffusion was the dominant

transport mechanism. However, when the inner sphere was small compared with Λ,

scattering events were greatly reduced and the heat transport could be considered to

be radiative, so the ballistic component dominated.

The net heat flux is easier thought of in terms of resistivity (as discussed above,

where r = ∆T/q), where the total resistivity is simply the sum of the Fourier and
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2 L

L/2
T1

T2

Λ

M >> L

Figure 7.6: Geometry for simple analytic model to demonstrate the transition from
diffusive to ballistic thermal transport away from a nanoscale heated strip of width
L. For simplicity in cylindrical coordinates, the nickel strip is modeled as a cylinder
of diameter L/2, and the outer bounding cylinder has a diameter of 2L, 4× greater
than the inner diameter as in the experiment. The transport is determined in both the
ballistic and diffusive regimes.

ballistic components, which will automatically provide the correct limits to the heat

flux. In this case, the Fourier law under-predicts the resistivity at length scales shorter

than the mean free path, and ballistic transport over-predicts the resistivity in the bulk.

Of course, our system of nanoscale lines on a substrate is not obviously connected

to the worked example of concentric spheres. Our system does have something close

to cylindrical geometry, so we modified the calculation to get results directly related

to our situation. The simplified geometry used in this calculation is summarized in

Figure 7.6, where the line contact of width L is treated as an embedded half-cylinder of

diameter L. This is the heated surface, which is analogous to the inner sphere in Chen’s

calculation. The outer surface is a half-cylinder in the substrate with a diameter of

4L, which is determined by the line separation. The entire sample can be considered by

lining up a series of these half-cylinder shells edge-to-edge, and we will assume that they

are non-interacting so that the heat transport of the entire sample can be understood

by considering a single unit half-cylinder. Of course, neighboring half-cylinder units
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do interact, but periodic boundary conditions are equivalent to insulating boundary

conditions.

We will first consider the diffusive transport between the half-cylinders. In the

Fourier equation, the heat flux is determined by the temperature gradient: ~q = −k~∇T .

In this cylindrical geometry, the gradient operator is

~∇ =
∂

∂r
r̂ +

1
r

∂

∂θ
θ̂ +

∂

∂z
ẑ, (7.6)

where θ is the angle about the axis of the cylinder and z is along the direction of M , the

length of the nano-lines. We assume that the heat will diffuse radially from the inner

cylinder and the length of these lines is much greater than the diameter (M >> L), so

we can neglect the θ̂ and ẑ components of the derivative. The Fourier expression then

reduces to ~q = −kdT/drr̂. The heat flux q is given by the total heat Q divided by the

area over which the heat flows, which is A = πrM for a half-cylinder. Plugging this in

to the radial Fourier law and regrouping terms, we obtain

Q
dr

r
= −πMkdT. (7.7)

Integrating both sides from r1 = L/2 to r2 = 2L, we get an expression for the total heat

flow between the half-cylinders

Q =
2πMk(T1 − T2)

log(r2/r1)
. (7.8)

Now we can plug in the high-temperature Debye law approximation, k = CvΛ/3 and

divide the area back out to get the flux between the half-cylinders

qFourier =
2CvΛ(T1 − T2)

3 log(4)L/2
. (7.9)

Finally, we convert to resistivity

rFourier =
∆T

qFourier
=

3 log(4)L
4CvΛ

. (7.10)
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In calculating the ballistic thermal transport, we start with the Stefan-Boltzmann

law q = σT 4. σ is the Stefan-Boltzmann constant, derived from other fundamental

constants including the Boltzmann constant kB:

σ =
2π5k4

B

15c2h3
= 5.67× 10−8J s−1m−2K−4. (7.11)

The radiation flux between concentric cylinders is given by [162,163]

q =
σ(T 4

1 − T 4
2 )

1/ε1 + (1/ε2 − 1)A1/A2
, (7.12)

where ε1,2 are the spectral emissivities of the inside and outside cylinder, respectively. If

we assume that both surfaces are blackbody radiators, ε1,2 = 1, then the denominator of

Equation 7.12 is 1. The numerator can be simplified by applying σT 4 = CvT . Finally,

the temperature rise at the interface is also changed because we assume that there are

no reflections at the interface, therefore the inner surface temperature T1 is the average

of the emitted phonon temperature from A1 and the phonons arriving from the outer

surface A2: T1 → (T1 + T2)/2 [151]. This results in an extra factor of two, giving us an

expression for flux in the ballistic case, which can be simply converted to resistivity,

rBallistic =
∆T

qBallistic
=

1
2Cv

. (7.13)

The ballistic resistivity is independent of L, so we normalize both the ballistic

and the Fourier resistivities to the ballistic value, and plot the results in Figure 7.7.

When the linewidth L is much larger than the phonon mean free path Λ, the resistivity

is dominated by the Fourier component (blue), but for L < Λ, the ballistic resistivity

(red) is more significant. The total linewidth-dependent resistivity is given by the sum of

the Fourier and ballistic parts, and the ballistic correction resistivity rBC that accounts

for the error of using the Fourier law alone is determined by

rBC ∝
rBallistic
rFourier

=
2Λ

3 log(4)L
∝ Λ
L
. (7.14)

Chen determined the same Λ/L proportionality in the spherical case, so this is charac-

teristic of the ratio between diffusive and ballistic transport away from a nanoscale hot
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spot. Therefore, we will be looking for a deviation from the Fourier law proportional to

Λ/L in our experimental data.

Figure 7.7: Analytical prediction of the Fourier (blue) and ballistic (red) components of
the resistivity for thermal transport away from a half-cylinder of diameter L as shown
in Figure 7.6, based on the spherical case discussed in [161]. We measure the correction
term (green) that can be used to modify the Fourier law.

7.2.3 Propagating vs reservoir phonons

Phonon dispersion is another factor that becomes increasingly important in the

case of non-local transport where there are not enough scattering events to establish

phonon equilibrium near the a hot spot. In Fourier transport, phonons are assumed to be

in local equilibrium, so for a given phonon temperature, the phonon distribution can be

computed directly from the density of states and the Bose-Einstein occupation function

at that temperature (as shown in Figure 7.8). Therefore the energy and velocity of the

phonons can be determined if the dispersion is known – see Figure 7.9 for the phonon

density of states and dispersion in sapphire. Even in a bulk system, the dispersion must

be taken into account because phonons of different energy have different velocity, as seen
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Figure 7.8: Phonon distribution in sapphire at 300 K (green) and 500 K (red). The total
distribution is given by the product of the phonon density of states (black, from [165])
and the Bose-Einstein occupation function at that temperature (thick curves, left axis).
This method of determining the phonon modes at a given location is valid only if there
is local phonon equilibrium and a temperature can be defined.

by the slope of the dispersion in the right panel of Figure 7.9. The dashed purple line

shows at approximate division between fast phonons (efficient energy carriers because

they move quickly) at lower energy and slow phonons at higher energies. We will refer

to these two sets of phonons as propagating (fast) and reservoir (slow) [164].

In the case of many scattering events, equilibrium between fast and slow phonons

is maintained and the thermal energy in the slow phonons can be efficiently transported

by first transferring the energy to the fast phonons by scattering. However, as the

number of scattering events is reduced at short length scales, the slow phonons no

longer have opportunities to “offload” their energy onto more efficient carriers, but are

trapped as “reservoir” phonons. Meanwhile, the faster “propagating” phonons travel

quickly and freely out of the heated area. This issue has been examined before in the



112

Room temperature

500K (heated)

Sapphire phonon dispersion

Ph
on

on
 d

en
si

ty
 o

f s
ta

te
s

O
pt

ic
al

Ac
ou

st
ic

Figure 7.9: Phonon density of states (left) and dispersion (right) in sapphire. The
green and red lines represent the energy in meV of kBT at room temperature and 500
K, respectively. The dashed purple line is an approximate delimiter between ”slow”
optical (higher energy) and ”fast” acoustic (lower energy) phonons. Both parts of this
figure are taken from [165].

case of thermal transport away from a nanoscale source, and was determined to cause

a significant reduction in flux from that predicted by the Fourier law with a change in

resistance of RReservoir/RFourier = Λ2/L2 [166, 167]. A ratio of resistances is the same

as a ratio of resistivities because the width dependence is present in both numerator and

denominator. However, this experiment considered heat generated by direct electron

excitations, and since electrons readily excite optical phonons, they assumed that only

reservoir phonons were excited.

Since we are assuming that the electrons and phonons in the heated nickel nanos-

tructures are in equilibrium (> 1 ps after initial laser heating) and the energy transport

across the nickel-sapphire interface is driven by phonon-phonon processes (see section

2.4.1), we expect to excite acoustic phonons. However, the question remains: how much

of an effect will we see from the inefficient transport of reservoir phonons? The answer

depends on exactly what is happening as phonon energy is transported across the in-

terface. We will consider results as determined by the two models for phonon-phonon

transport at an interface discussed briefly in section 2.4.1: The acoustic mismatch model
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(AMM) and the diffusive mismatch model (DMM).
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Figure 7.10: Excited phonon population (red)as a function of energy for thermal flow
between nickel and sapphire. The left figure uses the diffuse mismatch model (DMM),
in which the excited phonons match the available density of states in the sapphire.
The figure at right is derived from the acoustic mismatch model (AMM), in which
phonon states are excited directly by same-energy phonons in nickel (orange dotted line,
from [168]). In each figure, the dashed purple line represents an approximate boundary
between optical (higher energy) and acoustic (lower energy) phonons, as shown in Figure
7.9.

In the DMM, the excited phonon spectrum (shown in the left panel of Figure

7.10) is determined solely by the available density of states. In this case, ∼ 50% of

the excited phonons are the slower, reservoir phonons. In the other limiting case, the

excited phonons are determined by both the available density of states and the exciting

phonon energies, determined by the phonon density of states in nickel. This results in the

excitation of much lower-energy phonons (see the right panel of Figure 7.10), with nearly

all of them being the highly-efficient propagating phonons. As discussed in section 2.4.1,

These models for phonon interactions at a boundary break down at high temperatures

such as room temperature, so the real excited phonon spectrum is probably somewhere

in between the predictions of the diffuse and acoustic models. However, since > 50% of

the excited phonons are in propagating modes, we do not expect this to be a dominant

effect, as it was in the case of electrical excitation [166,167]. The strength of this effect

at real surfaces and high temperatures is another open experimental question. We will
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keep this effect in mind if we see Λ2/L2 deviation from the Fourier law in our data.

7.2.4 Previous experiment and open questions

Although there have been many models predicting a non-diffusive effect at the

boundary of a nanoscale heat source, only one experiment has claimed to observe it.

In that experiment, Sverdrup et al. used electrical resistance thermometry to observe

steady-state temperature distributions in a thin 5 µm silicon membrane near a 300 nm-

wide doped resistor and saw slight deviation from the Fourier prediction below 200 K,

but no size-dependent effect at room temperature [167]. However, this experiment did

not allow for any systematic and quantitative comparison between experiment and the-

ory due to the limitations posed by the sample geometry and steady-state measurement,

leaving several open experimental questions:

• How does the ballistic effect show up at an interface?

• Can it be measured at room temperature?

• Is the effect of ballistic transport time-dependent?

• Will it still be present in a bulk substrate, or is a thin membrane required?

• How does the strength of the ballistic transport vary with linewidth?

• What is the quantified effect of ballistic transport- can heatsink calculations

that use Fourier transport be easily corrected?

7.3 Measurement of ballistic heat transport at a nanoscale interface

Here, we use a beam of ultrafast coherent soft x-rays, at a wavelength of ∼ 29 nm,

to directly observe cooling of a nanoscale heat source into its bulk surroundings. By

interferometrically monitoring displacement in a heated nanostructure using diffraction

of short wavelength light, we can detect dynamic temperature changes more sensitively
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than would be possible using optical probing. This short-wavelength transient diffrac-

tion methodology, illustrated in Figure 7.11 and described in detail in Chapter 5, rep-

resents a newly-developed experimental technique that allows us to map out nanoscale

thermal transport over a range of nanostructure sizes. In this experiment, an infrared

laser pulse heats nanoscale nickel lines deposited on a transparent substrate (sapphire

or fused silica), making it possible to heat a confined area, as illustrated schematically

in Figure 7.1. The response (i.e. thermal expansion and acoustic response) is observed

by monitoring the diffraction of the coherent soft x-rays from the nanostructure. This

allows us to observe heat propagation through the interface and into the substrate.

IR pump

120µm

120µm

Refle
cte

d

sof
t x-

ray
s

to 
CCD

Soft x-ray
probe

Diffracted
soft x-rays

Figure 7.11: Geometry of the sample showing infrared laser illumination and EUV
detection scheme.

In this experiment, we used a sapphire substrate for two reasons: it is transparent

to the 800 nm laser used for heating the nanostructure, and the average mean free path

of heat-carrying phonons in sapphire is long (phonon mean free path in sapphire is

∼ 100 − 150 nm at room temperature). An identical sample of nanostructured nickel

lines was prepared on a fused silica substrate (phonon mean free path is ∼ 2 nm at

room temperature) in order to compare the thermal transport between substrates with

very different values of Λ. The pump-probe setup, and data optimization, collection,

and processing are described in detail in Chapter 5. Results from four characteristic
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scans at varying nanostructure linewidth L are shown in Figure 7.12, along with two

fitting results at each linewidth. The red curve is the best fit using the thermal model

that will be discussed in the following section, and the blue curve results from using the

bulk value of rInterface in the model. As the linewidth is decreased, the bulk resistivity

increasingly under-estimates the best fit resistivity. This error is due to size-dependent

ballistic effects that cannot be accounted for in a Fourier model.

We approach the analysis in a way similar to standard TTR measurements of

thermal boundary resistance at thin film interfaces [23, 133, 157, 169–171] . In these

experiments, the Fourier model is used to interpret experimentally measured data; we

attribute deviation of our experiments from the Fourier model to a size-dependent bal-

listic correction resistivity rBC ∝ rBallistic/rFourier, given by Equation 7.14. Recall that

the effective total resistivity including ballistic effects (lumped into the total resistivity

which will be applied at the interface) is then given by

rInterface = rTBR + rBC . (7.15)

By fitting our data to a multiphysics model described in the next section, we will re-

trieve the linewidth-dependent effective interface resistivity rInterface, and by subtract-

ing rTBR, determine the ballistic correction resistivity.

7.4 Multiphysics model for data analysis

Data analysis is complicated by thermal expansion of the substrate as heat is

dissipated from the nickel lines. In order to extract the cooling dynamics of the nickel

lines, we used the parameters in Table 7.1 in a multiphysics model.

7.4.1 Thermal transport across the interface and diffusion

In order to understand how the heat flowing from the nanostructure into the sub-

strate effects the signal, we must be able to accurately calculate the thermal transport
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Figure 7.12: Normalized dynamic diffraction signal demonstrating the observed devia-
tion from bulk theory for thermal transport from small nanostructures. Experimental
data (black) from Ni linewidths of a. 810 nm, b. 350 nm, c. 190 nm, and d. 80
nm are shown. The signal in each case consists of a sharp rise due to impulsive laser
heating, a thermal decay due to interfacial thermal transport, and an oscillation from
surface acoustic wave propagation. The best fit for rInterface for each linewidth is
shown as the red line, while the blue line shows the result of plugging in the bulk value
of rInterface = rTBR.
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Parameter Physical meaning Value in Model (Ni, Sa, FS)

h Nanostructure thickness 20 nm
CNi, Cs Volumetric specific heat Ni: 4.07, Sa: 2.63, FS: 2.2 [106 W/m3K]
rInterface Boundary conductivity Determined from data, [W/m2K]

αs Thermal diffusivity= k/C Sa: 15.64, FS: .54 [10−6 m2/s]
σs Substrate Poisson ratio Sa: .25, FS: .17

αNi, α Linear coef of thermal expansion Ni: 12.77, Sa: 5.31, FS: .54 [10−6/K]
ρ Density Ni: 8.91, Sa: 4.00, FS: 2.65 [g/cm3]

Table 7.1: Parameters used in the multiphysics model described in this section.

across the boundary, the diffusion into the substrate, and the effect of the boundary

conditions. The fixed periodicity of the nanostructure means that the entire system can

be studied by simply looking at one cycle of the repeated structure: one nickel line and

the substrate beneath it, as shown in Figure 7.13. In the case of the 25% duty cycle

samples studied here, that means a nickel line of width L and a substrate beneath it of

width 4L.

L
4L

A B

C DE

F

Equation 7.181µm

Equation 7.17

Figure 7.13: Setup for model “cell” for thermal transport from a nanoscale contact of
width L and periodicity 4L into a bulk heat sink. The two equations governing transport
across the interface and within the substrate are indicated, as well as the interfaces for
identification of boundary conditions.

We assume that the nickel nanoline can be treated as a “lumped capacitance”,

which means that it is thin enough that we can neglect transport inside the nickel. This

assumption can be checked by calculation of the Biot number Bi for the interface, which



119

is a measure of the relative importance of bulk and boundary effects:

Bi =
h

rTBRkNi
, (7.16)

where kNi is the thermal conductivity of the nanostructure. If Bi < 1, it is valid to use

the lumped capacitance model to ignore diffusion in the nickel. The room-temperature

thermal conductivity of nickel is kNi = 90.62 W/mK and later measurements will show

that rTBR ∼ 2× 10−9 m2K/W. So for a h = 20 nm nanostructure, Bi = .1 < 1 — the

lumped capacitance model is valid. This means that the nanostructure can be modeled

as having no temperature dependence in the vertical direction. Temperature dependence

across the surface is still considered, however, as the edges of the nanostructure cool

more rapidly than the center due to thermal spreading.

Since we can neglect diffusion inside the nanostructure, the thermal model is

composed of only two parts:

(1) Coupling of the nanostructure and substrate boundary temperatures, accom-

plished by conservation of energy across the interface. This is determined by

ρNihCNi
dTNi(x, t)

dt
= −

(
TNi(x, t)− Ts(x, y = 0, t)

)
rInterface

, (7.17)

where TNi and Ts are the time and position-dependent nickel nanostructure

and substrate temperatures, and x and y are the coordinates along the surface

and depth directions, as shown in Figure 7.16. Equation 7.17 essentially says

that the amount of energy lost by the nanostructure (left side) in a differential

amount of time is equal to the energy flowing across the interface, into the

substrate (right side).

(2) Diffusion of heat in the substrate beneath each nickel line, which is modeled by

numerically solving the heat equation

∂Ts(x, y, t)
∂t

= αs∇2Ts(x, y, t). (7.18)
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This equation is solved numerically in two spatial dimensions with time-stepping

using the Crank-Nicolson and Alternating-Direction Implicit (ADI) methods.

The following boundary conditions are used (see Figure 7.13 for boundary la-

bels):

A,B: vertical sides of modeling cell have periodic boundary conditions, which

is equivalent to saying that there is no flux across the boundaries –

∂Ts(x = 0 or 4L, y, t)
∂x

= 0 (7.19)

C,D: twin regions on top of the substrate flanking the nanostructure have

vacuum on the other side of the interface and therefore cannot have heat

flow across them (other than radiation, which is neglected), so they also

have no flux boundary conditions –

∂Ts(x, y = 0, t)
∂y

= 0. (7.20)

E: specified flux boundary condition –

∂Ts(x, y = 0, t)
∂y

= −
Tf (x, t)− Ts(x, 0, t)

rInterfaceks
. (7.21)

Numerical implementation of this boundary condition is challenging be-

cause of the finite grid size. The usual numerical derivative at an interface

∂f(y0)
∂y

' f(y0 + dy)− f(y0)
dy

+O(dy) (7.22)

is valid only when the grid spacing dy is much smaller than the distance

over which the derivative acts. In the case of thermal propagation, this

distance is the thermal diffusion length ` =
√
αst. For sapphire, αs =

1.5748×10−5 m2/s, so for a time one picosecond after excitation, ` ∼ 4 nm.

Computing the thermal propagation on such a fine grid is unreasonable for
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the larger nanostructures, so instead we chose to implement a multi-point

numerical derivative, still centered at y0 (with y1 = y0 + dy...) [172]:

∂f(y0)
∂y

' −3f(y4) + 16f(y3)− 36f(y2) + 48f(y1)− 25f(y0)
12dy

+O(dy4),

(7.23)

which greatly increases the accuracy of the derivative calculation.

F: back of the substrate has a no flux boundary condition assuming that the

semi-infinite approximation is valid –

∂Ts(x, y = 1µm, t)
∂x

= 0. (7.24)

The semi-infinite approximation requires that the substrate is thick enough

that no heat will be able to diffuse to the back surface in the given amount

of time t. Our pump pulse delay stage is limited to ∼ 8 ns, and the

maximum extent of thermal diffusion in sapphire at this timescale is ` =
√
αst ∼ .35 µm. This means that the semi-infinite approximation is valid

both in the modeling, where we used a 1 µm depth, and the experiment,

where the substrate was 3 mm thick.

The initial conditions describe uniform laser-induced heating in the nickel and

an unheated sapphire substrate. Final modeling was run using a nickel heated

temperature of 500 K (determined from deposited laser energy and nickel prop-

erties), but actual-temperature results deviate from normalized temperature

(heated nickel temperature initially set to 1 K, sapphire set to 0 K) by less

than 2% (error due to temperature-dependent changes in the materials proper-

ties, shown in Figure 7.15), so we present normalized results here. The initial

conditions, then are:

TNi(x, t = 0) = 1, Ts(x, y, t = 0) = 0. (7.25)
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Figure 7.14 presents modeling results for L = 1 µm (top) and L = 50 nm (bottom)

at selected times after the excitation of the nickel nanostructure. The half-width of the

modeling region in the first case is 2 µm, much farther than heat diffusion travels in

8 ns (longest time available for measurement). This leads to a thermal distribution

that is primarily confined beneath the heated L = 1 µm, even at 8 ns. This result is

in contrast to the modeling results using a nanostructure linewidth of L = 50 nm. In

this case, the modeling region half-width is only 100 nm, and there is nearly-uniform

thermal distribution across the surface only 1 ns after excitation. Therefore, thermal

expansion of the substrate, is expected to be localized beneath the nanostructure for

L = 1 µm and evenly-distributed across the surface for L = 50 nm. These results

represent extreme but indicative examples of the sample sizes we used in experiments.

7.4.2 Thermal expansion

Linear thermal expansion is described by a linear coefficient of thermal expansion

α in the equation

∆hx = α

∫
∆T (x)dx, (7.26)

where ∆T (x) is the temperature difference from equilibrium. We will refer to this as

the “vertical integration technique”, and it has implicit assumptions:

• The temperature change is low; the coefficient of thermal expansion is actually

temperature-dependent (see Figure 7.15), so very large changes in temperature

can cause errors. This can be corrected by including a temperature-dependent

coefficient of thermal expansion and integrating over the change in temperature.

• The object is free to expand; otherwise, pressure and stress will build up without

causing displacement.

This expression is valid for the vertical displacement of the nickel lines because

they are bound on the bottom only and are free to expand away from the substrate.
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Figure 7.14: Time snapshots of thermal diffusion modeling for a single sapphire cell from
10 ps to 8 ns. Results are shown with a 4 µm wide region with a 1 µm nickel heater (top)
and 200 nm wide region with a 50 nm nickel heater (bottom). The different temperature
scales are the result of different peak temperatures at these times- the nanostructured
nickel heaters started at the same temperature. These thermal images are rotated 90◦

counter-clockwise from the modeling setup shown in Figure 7.13 for ease of presentation.

Their horizontal displacement is neglected in the model because it will be much smaller

since the nickel is rigidly bound to the substrate in that direction. Also, in the EUV
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coefficient of thermal expansion for nickel [173] and sapphire [174–177].
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diffraction detection method used, horizontal displacement has a much smaller effect

than a vertical one. Because there is no depth dependence of the nickel lines in the ther-

mal model, the position-dependent displacement is directly-proportional to the change

in temperature:

∆hNi,y(x) = αNihNi∆T (x). (7.27)

In contrast to the simple treatment for thermal expansion of the nickel lines, the

thermal expansion of the surface of the substrate can not be determined by integrating

the thermal profile vertically and multiplying by the coefficient of thermal expansion

(see Figure 7.17). A simple integration of the thermal profile implies that a hotspot deep

within the substrate has the same effect as the same hotspot on the surface, which can’t

be true because there are forces binding each lattice point to its neighbors. The thermal

expansion should actually be calculated starting from the time-dependent Navier-Stokes

equation [178]

µ∇2~u+ (ν + µ)~∇(~∇ · ~u) + ~F − α~∇T = ρ
∂2~u

∂t2
, (7.28)

where µ is the shear modulus, ν is Poisson’s ratio, ~F is an external force term, and ~u is

the displacement at a particular location. If we assume that there are no external forces

acting on the system, then ~F = 0. It is also assumed that the material is isotropic,

which is true for fused silica and is > 97% true for sapphire (based on ratio of thermal

conductivities along and orthogonal to the axis).

Further simplification can be made under the quasi-static assumption ∂2~u/∂t2 =

0, which implies that the acceleration of the surface can be neglected. This will give

us a stationary, time-independent partial differential equation that assumes that the

surface displacement at a given time is coupled to the temperature distribution at

that time only. That this is valid is not obvious for the picosecond time scale we

are dealing with here, but we can make a rough estimate of the time scale of these

surface acceleration effects. Assuming that the maximum surface velocity is given by
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the longitudinal acoustic velocity, and the maximum surface expansion is 1 nm, then

we can neglect surface acceleration effects for time step sizes > 100 fs (this is much

longer than the typical time step ∼ 10 ps used in these experiments). Implementing

these three assumptions, Equation 7.28 simplifies to the thermoelastic equation [179]

3(1− ν)
1 + ν

~∇(~∇ · ~u)− 3(1− 2ν)
2(1 + ν)

~∇× ~∇× ~u = α~∇T. (7.29)

In order to obtain a useful solution to the thermoelastic equation, we make a final

assumption that the surface is stress-free. This is true at the unbound (free) surface of

a thin film or substrate, but not technically true at the surface of our substrate, where the

center is coupled to a nickel strip. However, the stress-induced change to the deformation

is a second order effect and therefore much smaller than the thermal displacement

itself [180]. The thermoelastic equation can then be solved using Green’s functions to

determine the vertical displacement at the surface as a function of position [71]

∆hy(x, z) =
(1 + ν)α

3π

∫
dx0

∫
dy0

∫
dz0

z0(
(x− x0)2 + (z − z0)2 + y2

0

)3/2 , (7.30)

which involves a weighted integration over the three-dimensional temperature distribu-

tion at each point on a two-dimensional surface (see Figure 7.16, 2D).

x

y

z x

y

2D
surface

1D
surface

Δhy(x,z) Δhy(x)

Figure 7.16: Coordinate systems for surface displacement calculation for a two-
dimensional (left, Equation 7.30) and one-dimensional (right, Equation 7.31) surface.

We convert this to a two-dimensional distribution by integrating over the z-axis

from −∞ → ∞. Finally, the remaining integrals are converted to discrete sums and
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nearest neighbor temperature profiles are included in the calculation (since the neigh-

boring cells can have a significant effect near the edges – neighbor properties determined

by wrapping original cell), leading to the final expression for the thermal surface dis-

placement of the substrate:

∆hy(x) = 2
(1 + νs)αsdx

3π

1∑
N=−1

ix,max∑
ix=1

jy,max∑
jy=1

T (ix, jy)
jy

(x/dx+N × ix,max − ix)2 + (jy)2
.

(7.31)

Here, ix and jy are the summing steps in x and y respectively, dx is the step size in x,

and N is an index accounting for nearest neighbors. The results of the calculation are

shown as the red curve in Figure 7.17A for a typical temperature distribution shown

in 7.17B. There is significant deviation in both amplitude and shape from the vertical

integration technique.
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Figure 7.17: (A) Calculated surface displacement using three different techniques: ver-
tical integration (blue), and depth and distance weighting and integration with (red, as
in Equation 7.31) and without (green) including contributions from neighboring lines.
The most realistic results are given by the weighted calculation including neighbors
(red), and are used in this model. (B) Illustration of the difference between the vertical
integration method (long white rectangle) and weighted integration method (concentric
diminishing circles) for determination of the vertical displacement of a point on the
surface.
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7.4.3 Fresnel optical propagation

To complete the connection of the thermal model to the measured data, we need

to calculate how the thermally-induced surface profile affects the diffraction of the EUV

probe, which we measure experimentally. We use the same Fresnel optical propaga-

tion model discussed in section 4.2 and Appendix A to calculate the diffraction from

the thermal surface deformation, which can then be subtracted from the diffraction of

the undeformed structure to yield the expected signal. A summary of the steps in the

calculation is shown in Figure 7.18, with the final change in diffraction shown in the

bottom panel. This calculated change in diffraction compares well with our raw exper-

imental data, as seen by the green curve in Figure 5.12. Integrating the absolute value

of the change in diffraction gives the total signal, which can be compared directly to

the experimentally measured values when both are normalized to the peak signal.

7.4.4 Discussion of model results

In order to provide insight into the significance of the contributions to the mea-

sured signal, the Fresnel propagation portion of the calculation is performed three times

to determine the signal from: the nickel lines alone, the sapphire substrate alone, and

the combined effect of the Ni and Sa together. These results are summarized in the top

panel of Figure 7.19 for the L = 1000 nm nanostructures. The signal from the nickel

lines is close to a double-exponential decay, as expected for thermal transport across a

surface and into a substrate. Because of the quasi-static approximations discussed in

section 7.4.2, the decay of the Ni and the rise time of the sapphire signal are directly

related to the rate of thermal energy flow between them, and by conservation of energy,

are equal.

The signal from the substrate logically starts at zero since it is initially unheated,

gradually increases as heat flows from the Ni lines into the substrate, and eventually



129

Figure 7.18: Results of Fresnel porpagation calculation of diffraction signal change. Top:
sample profile and EUV beam on sample. Middle: Reflected beam (as if there were no
grating present) and diffracted beam. Bottom: pump-on, pump-off difference signal,
showing a change in diffraction efficiency.

decreases. The EUV probe makes an interferometric measurement, so it is the relative

displacement between the substrate and the nickel lines that matters. This fall time

of the signal from the sapphire substrate is determined by the diffusion time for heat

to flow in the substrate from the edge of a nickel line to the center between two lines.

The fixed duty cycle of the nanostructured samples means that this diffusion distance is

proportional to L itself, so the time for heat to diffuse to the edge of the modeling cell

is strongly linewidth-dependent, as shown in Figure 7.14. In fact, this diffusion time is

quadratic in L [19]–

τ ∼ L2/αs. (7.32)

This dramatic decrease of the decay time as the linewidth is reduced means that for
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very small structures (which are very close together), the contribution to the total signal

from the sapphire substrate is much smaller than their large-L counterparts which are

much further apart, as alluded to at the end of section 7.4.1. This is borne out in the

calculations of the contributions to the signal from the nickel and sapphire for different

linewidths, as shown in the bottom panel of Figure 7.19.

The total signal measured in the experiment is equal to the sum of the contri-

butions from thermal expansion in the nanostructure and the substrate, and therefore

cannot be fit by an exponential, as we tried to do in our original data analysis. In this

erroneous analysis, we observed decay times dominated by L2 at large linewidths for

the sapphire, and no linewidth dependence for the data on fused silica substrates. This

L2 dependence is due to the diffusion time for the heat to flow to between the lines

(Equation 7.32), and can be corrected by thorough numerical modeling, as described

above. The effect of the substrate in the case of the fused silica substrate is much smaller

because of the smaller coefficient of thermal expansion.

7.4.5 Fitting the model to our experimental data

In order to fit the modeling results to the data, we ran the model several times for

a given nickel linewidth, varying the input interface resistivity between runs. Results

from a typical series of modeling runs for L = 1 µm linewidths are shown in Figure 7.20,

where each curve corresponds to modeling results using a different resistivity (values of

conductivity h are shown, h = 1/r). Each curve is fit to a quasi-exponential function,

with terms optimized for best fitting. For example, for small linewidths, the modeled

total signal is very close to an exponential, but for large linewidths, additional terms are

required to get good fits. The fitting parameters are then fit to a quadratic function,

with the result being a parameterization of the modeled time-dependent “signal” as a

function of interface resistivity. This result for the thermal component is then added

to a decaying sinusoid to account for the surface acoustic wave component discussed
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in Chapter 6 and finally fit to the data by minimizing the RMS error between the

experimental data and the fitting function.
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Figure 7.20: Normalized dynamic total signal from full thermal diffusion-thermal
expansion-optical propagation model for L = 1 µm linewidth as a function of con-
ductivity (conductivity h = 1/r, and units of given conductivities are in 106).

For each data set at a given linewidth, we retrieve the total boundary resistivity

rInterface, which includes both conventional thermal boundary resistivity and ballistic

effects in the substrate, and fit to the time-resolved thermal decay data. The best

fits to the data shown in Figure 7.22 (red lines) demonstrate that the measured inter-

face resistivity increases as the heated interface gets smaller. The measured values of

rInterface, rTBR, and rBC for both sapphire and fused silica substrates are shown in

Figure 7.22. The Fourier resistivity, rFourier (including spreading resistance discussed

in section 7.2.1), is automatically accounted for in our numerical model for heat propa-

gation in the substrate (Equation 7.18). By denition, large linewidth measurements on

samples with both samples (sapphire and fused silica substrates) yield the bulk values of

thermal boundary resistivity rTBR (equivalent to TTR measurements of thermal bound-

ary resistance on thin lms), as shown by the horizontal dotted lines in Figure 7.22. We

measured a very small (zero within error bars) deviation from rTBR for the fused silica
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substrate, because the phonon mean free path in fused silica (ΛFS ∼ 2 nm) is much

shorter than the smallest nickel linewidths. However, in the case of samples on sapphire

substrates, the extracted resistivity at the smallest linewidths is more than three times

higher than the bulk value. The blue dotted and red dashed lines in Figure 7.22 show

the predicted resistivity values rInterface (with rBC = rInterface − rTBR proportional to

Λ/L) determined from the analytical ballistic-diffusive model (Figure 7.6 and Equation

7.14) for phonon mean free paths of ΛFS = 2 nm and ΛSa = 120 nm.
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Figure 7.21: Results of the multiphysics model for L = 1000 nm linewidth structures
with the best fit value of rInterface = 2.2 × 10−9 m2K/W (purple). Also included
is a sample measurement (green). At this linewidth, the sapphire substrate makes a
significant contribution to the total signal.

7.5 Implications of the measurement

One way that we can understand these results is by considering what we will

call a “minimum heated region” model, in which the thermal conductivity surrounding

a nanoscale heat source is reduced in an area including one phonon mean free path

length [161]. We can see the effect of this idea by considering a simplified calculation,

starting with the Fourier law for heat flow: q = −k∇T . If we consider only a single
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dimension, ∇T is ∂T/∂x ∼ ∆T/∆x. The normal dimension of the system is ∆x ∼ L,

but in this case, we use the phonon mean free path Λ as a minimum to the length scale:

∆x ∼ L+ Λ. So for L� Λ, ∆x ∼ L, and for L <� Λ, ∆x ∼ Λ. The modified Fourier

law for the minimum heated region model is then

qMinimum heated region model = − k∆T
L+ Λ

, (7.33)
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Figure 7.23: Minimum heated region model: If the size of a heated area is smaller than
the phonon mean free path Λ, heat flows as if coming from a spot of size Λ.

and if we consider the ratio of this modified flux to the traditional Fourier flux, we find

qMinimum heated region model

qFourier
=

L

L+ Λ
. (7.34)

In terms of resistivity (r = ∆T/q),

rMinimum heated region model

rFourier
= 1 +

Λ
L
. (7.35)

This is the same result as the calculation in section 7.2.2, and agrees with our experi-

mental results. The model effectively says that the system can only respond to a heated

spot larger than a phonon mean free path; if the heated area is smaller than Λ, the heat

flows as if it were coming from a spot of size Λ.

It is important then to distinguish the case of heat transfer away from a nanoscale

heat source and transport inside a nanostructure.

• For heat transfer inside a nanostructure, illustrated in Figure 7.2, ballistic trans-

port means that the phonon mean free path is limited by the size of the structure

(for L� Λ, Λ→ L).

• In the case considered in this experiment of heat transfer away from a nanoscale

heat source, illustrated in Figure 7.23, ballistic transport means that the effec-

tive source size is limited by the phonon mean free path (for L� Λ, L→ Λ).
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Therefore, our measurement of ballistic thermal transport away from a nanoscale heat

source is fundamentally different from previous experiments which observed ballistic

transport in or through a nanostructure.

7.6 Discussion of the time-resolved measurement

One important aspect of this experiment that we haven’t yet emphasized is the

dynamic time-resolved nature of the measurement. This is in contrast to most ex-

perimental techniques for studying thermal transport in a nanostructure, which use

steady-state [141] or oscillatory (alternating current) [181] measurements. Without em-

phasizing its importance, we have already seen the importance of the time-resolved

nature of the experiment in Figure 7.12d. In this figure, the difference between the bulk

and ballistic-sensitive fits is only seen at short times (< 1 ns). The importance of a dy-

namic measurement is also illustrated in Figure 7.24, which shows normalized modeling

results for the temperature decay in the nickel lines for L = 1000 nm (red) and 65 nm

(blue lines). The dark blue line shows the thermal decay in the nanostructure using the

best-fit value of rInterface, and the light blue curve shows the thermal decay when the

bulk interface resistivity is used. The difference between the two curves, which depict a

change in rInterface > 3×, is very interesting: the bulk-resistivity curve predicts much

faster thermal decay in the first 500 ps, but by 3 ns, the predicted temperature profiles

are the same. This long-time convergence is due to the thermal conductivity in the

bulk portion of the substrate, which is independent of the interface resistivity. There-

fore, a dynamic measurement is necessary to observe ballistic effects from an impulsive

excitation.

This result, determined from the modeling fit to our time-resolved experimental

data, gives insight into the time-dependent temperature in the nanostructure that isn’t

possible using static probes. This short-time information is also quite useful: the green

line at 500 ps corresponds to a frequency of 2 GHz, which is the operating frequency of
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the processor in my computer.

7.7 EUV probing of nanoscale thermal transport outlook

The ballistic effect seen near a nanostructured interface should be even larger for

materials with longer phonon mean free paths. The obvious example is silicon, which

has a phonon mean free path Λ ∼ 250 nm at room temperature, and is commonly

used in the IC industry as a substrate. We have already obtained a sample with a

silicon substrate, and are now in the process of modifying the experimental setup to

accommodate the sample. One problem is that Si is not transparent to the 800 nm

pump light, so we cannot pump from the backside. The absorption of Si also presents

a problem in that we will no longer be able to assume that the substrate not directly

heated by the laser pump pulse. However, the penetration depth for 800 nm light in

silicon is rather long (7.5 µm [14]), so this may not change the calculation critically.
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Figure 7.25: Quantum efficiency of Andor CCD as a function of wavelength. Note the
zero efficiency above 1100 nm. Figure from [183].

On the other hand, the thermal expansion of silicon is about half as large as that in

sapphire, so the signal from the substrate will be smaller.

The concerns about the transparency of the silicon substrate bring up an interest-

ing consideration: using laser light with a longer wavelength to pump the sample (such

infrared light can be obtained by downconversion of the 800 nm light from the laser

amplifier to a wavelength of 1100-3000 nm using an optical parametric amplifier [182]),

would allow for the same backside pumping we used before, and because of the reduced

efficiency of silicon-based CCDs in the infrared (see Figure 7.25), may allow for the

removal of one or both of the aluminum filters between the sample and the CCD. This

would allow for 3× higher flux on the CCD, could enable faster vacuum pumpdown

and venting, and would reduce or eliminate beam deformities caused by transmission

through the filters after the sample. In this setup, silicon windows would be used on the

cryostat containing the sample to allow the infrared pump light to enter while effectively

blocking the optical light in the room.

Another advantage of using a silicon substrate is that as a semiconductor, silicon

has a much lower electrical resistivity than sapphire and fused silica. This higher elec-
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tron mobility will hopefully allow experiments at low temperature, where the sapphire

substrates became quickly contaminated because of space-charge buildup.

7.8 Conclusion

In summary, we have observed the transition from diffusive to quasi-ballistic heat

transport at nanoscale interfaces smaller than the phonon mean free path. We saw

the breakdown of the Fourier law at such short length scales, and demonstrated that

heat transfer calculations can be corrected by adding a ballistic correction resistivity

proportional to the Knudesn number Λ/L. We also demonstrated that at a basic level,

the heat flow from a nanoscale source smaller than the phonon mean free path can

be thought of as emanating from a spot the size of the mean free path, which sets

a fundamental limit on the ability of the system to handle small hot spots. These

experiments advance understanding of heat transport fundamentals, and are important

for thermal management and design for integrated circuits.



Chapter 8

Magneto-optics with EUV light

Ultrafast magnetism at nanometer scale lengths is a topic directly relevant to

industry, since individual bits stored on a hard disk are already of sub-micron dimen-

sion. Advances in storage capacity depend on further increases in magnetic storage

density. A thorough understanding of switching dynamics is also critical for improv-

ing writing speeds commensurate with capacity. Continued technological progress de-

pends on developing an understanding of the dynamics of magnetic systems at a fun-

damental level, which ultimately requires studies that combine nanometer spatial res-

olution with femtosecond time resolution. This is a challenging proposition, but one

that can be addressed using newly-developed experimental tools. Magneto-optical mea-

surements [184–186] for magnetic properties currently use either x-rays from large-scale

synchrotron x-ray facilities or visible-wavelength light from ultrafast lasers. X-rays gives

high spatial resolution and high contrast at the elemental absorption edges of the fer-

romagnetic materials; for example, magnetic soft x-ray microscopy takes advantage of

circular dichroism (XMCD - a difference in the absorption of left and right-circularly

polarized light near a core-level absorption edge) as a contrast mechanism for the micro-

scope. Using soft x-ray photons 700 eV and zone plate imaging, domain structures with

elemental selectivity have been imaged with a resolution of 15 nm [86, 187]. However,

with photons from synchrotron radiation, the time resolution is too low to see the fastest

dynamics involved in domain switching. Visible ultrafast lasers, on the other hand, give
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short pulses (∼ 30 fs), enabling studies in the ultrafast regime using the magneto-optical

Kerr effect (MOKE). But magneto-optical signals are usually very small and the long

wavelengths used limit these studies to low spatial resolution.

8.1 Historical development of the magneto-optic Kerr effect (MOKE)

The field of magneto-optics (MO) has a long history, dating back to 1845, when

Michael Faraday observed polarization rotation of light passed through lead-boroilicate

glass in a magnetic field [188]. This first observation of the interaction of light with

magnetism was followed in 1876 by John Kerr’s discovery of a similar effect in reflection

[189]. Kerr observed a that linearly polarized light reflecting off of the surface of a

magnet experienced an induced polarization ellipticity. He observed a change both when

the magnetic field was oriented orthogonal (polar geometry, P-MOKE) and parallel to

the surface and the plane of incidence [190] (longitudinal geometry, L-MOKE). The final

possible geometry for the Kerr effect (transverse, T-MOKE, where the magnetization

of the sample is parallel to the surface but perpendicular to the plane of incidence) was

first demonstrated by Zeeman in 1896 [191]. These observations encouraged thinking

that light and magnetism were coupled, and played a significant role in the development

of the theory of electromagnetism.

M

Polar

M

Longitudinal

M

Transverse

Figure 8.1: The polar, longitudinal, and transverse geometries of the magneto-optic
Kerr effect.

More than 100 years later, the Kerr MOKE is still used to make optical measure-
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ments of the magnetic properties of materials. At optical wavelengths, the P-MOKE

and L-MOKE geometries are commonly used with laser probes with very precise polar-

ization properties, enabling very sensitive measurements of MO polarization rotation.

The T-MOKE geometry is less-commonly used however, because although it does not

require polarization analysis, T-MOKE signals from 3p transition metals (e.g. Fe, Co,

Ni) are small (� 1% upon full magnetization rotation [192]) when using visible laser

probing. However, the strength of the T-MOKE signal is increased at soft x-ray wave-

lengths where the energy of the incident light is just above or just below absorption

edges. Most experiments use the stronger T-MOKE effect at the L edge (700-800 eV),

but recent studies have found a change in reflectivity greater than 50% [192] at the M

edge (50-70 eV) [192–194]. All past work was performed using a synchrotron source. In

this chapter, we describe the first observation of the T-MOKE at the M-edge using a

tabletop source of soft x-ray light.

8.2 Derivation of the transverse magneto-optic Kerr effect

In the case of EUV probing discussed here, polarization analysis is challenging

because of the low transmission of most materials. It can be done using multiple reflec-

tions [186, 195, 196], but since each reflection is < 1% efficient, the reduction in flux is

significant and makes hard experiments even more challenging. For this reason, the fact

that T-MOKE can be measured without polarizers greatly simplifies the experiment,

and of the magneto-optic effects, we will focus our attention on the specifics of the

T-MOKE geometry.

8.2.1 Macroscopic (phenomenological) description

The response of isotropic materials to light at a given wavelength can be de-

scribed by the dielectric constant ε. This constant connects the electric field ~E to the

displacement ~D by ~D = ε ~E. However, the high-symmetry conditions are broken when
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a magnetization ~M is present, and in this case, ε must now be expressed as a tensor←→ε ,

given by

←→ε = ε0 + iQ ~M × ~E/| ~E|, (8.1)

where Q is a complex material parameter that is roughly proportional to the saturation

magnetization of the sample and that describes the strength of the Kerr effect [197].

In the case of a cubic ferromagnet, the dielectric tensor can be expressed in Cartesian

coordinates as

←→ε =


εxx εxy εxz

−εxy εxx εyz

−εxz −εyz εxx

 .
The off-diagonal components of the dielectric tensor arise from the occurrence of mag-

netism, and indicate magneto-optical anisotropy. The Onsager relations εmn = −εnm

use symmetry to simplify the off-diagonal components further [198].

In the transverse geometry with the coordinates as defined in Figure 8.2, the

magnetic field is in the ±x̂ direction, so the dielectric tensor reduces to [199]

←→ε =


ε1 0 0

0 ε1 ε2

0 −ε2 ε1

 ,

M = M x

s
p

Transverse MOKE
Figure 8.2: Detailed geometry for the transverse magneto-optic Kerr effect. The mag-
netization is in the x-direction and the incident light can be s-polarized (x-direction, no
magnetic signal) of p-polarized (y + z-direction, maximum signal).
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where ε1 and ε2 are the on and off-diagonal elements respectively.

Now that we have an expression for the dielectric permeability, we must step back

and consider the fundamental connection between magnetism and the optical response:

Maxwell’s equations.

~∇ · ~D = 4πρ (8.2)

~∇ · ~B = 0 (8.3)

∇× ~E = −µ0
∂ ~H

∂t
, (8.4)

∇× ~H = ε0
←→ε · ∂

~E

∂t
. (8.5)

A laser incident on the surface can be described by a plane electromagnetic wave with

~E and ~H given by

~E = ~E0 exp
(
− i(ωt− ~k · ~r

)
~H = ~H0 exp

(
− i(ωt− ~k · ~r

)
(8.6)

where ω is the frequency and k is the wavevector of the incoming laser light. By taking

the curl of Equations 8.6, we see that ∇ × ~E = i~k × ~E and ∇ × ~H = i~k × ~H. Time

derivation of the same equations yields ∂ ~E/∂t = −iω ~E and ∂ ~H/∂t = −iω ~H. These

expression can be used in Equations and 8.5 to get ~k × ~E = ωµ0
~H and ~k × ~H =

−ωε0←→ε · ~E. We can eliminate ~H from these equations and use the vector relationship

~A× ( ~A× ~B) = ~A( ~A · ~B)−A2 ~B to arrive at

~k(~k · ~E)− k2 ~E + ε0µ0ω
2←→ε · ~E = 0. (8.7)

If we now use the relation for the speed of light c = 1/
√
µ0ε0 and define ~n ≡ c~k/ω, then

the Fresnel equation results [200]

(
n2~1−←→ε − ~n : ~n

)
· ~E = 0, (8.8)

with ~1 the identity matrix and ~n · ~n = ninj the dyadic product. Because the dielectric
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tensor is a given, fixed quantity, the normal modes follow from the solutions of

det
[
n2~1−←→ε − ~n : ~n

]
. (8.9)

One interesting feature of this expression is that it gives at most two independent vector

solutions for ~n [197]. The eigenmodes for the electric field are also required, and these

also follow directly from the solution of Equation 8.9.

In the transverse geometry, the solutions of Equation 8.9 are

n2
s = ε1, n2

p = ε1 +
ε22
ε1
, (8.10)

and we immediately see that there is no magnetic coupling for s-polarized light because

it depends only on ε1. The electric field k-vectors corresponding to these modes are as

shown in Figure 8.2:

• s-polarized, Ez = Ey = 0, so ~Es = E0x̂,

• p-polarized, Ez = Ey, Ex = 0, so ~Ep = E0(ŷ + ẑ)/
√

2.

Unique to the transverse geometry, the normal modes of the system are the two direc-

tions of linearly-polarized light, unlike the P-MOKE and L-MOKE geometries where

circular polarizations comprise the normal modes. This is significant because in the

transverse geometry, linearly-polarized light reflected from a magnetic material will

experience a magnetism-dependent change in intensity, rather than a polarization ro-

tation. Remarkably, the index of refraction is directly proportional to the off-diagonal

component (which is in turn proportional to the magnetization in Equation 8.1), so

the change in reflectivity is directlyproportionaltothemagnetization in the T-MOKE

geometry [201].

8.2.2 Microscopic (fundamental) description

To this point, we have considered magneto-optic effects in terms of macroscopic

explanations and symmetry arguments. The fundamental origins of the magneto-optical



146

effect are electron transition selection rules and spin-orbit coupling. In the case of

linear, p-polarized light with components in the y and z directions, the selection rules

are ∆l = ±1 and ∆ml = 0,±1. Spin-orbit coupling links the orbital momentum ~L to

the spin momentum ~S, allowing optical probing of the spin state as shown below.

The fundamental quantity of the magneto-optic interaction is not the dielectric

tensor, but the conductivity, which is related to the dielectric tensor by

←→ε =
←→
1 + 4πi←→σ . (8.11)

Making use of Equation 8.1, which says that the off-diagonal components of the dielectric

tensor are proportional to the magnetization ~M , we see that the conductivity is directly

proportional to the magnetization, and by Equation 8.10, directly proportional to the

index of refraction (and therefore the detected signal) for p-polarized light.

The conductivity (and the related off-diagonal components of the dielectric ten-

sor) can be calculated by [197]

σαβ =
ε1

4πi
=

iq2
e

m2
eh̄V

∑
nn′

f(εn)− f(εn′)
ωnn′

Πα
n′nΠβ

nn′

ω+ − ωnn′
, (8.12)

where qe and me are the electron charge and mass, En is the energy of state n, hωnn′ =

En − En′ , f(E) is the Fermi-Dirac function, Πα
nn′ = 〈n | pα | n′〉 the matrix element of

the momentum operator, and τ , the lifetime broadening of the transition [78].

The matrix elements Πα
nn′ determine the transition strengths and are proportional

to the density of available electron states. In an unmagnetized medium, the ↑ and ↓ spin

states have the same valence levels, but in a magnetized system, the valence levels of the

↑ and ↓ spin states shift according to −µ · ~B, where the magnetic field ~B is proportional

to the magnetization ~M . This shift of the valence levels, illustrated in the left panel

of Figure 8.3, causes an energy shift in the density of electron states dependent on the

magnetic spin, illustrated in the top-right of Figure 8.3. The full-contrast magnetic

signal( probed by excitation of an inner-shell electron), given by the difference between



147

the conductivity of the ↑ and ↓ spin states has an up-down shape centered at the Fermi

level, as shown in the bottom right panel of Figure 8.3 [202,203]. If optical probe light is

used, the situation is much less clear because the matrix elements are a convoluted mess

of smeared contributions from initial and final electron energies that may be anywhere

in the continuum, rather than starting with a defined, bound energy. This removes the

direct proportionality between magnetization and total signal strength, and gives much

smaller and more complex signals [202].

L
3 
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2 2p

1/2 

2p
3/2 

E
F 

3d
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Valence 

Theory 

Erskine et. al, PRB 8 1239 (1973) 

Energy
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Figure 8.3: Microscopic origin of the magneto-optic Kerr effect at an absorption edge.
The applied magnetic field shifts the valence levels for up and down spins relative to each
other, which affects the relative density of states. The difference between the available
spin-up and spin-down density of states goes into Equation 8.12 for the conductivity,
which is proportional to the magneto-optic signal.
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8.3 Experimental Magneto-Optic Kerr effect using EUV from HHG

Previous experimental studies of magneto-optics in the EUV region of the spec-

trum have been limited to synchrotron sources. Particularly relevant work is summa-

rized in Figure 8.4, which shows the measured Faraday rotation signal as a function

of energy for a permalloy (Ni80Fe20) sample [194] and the T-MOKE signal near 55 eV

from an iron sample [192]. There is great interest in using HHG light for these same

sorts of measurements since the source is more accessible and also offers much better

temporal resolution.

a b

Figure 8.4: Results of previous magneto-optic experiments at the M-edge, demonstrat-
ing the expected signal. a) shows results of the Faraday effect on Peralloy, and b) shows
angle-resolved measurements on iron.

8.3.1 Experimental setup

In the experiment, we use light from a Ti:sapphire laser amplifier system operated

at 3 kHz with an average power of 4.3 W, which we couple into a hollow fused-silica

capillary (Figure 8.5a). The capillary is filled with neon gas to phase-match a broad

range of harmonics from 42 eV to 72 eV covering both Fe and Ni M-edges, as shown in

Figure 8.7. The comb of harmonics emerging from the capillary is separated from the

residual driving laser light by transmission through two 200 nm thick aluminum filters.
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The harmonics are then focused by a near-glancing reflection from a 2 m focal length

gold-coated curved mirror. Finally, they are spectrally resolved by diffraction from a 1

µm line (2 µm period) ferromagnetic permalloy grating, Figure 8.8), and the resulting

diffraction is recorded on an x-ray CCD. The Permalloy grating was fabricated by a

lift-off process whereby photolithography was used to define the grating pattern over a

1 cm ×1 cm area on a thermally oxidized Si wafer. Ion beam deposition was used to

deposit a 3 nm Ti seed layer and a 10 nm Permalloy layer which was lifted-off in an

ultrasonic acetone bath.

a

b

Figure 8.5: Typical CCD image, showing reflected beam containing all harmonics (on
left) and diffracted monochromatic stripes (first-order in middle, second-order on right).

!

Figure 8.6: Typical CCD image, showing reflected beam containing all harmonics (on
left) and diffracted monochromatic stripes (first-order in middle, second-order on right).

A typical energy-calibrated harmonic spectrum is displayed in Figure 8.7, which

shows the discrete harmonics diffracting from the permalloy grating. Due to the spheri-

cal symmetry of the non-linear medium (noble gas), each harmonic is separated by 3.16
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Figure 8.7: Typical harmonic spectrum in neon.

eV, which is twice the photon energy of the fundamental laser light of 1.58 eV. The

sudden edge above which no harmonic light is seen corresponds to the strong absorp-

tion edge of the aluminum filters at 72 eV. It is then straightforward to calibrate the

harmonic spectrum: we identify the photon energy immediately below the Al edge (72.5

eV/1.58 eV = 45.8 harmonic order at cutoff, so last harmonic before absorption edge

is given by 1.58 eV ×45 = 71.1 eV) and determine the energies of the lower harmonics

accordingly. The angle of incidence and the position of higher diffraction orders can also

be related to this information by an oblique incidence diffraction formula for a grating.

The system is set up in a transverse geometry (T-MOKE), i.e. the magnetic

field is applied perpendicular to the plane of incidence, as shown in Figure 8.5a. Since

only p-polarized light contributes to the T-MOKE signal, we rotate the polarization

of the fundamental laser light, which minimizes the reflected intensity of harmonics

from the sample. The sample magnetization is oriented by a Helmholtz coil capable of

producing magnetic fields as large as ±60 Gauss, well above the coercivity field (field

required to reverse the magnetization) of the permalloy of ∼ 10 Gauss Gauss. The coil

must be water-cooled since it is inside a vacuum chamber with a pressure of 10−5 torr.



151

Figure 8.8: Scanning electron microscope images of a permalloy grating fabricated by
Justin Shaw at NIST Boulder, shown at 1250× (top) and 16000× (bottom) magnifica-
tion. The ferromagnetic permalloy (Ni80Fe20) stripes are 1 µm wide and separated by
2 µm (center-to-center), with a height of 10 nm.

The diffracted harmonic intensities are measured at magnetic fields of ±60 Gauss and

expressed in terms of asymmetry, defined in Equation 8.13. In order to improve the

signal-to-noise level of the measurement, we alternate the field between +60 and -60

Gauss (to flip the magnetization completely, as shown in Figure 8.5b) between each
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exposure of the harmonic spectrum, and average these two sets of exposures before

calculating the asymmetry. This removes low frequency noise due to slow drifts in the

harmonic intensity and pointing.

8.3.2 Magnetic contrast measured with EUV light from HHG

This geometry enables straightforward detection of the magnetic state with soft x-

ray light. The strength of the T-MOKE is traditionally reported in terms of asymmetry

between two magnetization states, defined as

A =
I↑ − I↓
I↑ + I↓

(8.13)

where I↑ and I↓ denote the reflected intensities recorded for the two magnetizations.

The shape of the resulting asymmetry for different incidence angles of the probe light

is shown in Figure 8.10 as the colored lines. Large changes in sign and magnitude of

asymmetry are found at M absorption edges of Ni (67 eV) and Fe (55 eV). Because the

T-MOKE signal is so strong at the absorption edges, the signal is clearly visible after

only a second of acquisition, and a signal-to-noise ratio of more than 30 is evident in

100 seconds. The shape of the asymmetry, shown along with raw spectral data from the

CCD in Figure 8.9, is in agreement with both theoretical arguments based on spin-orbit

coupling in the valence band discussed in section 8.2.2, and with the measurement of

Faraday rotation in a permalloy film using synchrotron radiation [194]. We also show

the dependence of the T-MOKE signal on polarization by repeating the measurement

with s-polarizated light, where we see no asymmetry, as shown in Figure 8.10. We

measure asymmetries up to 6% near the Ni M-edge, when the angle of incidence of the

probe light is nearest 45 degrees [185], and observe a decrease as the angle of incidence

is increased.
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Figure 8.9: Spectral data from CCD. The blue curve (right axis) shows the total counts
measured in a single 100 ms exposure (data collected by full vertical binning an image,
as shown in Figure 8.6). The red curve (left axis) shows the asymmetry after a series
of exposures with the magnetization alternating between up and down.

8.3.3 Hysteresis measurement

In order to demonstrate the use of the HHG source as a useful analytical probe

of magnetization, we measured the hysteresis of the asymmetry, which is proportional

to magnetization. Figure 8.11 shows three hysteresis loops: the first one (a) monitoring

the harmonic close to the Ni edge, the second (b) close to the Fe edge, and the third (c)

is data from an element-insensitive optical measurement of the T-MOKE signal [204].

As expected, both edges yield identical hysteresis loops, with a coercivity field of around

10 Gauss.



154

40 45 50 55 60 65 70
Photon Energy (eV)

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

As
ym

m
et

ry

s polarization
55 deg
62 deg
72 deg

Figure 8.10: Magnetic asymmetry from the permalloy grating sample at various angles
of incidence from normal (p-polarized light). The asymmetry increases as the angle of
incidence approaches 45o, since ~M × ~E is maximized there (see Equation 8.1). Also
shown is data from s-polarized light, which shows no asymmetry, as expected from
Equation 8.10.

8.3.4 Surface sensitivity measurement

As with soft x-ray light from other sources, light from HHG interacts strongly

with most materials, and the short penetration depth can be utilized to examine surface-

sensitive processes. Furthermore, light just below an absorption edge has a penetration

depth ∼ 4× longer than light above the edge [26], so depth-dependent properties of

magnetic materials can be measured with elemental specificity.

In order to demonstrate the surface sensitivity of this technique, we measure

the asymmetry of permalloy gratings with nonmagnetic palladium films of different

thickness coated on top, as shown in Figure 8.12. Here a series of identical Permalloy

gratings had varying thickness (2 - 15 nm) of sputtered Pd deposited on top. Pd was used

since it doesnt oxidize or have an M-edge signature near that of Ni or Fe. This allows us

to systematically bury the Permalloy and measure how quickly the signal decays for Fe

and Ni strictly from adsorption by the Pd. We perform the measurements at an angle of
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Figure 8.11: EUV measurement of element-specific asymmetry as a function of magnetic
field (hysteresis) near the nickel (a) and iron (b) edges, with the selected regions for (a)
and (b) highlighted in (d). Part (c) shows an optical hysteresis measurement performed
in the Silva lab at NIST, Boulder [204].

incidence of 63 degrees, where we had observed good reflectivity of p-polarized light as

well as a high asymmetry value (see Figure 8.10). The measured asymmetries near the

Ni and Fe absorption edges are plotted in Figure 8.13 as a function of permalloy capping

layer thickness. The measurements show an exponential decay of the asymmetry as a

function of the capping layer thickness. Exponential fits give decay constants of 3.01 nm

(Ni edge) and 2.67 nm (Fe edge). This shallow penetration depth shows the potential

for using this technique as a surface-sensitive probe for characterization of magnetic

structure, and also for surface magnetization imaging.

8.4 Outlook: EUV measurement of demagnetization dynamics

As discussed in Chapter 3, HHG offers significant advantages over other sources

of EUV light because the sub-10 fs pulse duration [48] provides excellent temporal reso-

lution for dynamics measurements. This makes HHG an ideal light source for studying
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Palladium capping layer

Figure 8.12: Schematic demonstrating the presence of the palladium capping layer,
present over the whole surface (not just the nanostructure).

Figure 8.13: Measurement of element-specific asymmetry as a function of capping layer
thickness. The red and blue data correspond to data taken at the harmonics labelled in
the inset. In each case, the penetration depth was measured to be 3 nm, demonstrating
the highly surface-sensitive nature of the measurement.

demagnetization dynamics following thermal excitation by an ultrashort intense laser

pulse [205–207]. The pulse duration advances the currently available soft x-ray source

resolution of the fs slicing of synchrotron radiation by more than an order of magni-

tude [208].

Because the soft x-ray light from HHG is fully spatially coherent [46], coherent
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diffractive imaging techniques can be applied to magnetic systems in order to determine

the domain sizes and patterning which can scale from a fewµm down to few nm. The

lensless imaging techniques demonstrated by Sandberg et. al [61] could be adapted to

magnetic systems as a new microscope for observing magnetic domain patterns similar

to the Fresnel-zone plate technique [86] or a scanning Kerr microscope [209]. This

technique could be applied to image magnetic orientation in nanostructures, where

exotic effects are predicted [210,211].

8.5 Conclusion

We measure the T-MOKE effect on permalloy at the M-edges of Fe and Ni with

soft x-ray light from a HHG source. By using photon energies near absorption edges

of the elements of interest, the T-MOKE signal is much higher than at optical wave-

lengths and the information about a magnetic material can be measured with elemental

specificity, high signal-to-noise, and short acquisition time. We find high asymmetries

at 55 eV (4%) and 65 eV (6%), corresponding to the absorption edges of Fe and Ni, re-

spectively. We further demonstrate that light from HHG is a useful source for studying

magnetic materials by the measurement of hysteresis and the surface sensitivity of the

asymmetry. This work enables many further possibilities for a tabletop ultrafast light

source to study magnetic systems.



Chapter 9

Conclusion

One exciting aspect about applying EUV light to surface science is the broad

range of available phenomena that EUV light lends itself to studying. In this thesis, I

have focused on the application of Extreme Ultraviolet/soft x-ray light from high-order

harmonic generation to study acoustic, thermal, and magnetic processes in nanostruc-

tures. In the previous chapters, we:

• Performed dynamic EUV holograpy and surface displacement measurement with

sub-picometer sensitivity [212]. In this experiment, we demonstrated the fact

that in the EUV region of the electromagnetic spectrum, small density changes

do not change the index of refraction, so our surface displacement measurement

was unpolluted by changes in reflectivity that dominate optical measurements.

• Made a dynamic measurement of surface acoustic wave propagation, observing

the highest-freqency narrowband SAWs ever detected optically and the disper-

sive effect of acoustic propagation in a nanostructure [213]. Here, we took ad-

vantage of the full spatial coherence of phase-matched harmonic generation [46].

• Observed quasi-ballistic thermal transport away from a nanostructured heat

source, and quantified the size-dependent error in the Fourier law [120]. This

experiment utilized the short wavelength of the EUV light to not only diffract

from sub-100 nm structures that would be undetectable to optical light, but also
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provide a sensitive, interferometric measurement of displacement that could be

connected to temperature.

• Probed the magnetic orientation using the T-MOKE for the first time using

EUV light from HHG [214]. Here, we took advantage of the elemental selectivity

of the EUV light: by looking at photon energies near an atomic absorption edge,

we saw a significant increase in magnetic signal and were able to measure the

magnetic orientation of an alloy with elemental specificity.

Each of the last three chapters detailing experimental observation of surface

acoustic wave (Chapter 6), thermal (Chapter 7) and magnetic (Chapter 8) effects in

nanostructures included a brief description of the immediate future of that experiment.

Indeed, the future is bright for application of EUV light from high-order harmonic gen-

eration to study surface science. Of course, the real power of these experiments lies in

the short wavelength of the EUV probe light. We are currently taking advantage of

surface sensitivity (and elemental selectivity in the magnetic studies), but the potential

for small spot sizes and diffraction from very small objects has not yet been explored in

the context of thermally-sensitive measurements. Probing of a small spot on an isolated

nanostructure would enable other experimental possibilities studying a broad range of

phenomena, such as:

• In acoustics experiments, high-resolution surface profile imaging would give in-

sight into the acoustic mode shaping as a surface acoustic wave passes through

a nanostructure.

• Time-resolved thermal microscopy of the surface near a sub-100 nm line would

give direct insight into the dynamic evolution of the non-local temperature

distribution shown schematically in Figure 7.1.

• Dynamic microscopy of magnetic systems offers the potential to time-resolve
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the magnetic orientation of sub-100 nm domains, something no other tabletop

source can do.

The simultaneously short pulse duration and short photon wavelength of EUV

light from HHG makes it a uniquely useful tool in studying fundamental length and

time scales of processes. This thesis has discussed some of the first applications of this

source to study acoustic, thermal, and magnetic effects in nanostructures, and the future

prospects for dynamic imaging these and other effects with sub-10 fs time resolution

and sub-100 nm spatial resolution is very exciting.
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Appendix A

Fresnel propagation code

% fresnel.m Use the fresnel approximation to calculate the interference of gaussian pump-

% induced height and reflectivity changes. All distances and constants are given in meters

lambda = 30E-9;

z = 25E-2;

w = 50E-6;

spot = 2E-3;

h = .13E-9;

dx0 = 6.5E-6;

r0 = sqrt(.0535);

dr = sqrt(.0533)-sqrt(.0535);

N = 1024;

k = 2*pi/lambda;

I=sqrt(-1);

zcrit = N * dx0^2/lambda;

x = -N/2: 1 :N/2-1; % Initialize x-array

x0 = dx0 * x; % Set x-array to pixel size of camera

bump = h * exp(-x0.^2 / w^2); % Phase term of reflectivity amplitude coefficient

refl = r0 + dr * exp(-x0.^2 / w^2); % Amplitude term of reflectivity amplitude coefficient

gauss = exp(-x0.^2 / spot^2); % Probe spot of reflectivity amplitude coefficient

iB = spot^-2*z/k;

Bfactor = (1+I*iB)^-1

spotz = sqrt(real(Bfactor))^-1 * spot
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f1 = gauss .* exp(I*4*pi/lambda * bump) * r0; % Probe spot modulated by phase term

fa = gauss .* refl; % Probe spot modulated by amplitude reflectivity term

ff = gauss .* exp(I*4*pi/lambda * bump) .* refl;% Probe spot modulated by amplitude and phase therms

du = 1./(N*dx0);

u = [0:N/2-1 -N/2:-1]*du; % Note order of points- for convolution

H = exp(-i*2*pi^2*u.^2*z/k); % Fourier transform of kernel

f2 = ifft( fft(f1) .* H ); % Convolution with phase term

fb = ifft( fft(fa) .* H ); % Convolution with amplitude term

fF = ifft( fft(ff) .* H ); % Convolution with both terms

f0 = ifft( fft(gauss*r0) .* H ); % Convolution with no modulation

dx1 = lambda*z*du/26E-6; % dx0 / 26E-6

x1 = [-N/2:N/2-1]*dx1; % Baseline for output in pixels

pti = abs(f2).^2 - abs(f1).^2; % Phase term intensity

ati = abs(fb).^2 - abs(fa).^2; % Amplitude term intensity

bti = abs(fF).^2 - abs(ff).^2; % Both terms intensity

plot(x1, pti, x1, ati, x1, bti)

axis([-10,10]);

title(’Holographic signal including amplitude effects for a 30nm probe’);

xlabel(’CCD pixel’) % label the x-axis

ylabel(’signal level’); % label the y-axis

bump_max = max(pti);

refl_max = max(ati);

both_max = max(bti);

gauss_max = max(abs(gauss).^2);

ratio_separate = refl_max / bump_max;

ratio_amp = refl_max / both_max;

ratio_both = (both_max-bump_max) / both_max

signaltoprobe = both_max/gauss_max



Appendix B

Multiphysics thermal and optical model

% New in version 8: take T-dependence of k, C, CTE (with heating) into

% account

clear;

dt=1*10^-12; tf=8*10^-9; dt2=dt;

Tsave=[0:.1d-10:1d-10 2d-10:1d-10:1d-9 1.25d-9:.25d-9:2d-9 2.5d-9:.5d-9:5d-9 6d-9:1d-9:tf 10d-9];

TempVary=[310 300];

Lvary=[1000]*1d-3;

hBDvary=[150 200 350 500 700]*1d6;

Tf0=500;

for xVary=Lvary

% Define grid parameters

width=xVary; xscale=2; dx=width/xscale*10^-8; xs=width*4*10^-6; ys=xs; xf=width*10^-6;

Nt=round(tf/dt)+1; Nxs=round(xs/dx); Nys=round(ys/dx); Nxf=round(xf/dx);

Nx1=round(3*Nxs/8); Nx2=round(5*Nxs/8);

df=2*10^-8; % film thickness in m

%--------------------- Set up diffraction model ---------------------%

I = sqrt(-1);

% lambda = Wavelength of the probe light

lambda = 29E-9;
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kk = 2*pi/lambda;

% dx0 = Original mesh resolution, N = # of points in mesh

dx0 = dx*xscale;

N = 1024*1024;

x = -N/2: 1 :N/2-1; % Initialize x-array

x0 = dx0 * x; % Set x-array

% z = Distance from the sample to the camera

z = 6E-2;

% w = Full linewidth of the Ni line on the sample, dw = pump-induced change, off = pump offset from center

w = xf;

dw = 0E-12;

off = 0*dx0;

% spot = EUV 1/2, 1/e width at the focus from the toroid

spot = 50E-6;

% h = height of the Ni line on the sample, dw = pump-induced change

% h = 18.25E-9;

h = df;

% dh = 18.7E-12;

% r0 = reflectivity of the sapphire substrate (45), dr = reflectivity

% difference between sapphire and Ni

r0 = sqrt(.0535);

dr = sqrt(.0529)-sqrt(.0535);

% zfoc = distance from EUV focus to the sample, prop = propagator for that distance

zfoc = 0E-3;

prop = (1+I*2*zfoc/(kk*spot^2))^-1;

% wsample/wcamera = unperturbed probe size at sample and camera, respectively

wsample = sqrt(real(prop/spot^2))^-1;

wcamera = sqrt(real(1/spot^2*(1+I*2*(z+zfoc)/(spot^2*kk))^-1))^-1;
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zcrit = N * dx0^2/lambda;

% Normalization of probe counts: say 1E4 photons in EUV beam at sample (including

% toroid reflectivity (71%), quantum efficiency of the CCD (20%), and the 3 Al

% filters). This is distributed over the entire gaussian, integrated to sqrt(pi/a),

% where a=1/spot^2. This leads us to a normalization constant ’C’ for the amplitude

% gaussian: C = sqrt(1E4/(spot*sqrt(pi/2)));

C=1;

nmax = floor(120/(xs*2d6));

dutycycle = 1;

bump = grating((x0)/w, nmax, dutycycle); % Profile of Ni line on sample

amp = r0 + dr*grating((x0-off)/w, nmax, dutycycle); % Reflectivity on sample

amp2 = r0 + dr*grating((x0-off)/(w+dw), nmax, dutycycle);

gauss0 = C*exp(-x0.^2/spot^2); % Probe spot at focus

gauss = C*prop * exp(-x0.^2/spot^2*prop);

f = amp.* gauss.* exp(I*4*pi/lambda * h*bump);

f2 = FProp(f,x0,dx0,N,z);

xmax2=Nxs; ymax2=Nys;

xmax1=Nxf; ymax1=1; dy=dx; dy0=dx0;

% Initialize CN calculation matrices

a=zeros(Nxs,1); b=a; c=a; d=a; % Substrate matrix coefficients for x-implicit

b(1)=-1; c(1)=1; % Top boundary

a(Nxs)=1; b(Nxs)=-1; % bottom boundary

a2=zeros(Nys,1); b2=a2; c2=a2; d2=a2; % Substrate matrix coefficients for y-implicit

b2(1)=-1; c2(1)=1; % Top boundary

a2(Nys)=1; b2(Nys)=-1; % bottom boundary

fa=zeros(Nys,1); fb=fa; fc=fa; fd=fa; % substrate matrix coefficients beneath film

fa(Nys)=1; fb(Nys)=-1; % bottom boundary
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for Temp=TempVary

Tsh=Temp-69;

% Define thermal parameters of the film (nickel) and substrate (sapphire)

load kKCTENiSaT5.txt;

ksT= kKCTENiSaT5(:,4); kfT= kKCTENiSaT5(:,2); % W/m K

asT= kKCTENiSaT5(:,5); afT= kKCTENiSaT5(:,3); % J/m^3 K

axsT=kKCTENiSaT5(:,6)*1d-6; axfT=kKCTENiSaT5(:,7)*1d-6;

CfT=kKCTENiSaT5(:,8)*8.9d6;

sig=.25; % Poisson ratio for sapphire

% Cf = 2.44*10^6; kf = 237; % Aluminum film

% ks = 1.38; Cs = .740*2.2E6; axs=.54d-6; sig=.17; % FS substrate

asxT=asT;

for hBD=hBDvary

C2=1; C1=100;

%Define initial conditions in the film and substrate

Ts1=zeros(Nxs,Nys); Ts2=Ts1; Tft=Tf0*ones(Nxf,1); Tft2=Tft;

FileName2 = sprintf(’SigNi%02d T%03d h%02d.txt’,[xf*1d9 Temp round(hBD/1e6)]);

FileName3 = sprintf(’SigNiSa%02d T%03d h%02d.txt’,[xf*1d9 Temp round(hBD/1e6)]);

% FileName4 = sprintf(’TNiMid%02d T%03d k%02d h%02d.txt’,[xf*1d9 Temp round(ks) round(hBD/1e6)]);

% FileName5 = sprintf(’TNiEdge%02d T%03d k%02d h%02d.txt’,[xf*1d9 Temp round(ks) round(hBD/1e6)]);

% FileName6 = sprintf(’TSaMid%02d T%03d k%02d h%02d.txt’,[xf*1d9 Temp round(ks) round(hBD/1e6)]);

% FileName7 = sprintf(’TSaEdge%02d T%03d k%02d h%02d.txt’,[xf*1d9 Temp round(ks) round(hBD/1e6)]);

% FileName8 = sprintf(’TSaCorner%02d T%03d k%02d h%02d.txt’,[xf*1d9 Temp round(ks) round(hBD/1e6)]);

for t=2:Nt, % Time stepping

if(t.*dt>=Tsave(C2));

for k=1:Nxs/xscale

hSa(k)=0;

end
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% Determine thermal deformation at the surface of the substrate

for Neighbors=-1:1 % Sum over nearest neighbors

for Ci=(1:xscale:Nxs)+floor(xscale/2) % Sum over x (across suface)

for Cj=(1:xscale:Nys)+floor(xscale/2) % Sum over z (into subtrate)

for Ck=1:round(Nxs/xscale) % Sum over new index (across surface)

hSa(Ck)=hSa(Ck)+2*(1+sig)*axsT(round(Ts1(Ci,Cj))+Tsh)*dx0*dy0/(3*pi)*...

(Ts1(Ci,Cj))*Cj*dy/((Ck*xscale+Neighbors*Nxs-Ci)^2*dx^2+Cj^2*dy^2);

end

end

end

end

% Determine thermal expansion of the Ni lines

for Ci=1:xmax1/xscale

hNi(Ci)=sum(axfT(round(Tft(Ci*xscale-floor(xscale/2),:))+Temp-69)*...

Tft(Ci*xscale-floor(xscale/2),:))*h/ymax1;

end

pump = transpose(bumpNi2(hNi,x0,nmax)); % Profile of pumped Ni line on sample

hump = transpose(gauss3(hSa,x0,nmax)); % Profile of pumped Ni with Sa deformation

p = amp.* gauss.* exp(I*4*pi/lambda * (h*bump + pump));

q = amp.* gauss.* exp(I*4*pi/lambda * (h*bump + pump + hump));

p2 = FProp(p,x0,dx0,N,z);

q2 = FProp(q,x0,dx0,N,z);

sigbump=sum(abs((abs(p2).^2-abs(f2).^2)));

sighump=sum(abs((abs(q2).^2-abs(f2).^2)));

if C2==1, SigNorm=sighump; end;

SigNi(C2,1:2)=[round(Tsave(C2)*1e12),sigbump];

SigSa(C2,1:2)=[round(Tsave(C2)*1e12),sighump/SigNorm];

% TNiMid(C2,1:2)=[round(Tsave(C2)*1e12),Tft(100)];

% TNiEdge(C2,1:2)=[round(Tsave(C2)*1e12),Tft(1)];

% TSaMid(C2,1:2)=[round(Tsave(C2)*1e12),Ts1(400,1)];

% TSaEdge(C2,1:2)=[round(Tsave(C2)*1e12),Ts1(300,1)];
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% TSaCorner(C2,1:2)=[round(Tsave(C2)*1e12),Ts1(1,1)];

% PercentRealSignal(C2+1)=sigbump/sighump;

% PercentRealSignal(C2+1)

% FileName = sprintf(’PercentRealSignal%04d.dat’,xf*1d9);

% dlmwrite(FileName,PercentRealSignal(:), ’ ’);

dlmwrite(FileName2,SigNi(:,:), ’ ’);

dlmwrite(FileName3,SigSa(:,:), ’ ’);

% dlmwrite(FileName4,TNiMid(:,:), ’ ’);

% dlmwrite(FileName5,TNiEdge(:,:), ’ ’);

% dlmwrite(FileName6,TSaMid(:,:), ’ ’);

% dlmwrite(FileName7,TSaEdge(:,:), ’ ’);

% dlmwrite(FileName8,TSaCorner(:,:), ’ ’);

fprintf(1,’%03d ’, t);fprintf(1,’%s ’,’/’);fprintf(1,’%03d \n’,Nt);

C2=C2+1;

end;

% Tf0 = dt*hBD/(df*Cf)*(0-Tf0)+Tf0;

% implicit in y direction

for i=1:Nxf % In and under the film

k=i+Nx1;

% d(1)=-dx*hBD/ks*(Tft(i)-Ts1(k,1)); % Set u_y at film-substrate interface

DeltaTf=dt*hBD/(df*CfT(round(Tft(i))+Tsh))*(Ts1(k,1)-Tft(i));

fb(1)=-25; fc(1)=48; % Left boundary

for j = 2:Nys-1

as=asT(round(Ts1(k,j))+Tsh);

fa(j) = -2*as*dt; fb(j) = 4*dx^2+4*as*dt; fc(j) = -2*as*dt;

fd(j) = 2*as*dt*Ts1(k,j+1)+(4*dx^2-4*dt*as)*Ts1(k,j)+2*dt*as*Ts1(k,j-1);

end

Z=16+3*fb(4)/fc(4); Y=36-3*fa(4)/fc(4)+Z*fb(3)/fc(3);

fb(1)=fb(1)+Y*fa(2)/fc(2); fc(1)=fc(1)-Z*fa(3)/fc(3)+Y*fb(2)/fc(2);

fd(1)=-12*dx*hBD/ksT(round(Ts1(k,1))+Tsh)*(Tft(i)-Ts1(k,1))+...
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3*fd(4)/fc(4)-Z*fd(3)/fc(3)+Y*fd(2)/fc(2);

Tft(i) = DeltaTf+Tft(i);

[Ts2(k,:)]=TDMAsolver(fa,fb,fc,fd); % Solve the system

% DeltaEfi=DeltaTf*Cf*df*dx;

% DeltaEsi=(sum(Ts2(k,:))-sum(Ts1(k,:)))*Cs*dx^2;

% Ts2(k,:)=Ts1(k,:)+abs(DeltaEfi/DeltaEsi)*(Ts2(k,:)-Ts1(k,:));

% uy0=(Ts2(k,1)-Ts2(k,2))/dx;

% fprintf(1,’uy0 = %03d, d(1) = %03d \n’, uy0/abs(DeltaEfi/DeltaEsi), d(1)/dx);

% if i==1, fd(i)=0; % Pure implicit in x- 1D in the

% film

% elseif i==Nxf, fd(i)=0;

% else fd(i) = 2*af*dt*Tft(i+1)+(4*dx^2-4*dt*af)*Tft(i)+2*dt*af*Tft(i-1); end

end

% [Tft(:)]=TDMAsolver(fa,fb,fc,fd); % Solve the system- film temperature in 1D

for i=1:Nx1 % Flanking film

d2(1)=0; d2(Nys)=0; % u_x = 0 at both edges

m=i+Nx2; % index for on the other side of the film

for j = 2:Nys-1

as=asT(round(Ts1(i,j))+Tsh);

a2(j) = -2*as*dt2; b2(j) = 4*dx^2+4*as*dt2; c2(j) = -2*as*dt2;

d2(j) = 2*as*dt*Ts1(i,j+1)+(4*dx^2-4*dt*as)*Ts1(i,j)+2*dt*as*Ts1(i,j-1);

end

[Ts2(i,:)]=TDMAsolver(a2,b2,c2,d2); % Solve the system

for j = 2:Nys-1

as=asT(round(Ts1(m,j))+Tsh);

a2(j) = -2*as*dt2; b2(j) = 4*dx^2+4*as*dt2; c2(j) = -2*as*dt2;

d2(j) = 2*as*dt*Ts1(m,j+1)+(4*dx^2-4*dt*as)*Ts1(m,j)+2*dt*as*Ts1(m,j-1);

end

[Ts2(m,:)]=TDMAsolver(a2,b2,c2,d2); % Solve the system
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end

% implicit in x direction

for(j=1:Nys) % In the substrate

for(i=2:Nxs-1)

asx=asxT(round(Ts2(i,j))+Tsh);

a(i) = -2*asx*dt2; b(i) = 4*dx^2+4*asx*dt2; c(i) = -2*asx*dt2;

d(i) = 2*asx*dt*Ts2(i+1,j)+(4*dx^2-4*dt*asx)*Ts2(i,j)+2*dt*asx*Ts2(i-1,j);

end

[Ts1(:,j)]=TDMAsolver(a,b,c,d); % Solve the system

end

% DeltaEs=(sum(sum(Ts2(:,:)))-sum(sum(Ts1(:,:))))*Cs*dx^2; % Calculate DeltaEnergy substrate

% EnergyConservation=-DeltaEf/DeltaEs;

% Ts1(:,:)=Ts1(:,:)+EnergyConservation*(Ts2(:,:)-Ts1(:,:));

% C1=C1+1;

% if C1>=100 fprintf(1,’Energy Conservation = %03d \n’, -DeltaEfi/DeltaEsi); C1=0; end

end

end

end

end


