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The first part of this thesis describes the behavior of ultracold atoms confined

in a rotating optical lattice. We consider gases of strongly-interacting bosons and non-

interacting fermions in ring and square lattice geometries. We derive modified Hubbard

models to describe the gas and use the quasi-angular momentum (QAM) representation

to label the eigenstates. Exact level crossings between states of different QAM are

predicted. We identify signatures of these transitions in the momentum distribution,

indicating that these states should be distinguishable in time-of-flight experiments.

The second part of this thesis describes a scheme for nondestructively probing

the dynamics of atoms in optical lattices by coupling to the modes of an optical res-

onator. The cavity fields set up both the optical lattice and the probe field so that no

external interrogation fields are necessary. The probe is weak so that the atoms can be

continuously monitored without affecting the atomic motion. This scheme is applied to

a measurement of Bloch oscillations; SNR’s as high as 104 are predicted.

In the third part of this thesis, we study the dynamics of atoms in a tilted lattice

near the Mott-insulator regime. The dynamics involve the creation and annihilation

of dipoles, states generated from the unit-filled states by introducing defects where an

atom has hopped exactly one site to the left. We describe how these states can be

experimentally distinguished by coupling the atoms to the modes of an optical cavity.

Finally, we describe a quantum non-demolition measurement of the cavity photon

number using Raman interferometry of atoms coupled to the cavity modes. Using

Bayesian inference, we show that there is a measurement protocol for which the cavity

photon number can be determined with just a few measurements.
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Chapter 1

Introduction

1.1 Background

Experimental and theoretical studies of quantum gases of ultracold atoms have

been successful in replicating the behavior of a wide class of condensed matter systems.

In particular, Bose-Einstein condensation (BEC) [4, 16, 32] and the degenerate Fermi

gas [33] have both been realized, and there have been extensive studies of superfluidity,

vortex formation [135], and the BCS-BEC crossover [48, 90]. More recently, a gas of

ultracold polar K-Rb molecules has been created near quantum degeneracy [92]. There

are also proposals for simulating quantum Hall physics in rotating BEC’s [5, 38, 100,

130]. However, experimentally reaching the parameter regimes necessary to observe this

behavior is difficult [117].

The recognition that systems comprised of ultracold atoms trapped in optical

lattices could be used to cleanly realize many-particle systems from condensed matter

systems [64] has motivated a concentrated effort to study these systems. These systems

are highly tunable: lattice spacing and depth can be varied by tuning the frequency

and intensity of the lasers, and interactions between atoms can be tuned via a Feshbach

resonance; in addition, these systems are very clean, i.e. they lack defects that typically

show up in condensed matter systems [15]. By varying the lattice depth, the existence

of the Mott-insulator to superfluid transition in a system of interacting bosons trapped

in a lattice has been verified [47]. Fundamental concepts from condensed-matter physics
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such as Fermi surfaces and interaction-induced inter-band transitions have been investi-

gated [68]. Experiments observing novel phases of ultracold matter in atomic mixtures

of Bose and Fermi gases in optical lattices have also been performed [2, 60, 97, 96].

On the theoretical side, proposals for a range class of condensed matter and high-

energy models abound. By imprinting an effective magnetic field on two-dimensional

systems by either rotating the lattice [9] or driving atomic transitions with a set of

lasers [65], phenomena such as the Hofstadter butterfly and quantum Hall physics can

be observed. Other recent studies have made direct connections between fractional

quantum Hall effect (FQHE) physics and strongly-interacting bosons in optical lat-

tices [10, 52, 99, 125]. Similarly, there have been proposals for realizing systems exhibit-

ing non-Abelian symmetries [98, 114], Kondo-type physics [41], superradiant exciton

states [134], and supersolid states [81].

Concurrently, experimental activity in quantum optics and cavity quantum elec-

trodynamics (QED) has provided access to interesting regimes of the light-matter in-

teraction [89]. The strong-coupling regime—where interaction effects dominate over

dissipative effects—has been achieved, and both vacuum-Rabi oscillations and mechan-

ical light forces can be monitored in cavity QED setups where the mean photon-number

is at all times less than one [57]. By coupling atoms to a cavity mode, efficient con-

version of collective atomic excitations into a single photon points the way towards

high-efficiency single-photon sources [123]. Kerr non-linearities and dispersive optical

bistability due to the displacements of atoms in the cavity have been observed [51].

Photon blockade, where a single photon within a cavity blocks further photons from

entering the cavity, leading to photon anti-bunching, has been observed [13].

All along, there has been a productive marriage of the two fields of ultracold

atoms in optical lattices and cavity QED. Using the long-range interactions between

atoms induced by the field-atom coupling in an optical cavity, the Dicke quantum phase

transition has been demonstrated [6]. In addition, cooling of a single trapped ion in
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an optical cavity has been achieved by way of cavity sideband cooling [72]. There are

numerous theoretical studies of novel models where the atomic and light-field degrees

of freedom both play integral parts, such as self-organization of atomic states due to

the back-action of light on atoms in optical resonators [70] and phase transitions to

superradiant-like phases driven by competition between atom-atom and atom-field in-

teractions [122].

In the great majority of the atomic experiments listed above, destructive mea-

surement schemes such as time-of-flight absorption imaging and Bragg spectroscopy are

employed to probe atomic states and dynamics. This allows for high resolution images

and a strong signal using only a single measurement. In addition, be preparing sev-

eral experimental copies with identical initial conditions and varying the duration of

the experiment, these schemes provide access to dynamical information. Thus, these

measurements are sensitive to a large number of atomic observables in experimental

setups. On the theoretical side, linear response theory has been applied to current

flow in the presence of a “potential gradient” in order to observe FQHE physics [10],

noise correlation analysis has been applied to bosons in a rotating ring lattice [106], and

Bragg spectroscopy has been mentioned as a probe for vortex states [129]. The draw-

back in these schemes is that the atomic sample is destroyed in the process of making

a measurement.

The advantage of cavity QED setups is that they come equipped with a natural

measurement device, i.e. the light-field out-coupled through the cavity mirrors. In one

proposed detection scheme, a weak probe beam is scattered off of atoms trapped in an

optical lattice into a cavity mode, and signatures of many-body states such as Mott

insulators and superfluids appear in the out-coupled fields [86]. In another, atoms in

a lattice interact with two counter-propagating ring-cavity modes, and atomic number

statistics can be inferred from the behavior of the cavity fields [27]. Bloch oscillations

of atoms in a lattice can also be monitored via the transmission of light through a
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cavity [128].

Related techniques have been applied to nondestructive optical measurements of

Rabi oscillations in gases of Cs atoms [131], of the Cs clock transition pseudo-spin [26],

and of nonlinear dynamics in cold gases [124]. In addition, state preparation such

as atomic spin squeezing via measurements on out-coupled cavity fields has been pro-

posed [85, 87, 93] and measured [73, 115]. It has also been demonstrated that the motion

of individual atoms in an optical cavity can be tracked by the transmission of a probe

field [58].

Quantum non-demolition measurements of the photon number in microwave cav-

ities by way of Ramsey interferometry of Rydberg atoms sent through the cavity have

been performed in Paris. Through these experiments, fundamental concepts such as

quantum jumps [46] and non-demolition photon counting have been explored [50]. In

addition, this setup was used to perform quantum process tomography to reconstruct

the master equation describing dissipative processes for photons trapped in microwave

cavities [17].

One final example of an area in which ultracold atomic gases and cavity QED

have made great strides is in the area of precision measurement. For instance, the

newest generation of optical lattice clocks and ion clocks are becoming competitive with

the time and frequency standards of the standard fountain atomic clocks [78, 95, 109].

In addition, there is hope for new technologies that promise to increase the stability of

these clocks by two orders of magnitude [84]. Finally, by referencing against a highly

stable optical cavity, precision measurements have been performed to test variation of

fundamental constants such as the fine structure constant [14, 40].

1.2 Overview

Throughout these examples, light-matter interactions have been exploited to ex-

plore and measure the quantum behavior of both atomic and electromagnetic systems.
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In this thesis, we continue this tradition by investigating the behavior of gases of ultra-

cold atoms in optical lattices and proposing methods for detecting atomic states and

dynamics in these systems.

In chapter 2, we review the basic physics of optical lattices and optical resonators.

We derive the second-order atomic Stark shift that gives rise to an optical lattice poten-

tial. We review the basic physics of band theory and the Bose-Hubbard model. Finally,

we discuss the properties of optical cavities and describe the mathematical formalism

used to treat cavity-field dynamics.

In chapter 3, motivated by the search for quantum Hall physics in atomic systems,

we investigate the ground-state behavior of ultracold Bose and Fermi gases in rotating

optical lattices. Using the quasi-angular momentum representation, we use exact diag-

onalization and imaginary-time propagation techniques to explore the atomic behavior.

Exact energy-level crossings in the spectrum indicate the possible existence of quantum

phase transitions between states of different quasi-angular momentum. The momentum

distributions differ significantly for states of different symmetry, indicating that there

may be signatures of these transitions in time-of-flight experiments.

In chapter 4, we demonstrate the utility of the many-body formalism developed

in chapter 3 by computing approximations to the Bose-Hubbard phase diagram for

superlattices.

In chapter 5, we propose a scheme for nondestructively probing the dynamics of a

gas of ultracold atoms confined in an optical lattice and subjected to an external poten-

tial by coupling the atoms to the counter-propagating modes of an optical ring-cavity.

The light field out-coupled through the mirrors is used as the measurement device. This

scheme accomplishes three main goals. The cavity field is used to simultaneously set

up both the lattice field and the probe field, so that no extra interrogation fields are

necessary. The probe is weak so that the atoms can be continuously monitored without

affecting their motion. The signal-to-noise (SNR) ratio is large enough to be readily
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experimentally detected. Integration of the signal in time and across the atomic cloud

yields measurements of dynamical atomic observables such as the center-of-mass oscil-

lation frequency with a large SNR in a single experimental run. This comes at the price

of losing information about single atoms and real-time dynamics, but the atomic sample

is not destroyed during the measurement. We apply this scheme to a measurement of

the Bloch oscillation frequency of atoms trapped in an optical lattice and subjected to a

constant, external force such as gravity. We simulate the atomic dynamics and compute

the SNR of a heterodyne signal at the cavity output. The maximum predicted SNR is

104.

In chapter 6, we investigate the dynamics of atoms in tilted optical lattices near

the Mott-insulator regime. When the Bose-Hubbard interaction strength U is equal to

the energy difference between adjacent lattice wells, the atoms can hop in a restricted

way about the lattice. The system can be described by way of a “dipole” Hamiltonian,

where the allowed atomic states consist of adjacent two-particle/zero-particle sites. In

order to detect the dynamics in this system, we employ the scheme from chapter 5,

relaxing the condition that the cavity field acts as the lattice potential. This detection

scheme is insensitive to dipole states near the unit-filled (i.e. Mott-insulator) state, but

there is a large signal for the state with the maximum possible number of dipoles.

In chapter 7, we propose a quantum non-demolition measurement of the cavity

photon number via Ramsey interferometry of atoms allowed to interact with the cavity

field in the Bragg regime. We employ quantum Bayesian inference to project the cavity

field onto a number state after a certain number of repeated measurements. This method

can be used for both quantum state preparation and quantum state tomography of the

cavity field.

Finally, we conclude with a summary and outlook for future work in chapter 8.



Chapter 2

Optical Lattices and Optical Resonators

Much of the work in this thesis relies on two related light-matter systems. First

and foremost, we consider optical lattices, which are external, sinusoidal lattice po-

tentials for atoms made up of one or more laser beams. This system is paradigmatic

of systems with a discrete translational symmetry, and it gives rise to physical phe-

nomena from condensed matter physics such as band theory, many-body models such

as the Bose-Hubbard Hamiltonian, and quantum phase transitions such as the super-

fluid/insulator transition. The other system is that of atoms interacting with the quan-

tized, resonant modes of an optical cavity. This system is highly flexible: it can be used

to generate external optical lattices for the atoms, to measure the dynamics of atoms

trapped in cavities, and it can be used to enter the strongly-interacting regime where

single photons can affect the behavior of atoms.

In this chapter, we explain the basic physics of optical lattices and resonators

including the general mathematical framework by which we describe these systems and

their interactions with ultracold atoms. The discussion of optical lattices relies on the

material in references [12, 67, 80, 107]. The discussion of optical resonators, including

general characteristics and the Gaussian resonator modes, relies on the material in

references [121, 133]. The mathematical description of cavity field dynamics relies on

material contained in references [77, 88].
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2.1 Optical Lattices

Two-level atoms experience a position-dependent Stark shift when subjected to

an off-resonant laser field. This shift gives rise to an external potential. In appendix

B, we perform a rigorous calculation where high-lying excited states are adiabatically

slaved to two low-lying states. Here, we make a plausibility argument through the use

of second-order perturbation theory.

Given two internal states |e〉 and |g〉 of an atom, the interaction Hamiltonian

between the atom and a single quantized mode of the electromagnetic field is given by

ĤI =
~Ω

2
σ̂+âu(x̂) +

~Ω

2
σ̂−â†u∗(x̂), (2.1)

where

σ̂+ = |e〉〈g| = (σ̂−)†, (2.2)

and â is the annihilation operator for the field mode with mode function u(x). We have

made both the dipole and rotating wave approximations in writing this Hamiltonian.

In the optical domain, these are very good approximations. Typical wavelengths for

optical fields are in the hundreds of nanometers, two orders of magnitude larger than

the size the atoms. In addition, the rotating-wave approximation requires that

|Ω| � |ω + ωeg|, (2.3)

where ω is the frequency of the field mode, and ωeg is the atomic transition frequency.

This is easily satisfied in the optical domain where ω/2π ≈ 1015Hz.

When the detuning δ = ω−ωeg between the atomic transition frequency and field

frequency satisfies

|δ| � |Ω| , (2.4)

we can compute the second-order correction to the ground state energy as

E(2)
g =

|〈e|ĤI|g〉|2

~δ
=

~|Ω|2

4δ
â†â|u(x̂)|2. (2.5)
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This expression takes the form of an external potential, the strength of which depends

on the field intensity.

If the electromagnetic field is in a coherent state with a large average value,

α, then the intensity fluctuations ∆â†â/â†â are on the order of 1/|α|, which can be

made extremely small. In this case, we can neglect the effects that field fluctuations

and atom-field correlations have on the atoms. We absorb the field intensity into an

effective coupling constant, and the atoms see a potential,

V (x̂) = ~g0|u(x̂)|2. (2.6)

If the field mode is a standing-wave, then

|u(x̂)|2 ∝ cos2(k · x̂), (2.7)

and we can see that the atoms experience a sinusoidal lattice potential of lattice constant,

2π/|k|.

This simple model leads to a wealth of physical phenomena. At the single-particle

level, the discrete translational symmetry of the system gives rise to band theory and

Bloch functions. When the lattice depth is large enough, the system enters the tight-

binding regime which is characterized completely by an atomic tunneling rate between

adjacent lattice wells. At the many-body level, a gas of ultracold atoms trapped in an

optical lattice gives rise to clean realizations of models from condensed matter physics

such as the Bose-Hubbard model [64].

2.1.1 Band theory

The concept of band physics can be approached from two directions. The particle

can be treated as nearly free, in which case the introduction of a weak periodic potential

breaks the continuous translational symmetry of the free problem. States with the same

symmetry properties mix with each other under the perturbation, giving rise to gaps
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in the free-particle dispersion relation. That is, the perturbation gives rise to bands of

allowed energies separated by gaps on the order of the perturbing potential. On the

other hand, the particle can be treated as being tightly bound to the sites on a periodic

lattice, where the energy associated with the particle being localized to specific sites is

identical across the lattice. Allowing the particle to hop between adjacent sites at a rate

J adds a width to the originally flat energy spectrum, giving rise to a band of allowed

energies of width, 2J . These two ways of viewing the physics of an atom moving in

the presence of an external periodic potential are complementary, as one gives rise to a

theory about band-gaps, and the other gives rise to a theory about bandwidths.

Here, we introduce band physics using the concept of nearly-free particles. Later,

when discussing the Bose-Hubbard model, we use the language of the tight-binding

model. Moving between these languages requires the concepts of Bloch and Wan-

nier functions, which we move on to now. In most of what follows, we consider one-

dimensional systems. The generalization to two and three dimensional systems is rela-

tively straightforward.

A small periodic potential V (x) of period d couples two free-particle wave func-

tions ψ1(x) = eik1x/
√
V and ψ2(x) = eik2x/

√
V only if k1 and k2 differ by 2π/d, as

shown by the calculation,∫ ∞
−∞

dx
e−ik2x√

V
V (x)

eik1x√
V

=

∫ ∞
−∞

dx
e−ik2(x−d)

√
V

V (x− d)
eik1(x−d)

√
V

= e−i(k1−k2)d

∫ ∞
−∞

dx
e−ik2x√

V
V (x)

eik1x√
V
. (2.8)

Due to the phase multiplying the integral, this matrix element must be zero unless k1 and

k2 differ by a multiple of 2π/d. In particular, the two wave functions ψ1(x) = eiπx/d/
√
V

and ψ2(x) = e−iπx/d/
√
V at the Brillouin zone boundaries (q = ±π/d) are coupled to

each other. The potential acts as a perturbation that breaks the degeneracy between
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Figure 2.1: Dispersion relation for free particles (blue, solid) and particles moving in a
one-dimensional sinusoidal lattice (red, dashed) plotted in (a) extended zone scheme and
(b) reduced zone scheme. Free space dispersion relations are plotted versus momentum,
and lattice dispersion relations are plotted versus quasi-momentum. Energy is in units
of the recoil energy, ER = ~2π2/2md2, where d is the lattice spacing. The lattice depth
is V0 = 5ER.

these two states, creating new eigenfunctions,

ψ±(x) =
1√
2V

(
eiπx/d ± e−iπx/d

)
, (2.9)

with corresponding energies,

E± =
~2

2m

π2

d2
+ 〈ψ±|V̂ |ψ±〉. (2.10)

This process opens up a gap,

∆ = |〈ψ−|V̂ |ψ−〉 − 〈ψ+|V̂ |ψ+〉|, (2.11)

at the Brillouin zone boundaries. In a reduced zone scheme, this energy spectrum

becomes the familiar one-dimensional Bloch band diagram (see figure 2.1).

The introduction of a periodic potential breaks the continuous translational sym-

metry of the system, and therefore the wave functions are no longer momentum eigen-

states. Instead, the eigenfunctions of the Hamiltonian are eigenfunctions of a discrete

translation operator, Td, that translates the entire system by one lattice spacing,

ψ(x− d) = Tdψ(x) = e−iqdψ(x), (2.12)
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and can be labeled by q, the quasi-momentum. A quasi-momentum eigenstate of a

periodic Hamiltonian can be written as the product of a plane wave and a function

periodic in the lattice:

ψ(n)
q (x) = eiqxu(n)

q (x), (2.13)

u(n)
q (x− d) = u(n)

q (x), (2.14)

where n is the band index, and q takes on the values,

−π
d
≤ q ≤ π

d
. (2.15)

This is the essence of Bloch’s theorem, and these eigenfunctions are called Bloch func-

tions.

When these functions are expanded in the atomic momentum basis, the only

momenta contributing to the sum are those that differ from k by a reciprocal lattice

vector, Gj = 2πj/d. The expansion is then given by

ψ(n)
q (x) =

∫ ∞
−∞

dk√
2π
eikxψ(n)

q (k) =
∞∑

j=−∞
c

(n)
j

ei(q+2πj/d)x

√
2π

, (2.16)

where the expansion coefficients c
(n)
j are given by

c
(n)
j =

∫ ∞
−∞

dx
e−i(q+2πj/d)x

√
2π

ψ(n)
q (x). (2.17)

Figure 2.2(a) is an example of a Bloch function in a sinusoidal lattice, and figure 2.2(b)

is its Fourier transform.

2.1.1.1 Lowering the symmetry

Since this will be an important concept in the chapter describing gases of ultracold

atoms trapped in rotating optical lattices, we note that the arguments made above can

be used again when an extra periodic potential is added to a system already having a

discrete translational symmetry. If we introduce an extra potential U(x) satisfying

U(x− nd) = U(x), (2.18)
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Figure 2.2: The Bloch function for quasi-momentum equal to zero in the first band for
an infinite sinusoidal lattice of lattice depth V0 = −10ER. (a) The real space wave
function is concentrated in the lattice sites. (b) The wave function in momentum space
exhibits peaks at reciprocal lattice vectors. The envelope of these peaks is given by a
Gaussian for large lattice depths, consistent with a lattice of simple harmonic oscillator
wells.
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where n ≥ 2 is an integer, and d is the lattice spacing, then Bloch states 〈x|q〉 = ψq(x)

and 〈x|q′〉 = ψq′(x) will mix with each other if q and q′ differ by 2πm/nd. We can

show this using a calculation entirely analogous to equation 2.8. Eigenstates of the new

Hamiltonian will therefore be linear combinations of these Bloch states. The potential

increases the lattice periodicity and, accordingly, decreases the size of the first Brillouin

zone to 2π/nd.

In figure 2.3, the lowest band (red, dashed) of a one-dimensional lattice with

an arbitrary periodic potential is plotted in a reduced zone scheme. Introducing an

infinitesimal potential whose periodicity is three times the lattice spacing d, the first

Brillouin zone is reduced to the region −π/3d ≤ q ≤ π/3d. Equation (2.8) shows

that the states lying on a vertical line in figure 2.3 mix with each other under the

addition of the new potential—i.e., 〈q′|Û |q〉 is non-zero for these states. In particular,

the degenerate states at q = 0 mix, breaking the degeneracy and opening up a gap at

q = 0 (blue, solid). The single band splits into three bands due to the reduction of the

symmetry by U(x).

When the addition of a potential reduces the symmetry of a system as just de-

scribed, the original eigenstates of the system mix according to their symmetry. As

a consequence, gaps open up where there are degeneracies between states of the same

symmetry, creating a band structure.

2.1.1.2 Wannier states

Bloch functions can be thought of as the replacements for momentum eigenfunc-

tions when there is no continuous translational symmetry. Indeed, in the infinite lattice

case, the Bloch function representation diagonalizes the atomic momentum operator re-

stricted to a single band. It is a natural question to ask whether there is an alternative

representation where the functions instead diagonalize the position operator restricted

to a single band. This type of representation is a natural one when we are investigating
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Figure 2.3: Lowest band dispersion relation (red, dashed) for a one-dimensional tight-
binding model plotted in a reduced zone scheme that anticipates the lowering of the
symmetry via an additional potential with periodicity 3d. After the introduction of this
potential, states with the same quasi-momentum q in the reduced zone mix with each
other, opening up gaps anywhere that there is a degeneracy. This results in a modified
dispersion relation (blue, solid).
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the physics of atoms hopping between sites of a lattice. The Bloch representation can

obscure this physics since the Bloch functions are delocalized across the entire lattice.

Such a representation exists, and the resulting functions are called Wannier func-

tions. They take the form,

w
(n)
j (x) =

1√
N

∑
q

eiqxjψ(n)
q (x), (2.19)

where xj is the position of the center of lattice well j. It is easy to show that these

Wannier functions are just translations of each other, that is,

w
(n)
j (x) = w(n)(x− xj), (2.20)

and that they are orthogonal. In addition, w
(n)
j (x) is localized to the lattice site j. It

should be noted here that this localization condition depends on a choice of relative

phases between the different Bloch states. For the most part, this is an issue when per-

forming numerical calculations, and we discuss this problem more carefully in appendix

A.

In figures 2.4(a) and 2.4(b), we have plotted Wannier functions localized at xj =

3d for lattices with depth −ER and −15ER, respectively; ER is the recoil energy ER =

~2k2/2m. As the lattice depth is increased, the Wannier functions get more localized to

the lattice sites. The Wannier functions approach Gaussians as the lattice depth goes

to infinity.

2.1.2 Hubbard models

The Wannier function representation is the natural one in systems where the

lattice depth is relatively large. In this case, the atoms are well-described as being

localized to individual lattice sites with tunneling allowed only between adjacent sites.

This is known as tight-binding, and is it in this regime that models such as the Bose-

Hubbard model can be derived. In order to investigate this, we consider the single-



17

0 1 2 3 4 5 6 7
0.0

0.1

0.2

0.3

0.4

0.5

x Hunits of dL

Èw
2

0 1 2 3 4 5 6 7
0.0

0.2

0.4

0.6

0.8

1.0

1.2

x Hunits of dL

HaL HbL

Figure 2.4: Examples of Wannier functions for sinusoidal lattices. Superimposed on
these plots is the lattice potential in arbitrary units. (a) Wannier function for a lattice
of depth V0 = −ER, localized to x = xj = 3d. (b) Wannier function for a lattice of
depth V0 = −15ER, localized to x = 3d.
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particle Hamiltonian,

H(x) = − ~2

2M

d2

dx2
+ V0 cos2 (kLx) , (2.21)

which corresponds to the second-quantized, bosonic Hamiltonian,

Ĥ0 =

∫
dx Ψ̂†(x)

(
− ~2

2M

d2

dx2
+ V0 cos2 (kLx)

)
Ψ̂(x). (2.22)

If the atoms interact via a short-range, s-wave interaction, we include a term

Û =
~g
2

∫
dx Ψ̂†(x)Ψ̂†(x)Ψ̂(x)Ψ̂(x), (2.23)

where

g =
4π~as
M

(2.24)

with as the s-wave scattering length.

We expand the field operators in the Wannier states as

Ψ̂(x) =
∑
n,j

w(n) (x− xj) b̂(n)
j , (2.25)

in which case the Hamiltonian can be written as

Ĥ = −
∑
j,k

∑
n′,n

J
(n)
jk b̂

(n)†
j b̂

(n)
k +

1

2

∑
i,j,k,l

∑
l,m,n,p

U
(mnpr)
ijkl b̂

(m)†
i b̂

(n)†
j b̂

(p)
k b̂

(r)
l , (2.26)

where

J
(n)
jk = −

∫
dx w(n)∗(x− xj)H(x)w(n)(x− xk), (2.27)

U
(mnpr)
ijkl = ~g

∫
dx w(m)∗(x− xi)w(n)∗(x− xj)w(p)(x− xk)w(r)(x− xl). (2.28)

Clearly, J
(n)
jk = J

(n)
j−k+1,1.

In figure 2.5, we have plotted J = J
(1)
2,1 and J

(1)
3,1/J

(1)
2,1 = J2/J as a function

of lattice depth. At about V0 = 5ER, J
(1)
1,1/J

(1)
2,1 = 0.05, and we can neglect all but

nearest-neighbor hopping. This defines the tight-binding regime. Without numerical

justification, we also assume that the dominant interaction term comes only from the

on-site, single-band interaction U = U
(1111)
1111 . This approximation come about because
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Figure 2.5: Tight-binding tunneling energies for nearest neighbor and next-to-nearest
neighbor hopping, plotted as a function of lattice depth. (a) Nearest-neighbor hopping
parameter J has a maximum of about 0.2ER. This quickly decays as a function of lattice
depth. (b) Next-to-nearest neighbor hopping rate as a function of V0. At V0 = 5ER,
the ratio |J2/J | is about 0.05. This is the cut-off for neglecting all but nearest neighbor
hopping, which defines the tight-binding regime.

the Wannier functions are highly peaked about the centers of the lattice wells for large

lattice depths. In this case, the Wannier functions between different sites do not overlap

to a great extent, indicating that the other interaction parameters are small.

We have therefore arrived at the single-band Bose-Hubbard model,

Ĥ =
∑
j

εb̂†j b̂j −
∑
〈j,k〉

Jb̂†j b̂k +
U

2

∑
j

b̂†j b̂
†
j b̂j b̂j , (2.29)

where

ε =

∫
dx w(n)∗(x− xj)H(x)w(n)(x− xj). (2.30)

This model has been very well-studied in both the condensed-matter and atomic physics

communities. There is a quantum phase transition that occurs in the (µ/U, J/U)-

plane—where µ is the chemical potential—between superfluid and insulator phases,

known as the Mott-insulator to superfluid transition [39]. We briefly outline the deriva-

tion of this transition in a mean-field approximation.

As described in references [111, 127], we introduce an order parameter ψ = 〈b̂i〉

which characterizes the superfluid phase of the system. Interpreting this quantity as an
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order parameter is a posteriori justified by the calculations performed below and a priori

justified by the expectation of an insulator-superfluid transition: in an insulator state

〈b̂i〉 = 0, and in a superfluid state 〈b̂i〉 6= 0. Assuming that the quantum fluctuations

b̂i − 〈b̂i〉 = bi − ψ (2.31)

are small, we write the Hamiltonian in terms of the order parameter as

Ĥj = −zJ
(

(b̂†j + b̂j)ψ − ψ2
)

+
U

2

∑
j

n̂j(n̂j − 1), (2.32)

where n̂j = b̂†j b̂j , z is the number of nearest-neighbor lattice sites for site j, and the full

Hamiltonian is a sum over the Ĥj . We now have a set of non-interacting Hamiltonians

that describe each lattice site independently, treating the atoms on all other lattice sites

in a mean-field approximation.

Near the superfluid-insulator transition, the order parameter is small, so we treat

H(1) = −zψJ(b̂† + b̂) + zJψ2 (2.33)

as a perturbation of the on-site Hamiltonian

H(0) = −µn̂+
U

2
n̂(n̂− 1), (2.34)

where µ is the chemical potential. We work in the grand canonical ensemble.

The first-order and second-order corrections to the unperturbed energies

ε(0) = −µn+ Un(n− 1)/2 yield an approximate ground-state energy given by

εg ≈ −µn+
U

2
n(n− 1) +

(
zJ + z2J2

(
n

−µ+ U(n− 1)
+

n+ 1

µ− Un

))
ψ2 (2.35)

= A0 +A2ψ
2. (2.36)

In order to determine the true ground state and the phase boundaries, we minimize εg

with respect to ψ. If A2 > 0, then ψ = 0 minimizes εg; if A2 < 0, then some ψ 6= 0

minimizes εg. Thus, setting A2 equal to zero determines the boundary between insulator



21

0.00 0.05 0.10 0.15 0.20

0

1

2

3

4

J Hunits of UL

Μ
Hu

ni
ts

of
U

L

Figure 2.6: The Mott-insulator to superfluid phase diagram as computed in one dimen-
sion using mean-field theory. Inside the rounded lobes are insulator ground states of
integer-filling. Outside these so-called Mott lobes, the system is a superfluid.

and superfluid phases. Solving for µ, this yields

µ =
1

2
(U(2n− 1)− zJ)± 1

2

√
(zJ)2 − 2zJU(1 + 2n) + U2. (2.37)

We plot these phase boundaries in figure 2.6 for a one-dimensional lattice, i.e.

z = 2. The phase diagram consists of a sequence of lobes. The parameter A2 is positive

within these lobes, so that ψ = 0, and the ground state is an insulator with a fixed

number of particles on each site. Outside of these lobes, A2 < 0, so the ground state is

a superfluid.

The Bose-Hubbard model is a jumping-off point for the simulation of a variety

of condensed-matter systems in gases of ultracold atoms trapped in optical lattices. In

this thesis, we investigate two in particular. In chapter 3, atoms trapped in a two-

dimensional rotating lattice are investigated with an eye to emulating quantum Hall

physics in optical lattices. In chapter 6, a linear shift is added to the lattice, and the

dynamics of atoms near the Mott-insulator regime are investigated.

2.2 Optical Cavities

Our interest in marrying the fields of atomic gases in optical lattices and cavity

quantum electrodynamics (QED) is two-fold. First, the resonant modes in optical cav-
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ities are isolated from each other, allowing access to the regime where atoms interact

with single electromagnetic field modes. This not only simplifies the mathematical de-

scription of the light-matter interaction, but it also allows investigation of fundamental

models from quantum optics such as the Jaynes-Cummings model. In addition, there is

an enhancement of the atom-field interaction strength due to the presence of the cavity,

allowing access to the strong-coupling regime of cavity QED, where single photons have

an effect on the atomic dynamics. Second, these systems come equipped with an inher-

ent measurement device via detection of the light-field out-coupled through the cavity

mirrors. This can be exploited for schemes for non-destructive measurement of atomic

dynamics in optical lattices. This is discussed in detail in chapters 3 and 6. Here, we

discuss the basic characteristics of optical cavities, the resonant field modes that they

support, and the mathematical treatment of cavity field dynamics in terms of a master

equation.

We consider the simple case of a linear resonator geometry consisting of two

spherical mirrors with equal radii of curvature (see figure 2.7). A laser pumps a reso-

nant cavity mode through the cavity mirrors. The geometry of the resonant mode is

determined by the geometry of the cavity. These mode functions can be made from lin-

ear combinations of free-space Hermite-Gaussian or Laguerre-Gaussian functions, which

are solutions to the paraxial wave equation. These modes are defined by a beam waist

w0, a resonant frequency ω, and the length L of the cavity.

The presence of the mirrors enforce approximately box-like boundary conditions,

in which case the spectral response of the cavity consists of a set of discrete peaks

separated in frequency by the free spectral range ωfsr, as illustrated in figure 2.8. Since

the mirrors are not perfectly reflecting, the modes couple weakly to electromagnetic

field modes outside the cavity. This means that there is a finite decay time 1/κ for

photons in the cavity, and the resonant peaks acquire a linewidth κ. To the extent that

the linewidths of the cavity and of the in-coupled laser are much smaller than the free
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Figure 2.7: Schematic of a linear optical cavity. A laser couples with strength η to
the cavity modes through a mirror of reflectivity R. A standing-wave pattern is set up
within the cavity. Photons leak out the cavity through the mirrors at a rate κ.

spectral range, these modes can be populated independently.

In place of the parameters, ω, ωfsr, and κ, cavity properties are often expressed

in terms of the quality factor Q and the finesse F . These are defined as

Q =
ω

κ
, (2.38)

F =
ωfsr

κ
. (2.39)

In order to get an idea as to what the state-of-the-art is for cavities, we quote the quality

factor and finesse for an optical cavity used as the reference to stabilize an optical lattice

clock [78] and for a microwave cavity used in quantum-non-demolition measurements

[46]. For both cavities, Q ≈ 1010 − 109 and F ≈ 105. Of course, these two cavities

operate in wildly different regimes: the optical cavity operates at 4.2× 1014Hz, and the

microwave cavity operates at 5.1 × 1010Hz. The lifetime of a photon in the microwave

cavity is about 0.1s, whereas in the optical cavity, the lifetime is about 10−4s.

We make one final note: if the reflectivity R of the mirror is large enough, then

the finesse takes the approximate form,

F ≈ π
√
R

1−R
. (2.40)

This means that the ratio of free spectral range to cavity linewidth is determined solely

by the properties of the mirror and not by any other aspects of the cavity design such
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Figure 2.8: Schematic of the spectrum of a linear optical cavity. The discrete spectral
peaks are separated by the free spectral range ωfsr and acquire a width κ due to the
finite coupling to modes outside the cavity.

as the length. In other words, the isolation of the resonant modes from each other is

determined solely by the reflectivity of the mirror.

In the following, we examine the structure of the resonant modes more carefully.

2.2.1 Resonant modes

Electromagnetic fields in free space follow the Helmholtz equation,

(
∇2 + k2

)
E(r) = 0, (2.41)

where E(r, t) = E(r)e−iωt, and ω = ck. Due to the mirror geometry discussed above,

we will be concerned with beams that primarily propagate along the axis ẑ of the cavity,

in which case we define

E(x, y, z) = f(x, y, z)e−ikz. (2.42)

The Helmholtz equation becomes

∂2f

∂x2
+
∂2f

∂y2
+
∂2f

∂z2
− 2ik

∂f

∂z
= 0. (2.43)

Having removed the “fast” spatial dependence along ẑ, we make the paraxial approxi-

mation, ∣∣∣∣∂2f

∂z2

∣∣∣∣� ∣∣∣∣∂2f

∂x2

∣∣∣∣ , ∣∣∣∣∂2f

∂y2

∣∣∣∣ , ∣∣∣∣2k∂f∂z
∣∣∣∣ . (2.44)
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This approximation only holds as long as the plane waves that have appreciable overlap

with f have wave vectors that lie within an angle θ0 ≈ π/6 of the z-axis [121].

To solve the paraxial wave equation, we separate variables as

fnm(x, y, z) = fn(x, z)fm(y, z), (2.45)

where both fn(x, z) and fm(y, z) satisfy the equation,

∂2f

∂x2
− 2ik

∂f

∂z
= 0. (2.46)

A set of solutions to this equation are given by

fn(x, z) =

(
2

π

)1/4
√

1

2nn!

ei(n+1/2)ψ(z)

w(z)
Hn

(√
2x

w(z)

)
exp

(
−ik x2

2R(z)
− x2

w2(z)

)
, (2.47)

where

w(z) = w0

(
1 +

(
z

z0

)2
)1/2

, (2.48)

R(z) = z

(
1 +

(z0

z

)2
)
, (2.49)

ψ(z) = arctan

(
z

z0

)
, (2.50)

z0 = kw2
0/2, (2.51)

and Hn is a Hermite polynomial. We reconstruct the full solution as

fnm(x, y, z; k) = fn(x, z)fm(y, z)e−ikz

=

(
2

Lπ

)1/2
√

1

2n+mn!m!

ei(n+m+1)ψ(z)e−ikz

w(z)

×Hn

(√
2x

w(z)

)
Hm

(√
2y

w(z)

)
exp

(
−ik (x+ y)2

2R(z)
− (x+ y)2

w2(z)

)
, (2.52)

called Hermite-Gaussian modes. They satisfy the orthogonality relation,

δnn′δmm′δkk′ =

∫ ∞
−∞

dz

∫ ∞
−∞

dx

∫ ∞
−∞

dy f∗n′m′(x, y, z; k
′)fnm(x, y, z; k). (2.53)

From equation 2.52, we can see that the function w(z) determines the width of

a Gaussian function that falls off away from the z-axis. This is a minimum at z = 0
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Figure 2.9: Longitudinal cross-section and envelope of a Hermite-Gaussian mode as
a function of z with w0 = 57λ, L ≈ 5 × 104λ, and x = y = 0. (a) The mode is
approximately a cosine function near z = 0. (b) The envelope of the mode function
decreases away from z = 0.

and takes on the value w0. For this reason, w0 is called the beam-waist. The width of

the Gaussian increases as |z| is increased from zero, indicating that the mode spreads

out away from z = 0. This is a diffraction effect that arises because the electric field is

being confined to some finite region in space.

We construct standing wave modes from equation 2.52 as

u±nm(x, y, z; k) = unm(x, y, z)

{
cos

sin

}(
kz + k

(x+ y)2

2R(z)
− (n+m+ 1)ψ(z)

)
, (2.54)

unm(x, y, z) =

√
1

Lπ

1

2n+m−2n!m!

e−(x+y)2/w2(z)

w(z)
Hn

(√
2x

w(z)

)
Hm

(√
2y

w(z)

)
, (2.55)

where unm determines the envelope and transverse behavior of the mode function. In

figure 2.9, we plot the longitudinal behavior of the standing-wave mode |u+
k00(x, y, z; k)|2

for x = y = 0. For this particular choice of parameters, explained below, the envelope

|u00(0, 0, z)|2 is roughly constant over hundreds of wavelengths, meaning that the mode

function is well-described by a cosine function in this region. The envelope eventually

appreciably decreases far enough away from z = 0. In figure 2.10, we plot the transverse

behavior of |u+
k00(x, y, z; k)|2. The width w(z) of the Gaussian decay of the mode func-

tion away from the z-axis increases as |z| is increased. Finally, in figure 2.11, we plot
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Figure 2.10: Transverse behavior of the (00) Hermite-Gaussian mode with w0 = 57λ
and L ≈ 5× 104λ. (a) The mode at z = 0 falls off as a Gaussian away from the z-axis
with width given by the beam waist w0. (b) The effective width w(z) of the Gaussian
increases from w0 as |z| is increased.
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transverse cross-sections of three Hermite-Gaussian modes. These modes have markedly

different transverse structures but essentially the same longitudinal behavior. We now

turn to the exact formulas for the resonant frequencies.

2.2.1.1 Resonant frequencies and mode parameters

The total phase shift that the Hermite-Guassian modes undergo as they traverse

the cavity is given by

φ(z2 − z1) = k(z2 − z1)− (n+m+ 1)(ψ(z2)− ψ(z1))

= kL− (n+m+ 1)(arctan(z2/z0)− arctan(z1/z0)). (2.56)

The parameters z2 and z1 are the positions of the right-hand and left-hand mirrors,

respectively. We take them to be z1 = −L/2 and z2 = L/2. The resonance condition

for a standing-wave cavity mode states that the total round-trip phase shift must be an

integral multiple of 2π, leading to

ωqnm = ωfsr

(
q + (n+m+ 1)

1

π

(
arctan

(
z2

z0

)
− arctan

(
z1

z0

)))
(2.57)

where ωfsr = πc/L, and q is an integer. Defining

g = 1− L

R
, (2.58)

where R is the radius of curvature for the mirrors, we can show that

cos−1(g2) = arctan(z2/z0)− arctan(z1/z0), (2.59)

g =
4π2(w0/λ)4 − (L/λ)2

4π2(w0/λ)4 + (L/λ)2
. (2.60)

This implies that the resonant frequencies are given by

ωqnm = ωfsr(q + (n+m+ 1)π−1 cos−1(g2)). (2.61)

These are also the resonant frequencies for the Laguerre-Gaussian beams.
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Figure 2.11: Cross-sections of sample Hermite-Gaussian modes with w0 = 57λ and
L ≈ 5× 104λ. (a) The (00)-mode at z = 0. (b) The (00)-mode at z =

√
2z0 ≈ 104λ. (c)

The (20)-mode at z = 0. (d) The (23)-mode at z = 0.
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2.2.2 Cavity field dynamics and atom-field coupling

We now turn to the quantum description of cavity field dynamics in a cavity. The

Hamiltonian for a set of resonant cavity modes being pumped by an in-coupled laser of

frequency ωP is given by

Ĥ =
∑
k,λ

~ (ωk − ωP) â†k,λâk,λ +
∑
k,λ

~
(
η∗k,λâk,λ + ηk,λâ

†
k,λ

)
, (2.62)

where k = ω/c is the wave-number of the resonator mode corresponding to âk,λ, and

λ indexes its polarization. The parameter ηk,λ measures the coupling strength of the

in-coupled laser to the resonant mode (k, λ). It is a function of the mirror reflectivity

and the pumping laser intensity. The decay of photons through the mirrors is governed

by a Liouvillian,

L̂ρ̂ = −
∑
k,λ

~κk,λ
2

(
â†k,λâk,λρ̂+ ρ̂â†k,λâk,λ − 2âk,λρ̂â

†
k,λ

)
, (2.63)

where ρ̂ is the reduced density matrix of the cavity field, and κk,λ is the rate at which

photons in mode (k, λ) decay. The density matrix follows the equation of motion,

i~
dρ̂

dt
= [Ĥ, ρ̂] + iL̂ρ̂. (2.64)

It is apparent from this equation of motion that each mode acts independently. For this

reason, we treat only a single mode â in what follows. This will not be the case when

atoms are allowed to interact with the field.

The field amplitude within the cavity is proportional to 〈â〉 = α. This quantity’s

equation of motion is given by

i
dα

dt
=
(
ω − ωP − i

κ

2

)
α+ η. (2.65)

This equation is solved by

α(t) = α(0)e−i(ω−ωP)te−κt/2 + (1− e−i(ω−ωP)te−κt/2)
−η

ω − ωP − iκ/2
, (2.66)
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which describes some transient phase evolution e−i(ω−ωP)t of α and a steady state value,

α(t→∞) =
−η

ω − ωP − iκ/2
. (2.67)

We turn to the interaction of these modes with a gas of atoms. As we have

mentioned, we will consider the special cases of a single-mode linear cavity and a two-

mode, degenerate ring cavity. In addition, we will assume that the cavity field is far

enough detuned from the atomic transition that high-lying excited states of the atoms

can be adiabatically slaved to the lower lying states, as described in appendix B. In

this case, we can write the interaction as

ĤI = ~g
∫
dz Ψ̂†(z)

(
â†kâk + â†−kâ−k + â†kâ−ke

−i2kz + â†−kâke
i2kz
)

Ψ̂(z) (2.68)

for the ring cavity and

ĤI = ~g â†â
∫
dz Ψ̂†(z) cos2(kz)Ψ̂(z) (2.69)

for the linear cavity.



Chapter 3

Bose and Fermi Gases in Rotating Optical Lattices

The results in this chapter were published in the Physical Review A as
Phys. Rev. A 74, 063606 (2006) [11] and in the Journal of Physics B:
Atomic, Molecular, and Optical Physics as J. Phys. B: At. Mol. Phys. 40,
3725 (2007) [101].

One of the current thrusts of research in cold quantum gases trapped in optical lat-

tices is demonstrating and investigating strongly-correlated physics. In particular, there

have been a number of theoretical efforts aimed at observing quantum Hall physics in

systems comprised of ultracold atomic gases in optical lattices [10, 65]. A promising line

of research takes advantage of a mapping between the Hamiltonian of electrons confined

in two dimensions in the presence of a constant transverse magnetic field and that of

a rotating atomic gas. This has led to various theoretical studies predicting fractional

quantum Hall effect (FQHE) behavior in rotating BEC’s [5, 38, 100, 130]. However,

experimentally reaching the parameter regimes necessary to observe this behavior is

difficult [117]. Optical lattices offer a solution to this problem by tightly confining

atoms in the lattice wells, thereby enhancing correlations.

Motivated by this, preliminary exact diagonalization studies of bosonic atoms in

rotating lattices were carried out using a Bose-Hubbard model modified by a rotation

term [9]. This work identified quantum phase transitions between states of different

vorticity as the rotation rate was increased. It was then extended to explicit studies of

quantum Hall physics in rotating lattices [10].



33

Further work is required for a physical understanding of the transitions. In this

chapter, we present analytical and numerical results for strongly-interacting bosons and

non-interacting fermions in rotating optical lattices. These results are based on the no-

tion of quasi-angular momentum, which is a quantum number for systems with a discrete

rotational symmetry. Quasi-angular momentum is analogous to quasi-momentum for

periodic translationally invariant systems and has been previously used in the context

of rotating ring lattices [19, 20, 126] and carbon nanotubes [105] to label eigenstates.

A formalism for this quantum number for second-quantized systems is presented here

and applied to gases of bosons and fermions in rotating optical lattices. We identify

transitions between states of different symmetry for the ground state of a rotating sys-

tem. A possible avenue for experimentally detecting these results via the momentum

distribution of the ground state is presented.

The chapter is structured as follows. In section 3.1, we draw the analogy between

systems with a discrete translational symmetry and systems with a discrete rotational

symmetry, thereby generating a Bloch theory for the latter and introducing the notion

of quasi-angular momentum. The theory of one particle on a rotating ring lattice is used

to illustrate these ideas in section 3.2. This is extended to a many-body description in

section 3.3, where a many-particle, tight-binding model is diagonalized. Specific inves-

tigations of quantum gases of strongly-interacting bosons and non-interacting fermions

in ring and square lattice geometries are carried out in section 3.4. In section 3.5, sig-

natures of the quasi-angular momentum in the momentum distribution of a state are

identified. Finally, section 3.6 summarizes the main results of this chapter.

3.1 Bloch Theory for Systems With Discrete Rotational Symmetry

The concepts discussed in section 2.1 hold for systems with symmetries other than

discrete translational symmetry. We can see this by investigating the fact that a moving

N -site linear lattice with periodic boundary conditions is analogous to a rotating N -site
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ring lattice. We can make this analogy explicit by considering the Hamiltonian of a

moving, one-dimensional, sinusoidal N -site lattice in the co-moving frame, given by

H(x) = − ~2

2M

∂2

∂x2
+ V0 cos2(qx)− v~

i

∂

∂x
, (3.1)

where v is the velocity of the lattice. In this expression, we have used the fact that in

a moving frame,

Ĥ = Ĥ0 − p̂ · v, (3.2)

where Ĥ0 is the time-independent Hamiltonian in the non-moving frame, and v is the

velocity of the moving frame with respect to the lab frame [69].

The lattice wave-number q can be rewritten as q = π/d, where d is the lattice

spacing. If periodic boundary conditions,

ψ(x+Nd) = ψ(x), (3.3)

are included, then the Hamiltonian describes the system illustrated in figure 3.1(a) for

the explicit case of an 8-site lattice. On the other hand, the Hamiltonian of a rotating,

sinusoidal N -site ring lattice (figure 3.1(b)) is given in the rotating frame by

H(φ) = − ~2

2M

1

R2

∂2

∂φ2
+ V0 cos2

(
N
φ

2

)
− Ω

~
i

∂

∂φ
, (3.4)

where Ω is the rotation frequency, and R is the radius of the ring. The inclusion of the

term −ΩLz has the effect of moving to a frame co-rotating with the lattice [69]. The

two Hamiltonians, equations (3.1) and (3.4), are mathematically identical if we perform

a transformation x = φNd/2π and identify Nd/2π with R and v/R with Ω.

Since the Hamiltonians are exactly identical, all of the properties of one-dimensional

systems with a discrete translational invariance carry over for ring systems with a dis-

crete rotational invariance. The analogy can be carried further, starting with the two-

dimensional free-space solution in polar coordinates,

ψj(φ, ρ) = eijφRj(ρ), (3.5)



35

where Rj(ρ) is a radial function, irrelevant for our discussion, and j is an integer. In

the presence of a potential that breaks the rotational symmetry, the eigenstates are

linear combinations of these free-space solutions. If this potential has a discrete N -fold

rotational symmetry, its eigenstates can be expanded in the free space solutions as

ψm(φ, ρ) =

∞∑
j=−∞

a
(m)
j

ei(Nj+m)φ

√
Nπ

Rj(ρ). (3.6)

It is evident from this expansion that

ψm(φ− 2π

N
, ρ) =

∞∑
j=−∞

a
(m)
j

ei(Nj+m)(φ−2π/N)

√
Nπ

Rj(ρ) = e−i2πm/Nψm(φ, ρ). (3.7)

and that therefore ψm(φ, ρ) is an eigenvector with eigenvalue e−i2πm/N of the discrete

rotation operator R2π/N that rotates the system by the angle 2π/N ; R2π/N takes the

place of the discrete translation operator, Td. The analogy is complete when we note

that the eigenstates are linear combinations of angular momentum eigenstates, in which

case we call the number ~m the quasi-angular momentum of the state, ψm(φ, ρ). For

simplicity, we drop the factor of ~ and call the value m the quasi-angular momentum.

3.2 Single Particle on a Rotating Ring Lattice

As an application of the discussions in the previous section, we examine the prob-

lem of a single particle trapped on a rotating ring lattice. This problem is analytically

solvable in terms of Mathieu functions, and we can examine the effects of rotation on

both the spectrum and the eigenstates.

The Hamiltonian for a single particle trapped on a rotating ring lattice is given

by equation (3.4). The N lattice sites are situated at

(ρj , φj) =

(
R,

2πnj
N

)
, (3.8)

where j = 1, . . . , N . To simplify the problem, we make a transformation φ → 2φ/N

(φ ∈ [0, Nπ]) and scale energies by the “recoil energy”,

ER =
~2

2m

(
N

2R

)2

=
~2

2m

(π
d

)2
. (3.9)
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Figure 3.1: Equivalence between a ring lattice and a one-dimensional lattice with pe-
riodic boundary conditions. The translation operator T̂d that translates through one
lattice site maps onto the rotation operator R̂2π/8 that rotates the lattice through one
lattice site.
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In this case, the Schrödinger equation is given by

Eψ(φ) = ER

(
− ∂2

∂φ2
+ i

N

2
ω
∂

∂φ
+
v0

2
cos(2φ) +

v0

2

)
ψ(φ), (3.10)

where ω = ~Ω/ER, v0 = V0/ER, and ψ(φ−Nπ) = ψ(φ).

In order to take into account the effect of rotation, we “imprint” an angular

momentum on the wave function that coincides with the rotation rate, i.e.

ψ(φ) = eiφωN/4ϕ(φ). (3.11)

In this case, the Schrödinger equation becomes

Eϕ(φ) = ER

(
− ∂2

∂φ2
+
v0

2
cos(2φ) +

v0

2
− ω2N

2

16

)
ϕ(φ). (3.12)

Defining

a =
E

ER
− v0

2
+
ω2N2

16
, (3.13)

t =
v0

4
, (3.14)

this equation may be re-written as

0 =
∂2

∂φ2
ϕ(φ) + (a− 2t cos(2φ))ϕ(φ). (3.15)

This is exactly Mathieu’s equation. See appendix A for a discussion of the solutions of

this equation.

3.2.1 Effects of rotation

We know that the eigenfunctions, ψ
(n)
m (φ), of equation (3.15) should satisfy

ψ(n)
m (φ− π) = e−i2πm/Nψ(n)

m (φ). (3.16)

In this case,

ψ(n)
m (φ) = eiφωN/4ϕ(n)

q (φ). (3.17)
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Thus,

e−i2πm/Nψ(n)
m (φ) = ψ(n)

m (φ− π) = e−iπ(q+ωN/4)ψ(n)
m (φ). (3.18)

The quantity q is then a function of the quasi-angular momentum number m and the

rotation rate ω, given by

q → qm(ω) = mod2

(
2m

N
− ωN

4
+ 1

)
− 1, (3.19)

in which case

ψ(n)
m (φ) = eiφωN/4

(
C

(n)
qm(ω)(φ) + i Sign(q)S

(n)
qm(ω)(φ)

)
, (3.20)

where C and S are Mathieu cosine and sine functions.

We can make two interesting observations about this solution. First, apart from

the integer values of qm(ω), we may write the energy of one of the quasi-angular mo-

mentum states as

E(n)
m (ω) = ER

(
akn,qm(ω)

+
v0

2
− ω2N2

16

)
. (3.21)

Let’s consider the ground state of the system. At ω = 0, this is clearly the state ψ
(1)
0 (φ)

since

q0(0) = 0 =⇒ akn,qm(ω)
= a0, (3.22)

which is the smallest Mathieu characteristic value. However, when, say, ω = 8
N2 , we

can see from equation (3.19) that

|q0(ω)| =
∣∣∣∣mod2

(
− 2

N
+ 1

)
− 1

∣∣∣∣ ≥ 0, (3.23)

|q1(ω)| = |mod2(1)− 1| = 0. (3.24)

The m = 1 quasi-angular momentum state is now the ground state. It is clear from

equation (3.19) that this behavior generalizes, and as ω increases, the ground state

cycles through the different quasi-angular momentum states. Since these states do not

mix with each other, this is signaled by exact energy level crossings in the spectrum as



39

-2 -1 0 1 2
-3

-2

-1

0

1

W Hunits of ER�ÑL

E
Hu

ni
ts

of
E

R
L

Figure 3.2: Exact energy-level crossings due to rotation for a four-site sinusoidal lattice
with periodic boundary conditions. At zero velocity, the zero quasi-momentum state is
the ground state. At some finite positive velocity, the k = π/2d state is energetically
favorable and becomes the ground state. The ground state eventually cycles through
all quasi-momenta.

a function of rotation. This is illustrated in figure 3.2, where the m = −2, −1, 0, and

1 states in the first band for a four-site lattice are plotted as a function of the rotation

speed.

This behavior is general, and we can understand it by invoking first-order per-

turbation theory. In a stationary one-dimensional ring lattice, the zero quasi-angular

momentum Bloch function is always the ground state. When the lattice is rotating,

the energetically favored state is one that rotates along with the lattice. In order to

investigate this phenomenon, we consider the Hamiltonian,

Ĥ = Ĥ0 − ΩL̂z, (3.25)

where Ĥ0 is the time-independent Hamiltonian in the non-moving frame. The ground

state of Ĥ is the ground state in the lab frame but written in rotating frame coordinates.

We consider an eigenstate of Ĥ0, ψk(x). In first-order perturbation theory, the

energy Ek of an eigenstate ψk(x) of Ĥ0 is shifted by the rotation term to

Ek = 〈k|Ĥ0 − ΩL̂z|k〉 = E
(0)
k − Ω〈k|L̂z|k〉. (3.26)

At zero rotation rate, the ground state is a zero quasi-angular momentum state, ψ0(x).

However, the energy of a state that has a positive average angular momentum, 〈k|L̂z|k〉 >
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Figure 3.3: The m = 0 Bloch function at ω = 0 (black, solid) and ω = 1 (blue, dashed).
The Bloch function is squeezed tighter within the wells for larger rotation rates.

0, falls below that of ψ0(x) for large enough Ω. This change is signaled by an exact en-

ergy level crossing in the energy spectrum between two quasi-angular momentum states

(see figure 3.2). As the rotation rate is increased, the effect of the rotation term is to

reorder the energies of the quasi-momentum states.

The second observation we can make is about the Bloch function solutions them-

selves. In figure 3.3 are plotted the densities for the m = 0 state in the first band for

two different rotation speeds. The Bloch function with the larger rotation speed, ω = 1,

is more localized to the lattice sites. In fact, we can observe that the ground state is

always the state that is least-localized to the lattice sites. This effect may be understood

in the following way. A particle that is moving slower than the lattice will be pulled

along, effectively “piling up” the wave function against the side of the lattice well. This

simultaneously decreases the width of the wave packet within the well and increases the

kinetic energy. A particle at the same speed as the lattice will not feel this effect, and

its wave function will not be “squeezed” by the lattice wells. This is the physical basis

of both the wave function for m = 0 being more localized for higher rotation rates and

for the exact energy level crossings in the spectrum as a function of rotation.
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3.3 Many-Body Description of Quasi-Angular Momentum

The symmetry considerations of the previous sections necessarily hold for many-

particle systems where the underlying single-particle Hamiltonian has a discrete rota-

tional symmetry. The eigenstates of the many-particle Hamiltonian can then be chosen

to be quasi-angular momentum eigenstates. Alternatively, it is sometimes possible to

re-cast the symmetry properties of the eigenstates in terms of the creation and anni-

hilation operators in a second quantized formalism. In this section, we examine the

special case of a Hubbard Hamiltonian for non-interacting fermions, which for instance

describes fermions in a one-dimensional optical lattice in the tight-binding regime.

The Hamiltonian takes the simple form,

Ĥ =

N∑
j=1

εâ†j âj −
N∑
j=1

(
J∗â†j+1âj + Jâ†j âj+1

)
, (3.27)

where âN+1 = â1 in order to satisfy periodic boundary conditions, and

[
âi, â

†
j

]
+

= δij , (3.28)

[âi, âj ]+ = 0, (3.29)

so that the particles are fermions. This Hamiltonian can be diagonalized using operator

methods. To this end, we define new fermionic operators by means of

d̂m =
1√
N

N∑
k=1

e−i2πmk/N âk, (3.30)

âk =
1√
N

N−1∑
m=0

e−i2πmk/N d̂m. (3.31)

Under this canonical transformation, the on-site energy term becomes

Ĥ0 =

N∑
j=1

εâ†j âj = ε
N−1∑
m=0

d̂†md̂m, (3.32)

and the hopping term becomes

Ĥ1 = −2t
N−1∑
m=0

d̂†md̂m cos

(
2πm

N
− φ

)
, (3.33)
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where t and φ are defined by the relation J = teiφ. The eigenstates of this Hamiltonian

are then

|n0, . . . , nN−1〉 = (d†0)n0 · · · (d†N−1)nN−1 |0〉, (3.34)

where |0〉 is the vacuum, nm can take on the values 0 or 1, and the corresponding

eigenvalues are

En0,...,nN−1 =

N−1∑
m=0

nm

(
ε− 2t cos(

2πm

N
− φ)

)
. (3.35)

As we can see from its solutions, this Hamiltonian is exactly the many-body generaliza-

tion of the tight-binding model for atoms hopping around a one-dimensional lattice.

From the expansion of d̂†m in the â†k’s we can see that d†m adds one particle to

the system, populating each site with equal probability but differing phase. We can

conclude that particles created by d̂†m carry quasi-angular momentum. To make this

statement exact, we define a discrete rotation operator R̂ by

R̂â†kR̂
−1 = â†k+1, (3.36a)

R̂|0〉 = |0〉. (3.36b)

This operator commutes with the Hamiltonian, and acting it on d̂m yields

R̂d̂†mR̂
−1 =

1√
N

N∑
k=1

ei2πmk/N R̂â†kR̂
−1 =

1√
N

N∑
k=1

e−i2πm/Nei2πm(k+1)/N â†k+1

= e−i2πm/N d̂†m. (3.37)

Therefore,

R̂(d†1)n1 · · · (d†N )nN |0〉 = exp

(
−i2π

N−1∑
m=0

mnm
N

)
(d†1)n1 · · · (d†N )nN |0〉. (3.38)

This state carries quasi-angular momentum,

m = modN

(
N∑
m=1

mnm

)
. (3.39)

A pictorial representation of this discussion is shown in figure 3.4 for the specific case

of one particle in an eight-site ring lattice.
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Figure 3.4: Illustration of the rotation operator in the many-body formalism. (a) The

operator d̂†1 adds one particle to the system, populating every site with equal probability
but a phase that differs by 2π/8 between lattice sites. The state that is illustrated is

|ψ〉 = d̂†1 |0〉; arrows indicate phase. (b) When this state is rotated by one lattice site, the
resulting state is R̂2π/8|ψ〉. Subtracting the phases at a site before and after rotation,
we get φ = −2π/8. The picture then illustrates the fact that |ψ〉 is an eigenstate of
R̂2π/8 with eigenvalue e−i2π/8.
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Armed with an understanding of the eigenstates of this system, it is straightfor-

ward to compute physical quantities such as the energy. The ground state of the system

is particularly easy to find, as we simply populate the lowest energy levels to create a

“Fermi sea”.

If there is an additional potential that reduces the symmetry of the problem,

quasi-angular momentum can still be exploited to simplify the problem. The d̂m op-

erators act as a natural basis in which to describe problems that have some rotational

symmetry. For instance, we can consider an additional potential that is some arbitrary

function of the creation and annihilation operators on an N -site lattice,

V̂ =

N∑
j,k=1

Vjkd̂
†
j d̂k, (3.40)

with Vjk = V ∗kj . We suppose for simplicity that this potential is only 4-fold symmetric,

i.e. it is symmetric under rotation by N/4 sites, effected by the operator R̂N/4. This

limits the possible terms d̂†j d̂k that can appear, which we can see by computing

R̂N/4V̂ R̂−N/4 =
N∑

j,k=1

VjkR̂
N/4d̂†jR̂

−N/4R̂N/4d̂kR̂
−N/4 =

N∑
j,k=1

Vjke
iπ2(j−k)/4d̂†j d̂k. (3.41)

In order for the potential to be invariant under this four-fold rotation, we must have

that eiπ2(j−k)/4 = 1, in which case mod4(k − j) = 0. Any terms involving d̂†j d̂k where

this equation is not satisfied are zero. We define

k = 4l1 +m1, (3.42a)

j = 4l2 +m2, (3.42b)

li = 1, . . . , N/4, (3.42c)

mi = 0, 1, 2, 3, (3.42d)

which allows us to write the potential as

V̂ =

3∑
m=0

N/4∑
l1,l2=1

V
(m)
l1,l2

d̂†4l1+md̂4l2+m, (3.43)

V
(m)
l1,l2

= V4l1+m,4l1+m. (3.44)
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This re-writing automatically sorts the operators appearing in V̂ according to their four-

fold symmetry, which is the one relevant to the new problem. The full Hamiltonian Ĥ+V̂

is then block-diagonal in the four-fold quasi-angular momentum, m, making numerical

solutions to this problem more tractable. This scheme can be used to facilitate the

solution for a system of atoms in a rotating two-dimensional lattice.

3.4 Bose and Fermi Gases in Rotating Optical Lattices

Interacting bosons in one dimension enter the Tonks-Girardeau regime when in-

teractions get very strong [45, 75]. The gas takes on many of the characteristics of a gas

of non-interacting fermions; for instance, the number density in position space is the

same in both cases. It differs in certain aspects, however; for instance, the momentum

distribution is more highly peaked about a central value for strongly-interacting bosons

than it is for fermions [61]. It then becomes particularly interesting to compare the cases

of strongly-interacting bosons and non-interacting fermions in rotating lattices. In this

section, gases of non-interacting fermions and hard-core bosons in rotating optical lat-

tices are investigated. The many-particle formalism for quasi-angular momentum states

discussed previously is used to monitor the symmetry of the ground state as a function

of rotation. The second-quantized Hamiltonians described below are generalizations of

those found in reference [37].

The Hamiltonian for interacting bosons or fermions in a rotating, two-dimensional,

square, optical lattice is

Ĥ =
∑
σ

∫
d2x Ψ̂†σ(x)

(
− ~2

2M
∇2 + VL(x)− ΩLz

)
Ψ̂σ(x)

+
∑

λλ′,µµ′

∫
d2x

∫
dDx′ Ψ̂†λ(x)Ψ̂†λ′(x

′)Vλλ′,µµ′(x,x
′)Ψ̂µ′(x)Ψ̂µ(x′), (3.45)

where

VL(x) = V0 cos2(kLx) + V0 cos2(kLy), (3.46)
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Vλλ′,µµ′(x,x
′) is a two-particle interaction that is possibly spin-dependent, λ, µ, and σ

are spin indices, and Ψ̂σ(x), Ψ̂†σ(x) are field operators satisfying the (anti-)commutation

relations,

[
Ψ̂σ(x), Ψ̂†σ′(x

′)
]
±

= δσσ′δ(x− x′), (3.47)[
Ψ̂σ(x), Ψ̂σ′(x

′)
]
±

= 0. (3.48)

The two-particle interaction Hamiltonian, Vλλ′,µµ′(x,x
′), is chosen to be an s-wave

contact-interaction.

A Hubbard Hamiltonian can be derived in a lowest-band, tight-binding approxi-

mation by expanding the field operators in the lowest-band Wannier functions, w(x−xj)

[64]. A basis better suited in the presence of rotation is given by the modified Wannier

functions,

Wj(x) = exp

(
−iM

~

∫ x

xj

A(x′) · dx′
)
w(x− xj), (3.49)

where A(x′) = Ω×x′. This modification captures the effect of rotation at low rotation

speeds [11]. However, as we have seen, at higher rotation speeds, the density of the

Wannier functions changes along with the phase, and in this case the approximation

needs to be further modified.

The result for spinless bosons is [10]

ĤB = −
∑
〈i,j〉

(
J +

1

2
MΩ2A1

)(
e−iφij â†i âj + eiφij â†j âi

)
+
∑
j

(
ε− 1

2
MΩ2

(
r2
j +A2

))
â†j âj +

U

2

∑
j

â†j â
†
j âj âj . (3.50)

A similar derivation for spin-1/2 fermions yields

ĤF = −
∑
〈i,j〉,σ

(
J +

1

2
MΩ2A1

)(
e−iφij â†i,σâj,σ + eiφij â†j,σâi,σ

)
+
∑
j,σ

(
ε− 1

2
MΩ2

(
r2
j +A2

))
â†j,σâj,σ +

U

2

∑
j

â†j,↑â
†
j,↓âj,↓âj,↑. (3.51)
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For both cases, i, j are site indices with 〈i, j〉 indicating a sum over only nearest neigh-

bors, and ri is the radial position of the i’th site. The phase φij is given by the expression,

φij =
M

~

∫ xi

xj

A(x′) · dx′ = MΩ

~
(xiyj − xjyi). (3.52)

The parameters ε, J , and U are the on-site zero-point energy, the hopping parame-

ter, and the on-site interaction energy, respectively, as computed in chapter 2. The

parameters A1 and A2 arise due to the phase factor in equation (3.49) and are given by

A1 =

∫
dx w∗(x− xi)(x− xi)2w(x− xj), (3.53)

A2 = 2

∫
dx w∗(x− xi)(x− xi)2w(x− xi), (3.54)

where w(x − xi) are one-dimensional Wannier functions. All of these parameters can

be numerically evaluated for a lattice of specific shape, period, and depth [10]. If a

harmonic trap of trapping frequency ΩT is included, we replace every instance of Ω2

with Ω2 − Ω2
T .

3.4.1 Strongly-interacting bosons

In this section, we describe hard-core bosons in a rotating ring lattice. The

quasi-angular momentum of an eigenstate for a one-dimensional system is then defined

and monitored as a function of rotation speed. The analytic results derived here are

consistent with a previous numerical treatment of a two-dimensional system [11].

In the limit of very strong interactions, U →∞, a gas of bosons enters the hard-

core boson regime. In an optical lattice, this regime can be characterized by using a

number basis where the occupation number of each site is either l or l + 1, with l an

integer. We define new operators b̂j that satisfy the relations,[
b̂j , b̂

†
j

]
+

= 1, (3.55a)[
b̂j , b̂j

]
−

= 0, (3.55b)[
b̂i 6=j , b̂

†
j

]
−

= 0. (3.55c)
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and

â†j âj = b̂†j b̂j + l, (3.56a)

â†j âj±1 = (l + 1)b̂†j b̂j±1. (3.56b)

The particles described by these operators have boson-like properties except for

the fact that no more than one particle can occupy a single site, which is enforced by

equation (3.55a). In terms of these new operators, the Hamiltonian for hard-core bosons

on a ring lattice is given by

Ĥ = U
1

2
Nl(l − 1) + Ul

N∑
j=1

b̂†j b̂j +

N∑
j=1

ε(ω)b̂†j b̂j

− J(l + 1)
N∑
j=1

e−iπωN/4b̂†j b̂j+1 + H.c., (3.57)

where

ε(ω) = ε− N2ω2

16
. (3.58)

The first two terms respectively represent the energy of a particle on site j interacting

with the l particles already there and the interaction energy of the l particles on site

j summed over all sites. For practical purposes, U = 100J , where J is the tunneling

energy, is large enough to enter this regime [11].

The mixed commutation/anti-commutation relations of equation (3.55) make this

Hamiltonian hard to interpret, since we have neither bosons nor fermions. However, for

one-dimensional problems of this sort, we can perform a second transformation of the

annihilation operators that transforms this Hamiltonian into a purely fermionic one.

This is called the Jordan-Wigner (JW) transformation.

The essence of this transformation is to include a factor of ±1 in the definition

of b̂j , where the sign depends on the number of particles to the “left” of the site j. It

is standard to first map this Hamiltonian onto an N -spin-1
2 Hamiltonian [66, 116], but

we prefer to work strictly with the creation and annihilation operators.
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The JW transformation is given by defining new annihilation operators,

ĉj = b̂je
iπ

∑j−1
i=1 b̂

†
i b̂i , (3.59)

These operators are fermionic, as we show in appendix A. The Hamiltonian can then

be written as

Ĥ = U
1

2
Nl(l − 1) + Ul

N∑
j=1

ĉ†j ĉj +
N∑
j=1

ε(ω)ĉ†j ĉj

− J(l + 1)

N−1∑
j=1

e−iπωN/4ĉ†j ĉj+1 + H.c.

− J(l + 1)e−iπωN/4ĉ†N ĉ1(−1)N̂+1 + H.c. (3.60)

This Hamiltonian is manifestly not strictly quadratic in the ĉ operators since N̂ appears

in an exponential. However, as we will soon see, the fact that N̂ is conserved allows us

to diagonalize the Hamiltonian in even- and odd-number particle subspaces separately.

Before we move on, we note that for two-dimensional lattices, the remaining phase

factors are non-trivial, and therefore the JW transformation is not useful in this case.

3.4.1.1 Diagonalization

The Hamiltonian just derived has a form identical to that of equation (3.27)

except for the factor of (−1)N̂+1. This factor is a constant within a constant particle-

number subspace. For this reason, we replace this factor with (−1)n+1, where n is the

number of particles, and diagonalize Ĥ as if it were subspace-independent, resulting in

two separate sets of fermionic operators. At the end of the derivation, we describe how

the normal picture of fermionic excitations is modified by this procedure.

We modify the definition of the operators form section 3.3, defining two sets of
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fermionic operators as

d̂(o)
m =

1√
N

N∑
j=1

e−iπ2mj/N ĉj , (3.61)

d̂(e)
m =

1√
N

N∑
j=1

e−iπ(2m−1)j/N ĉj . (3.62)

The Hamiltonian in terms of the d̂m operators is given by

Ĥ = U
1

2
Nl(l − 1) +

N−1∑
m=0

Emd̂
(σ)†
m d̂(σ)

m , (3.63a)

Em = Ul + ε− N2ω2

16
− 2(l + 1)t cos

(
πfm
N
− πN

4
ω

)
, (3.63b)

fm =

 2m− 1 if n = even

2m if n = odd

, (3.63c)

where n is the number of particles, and σ = e for n even and σ = o for n odd.

The eigenstates of the system are given by

|n0, . . . , nN−1〉 =


(
d̂

(e)†
0

)n0

· · ·
(
d̂

(e)†
N−1

)nN−1

|0〉 if
∑N−1

m=0 nj = even(
d̂

(o)†
0

)n0

· · ·
(
d̂

(o)†
N−1

)nN−1

|0〉 if
∑N−1

m=0 nj = odd

, (3.64)

and the corresponding eigenenergies are

En0,...,nN = U
1

2
Nl(l − 1)

−
N−1∑
m=0

nm

(
Ul + ε− N2ω2

16
− 2(l + 1)t cos

(
πfm
N
− πN

4
ω

))
. (3.65)

We note that states that mix the two operator definitions are not eigenstates, e.g.

|ψ〉 = d̂
(e)†
0 d̂

(o)†
1 |0〉 (3.66)

is not an eigenstate of Ĥ.

In order to complete the diagonalization procedure, we need to interpret d̂(σ)†

as an operator that creates a particle in the quasi-angular momentum state m. As in

the previous section, we can do this by first defining a rotation operator. Due to the

many phases eiπĉ
†
k ĉk in this problem, it is not a priori obvious that the rotation operator
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as defined in section 3.3 is a convenient choice for the definition of the quasi-angular

momentum. For this reason, we consider the Hamiltonian in terms of the JW fermions,

equation (3.60), rather than the original. Defining

R̂ĉ†j 6=N R̂
−1 = ĉ†j+1, (3.67a)

R̂ĉ†N R̂
−1 = (−1)n+1ĉ†1, (3.67b)

R|0〉 = |0〉, (3.67c)

we have that

R̂d̂†mR̂
−1 =

1√
N

N−1∑
k=1

eiπfmk/N R̂ĉ†kR̂
−1 +

1√
N
eiπfmN/N R̂ĉ†N R̂

−1

= e−iπfm/N
1√
N

N−1∑
k=1

eiπfm(k+1)/N ĉ†k+1

+ e−iπfm/Neiπfm/N
1√
N
eiπfm(−1)n+1ĉ†1. (3.68)

Noting that eiπfm = (−1)n+1, this becomes

R̂d̂†mR̂
−1 = e−iπfm/N

1√
N

N∑
k=2

eiπfmk/N ĉ†k + e−iπfm/N
1√
N
eiπfm/N ĉ†1

= e−iπfm/N d̂†m. (3.69)

Thus,

R̂
(
d†0

)n0

· · · (d†N−1)nN−1 |0〉 = exp

(
−i π
N

N−1∑
m=0

nmfm

)
(d†0)n0 · · · (d†N−1)nN−1 |0〉. (3.70)

The quasi-angular momentum of this state is defined to be

m =

 modN

(∑N−1
m=0 mnm −

n
2

)
if n = even

modN

(∑N−1
m=0 mnm

)
if n = odd

. (3.71)

3.4.1.2 Results

We are now in a position to use this formalism to investigate the ground state of

the system. The ground state is determined by populating the lowest energy levels in
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Figure 3.5: Ground state of three strongly-interacting bosons in a rotating 8-site ring
lattice. Solid curves are guides for the eye. (a) At Ω = 0, the three lowest single-
particle energies carry quasi-angular momentum m = −1, 0, and 1. The three-particle
ground state therefore has quasi-angular momentum m = mod8(−1 + 0 + 1) = 0. (c) At
Ω = 0.14ER/~, the three lowest single-particle energies carry quasi-angular momentum
m = 0, 1, and 2. The three-particle ground state therefore has quasi-angular momentum
m = mod8(0 + 1 + 2) = 3.

the way standard for fermions. Equation (3.63b) is the single-particle energy spectrum

Em. The qualitative behavior of the system does not depend on the filling l and we

therefore set l = 0; in addition, the zero-point energy ε has no physical effect, so we set

it to zero.

As ω is increased, the minimum value of the cosine moves to the right, as il-

lustrated in figure 3.5. The ground state is then determined by populating the lowest

energy d̂†md̂m eigenstates. In figures 3.5(b) and 3.5(c), this process is illustrated for the

case of three particles in an eight-site ring.

For an odd number of particles, n = 2p+1, if the minimum of the cosine function

in Em is near m = m0, we populate the states m0, m0±1, . . . , m0±p. The quasi-angular

momentum of the state is then

m = modN

 p∑
l=−p

(m0 + l)

 = modN ((2p+ 1)m0 + 0) = modN (m0n). (3.72)

For an even number of particles, n = 2p, when the minimum of the cosine function is

between m0 and m0 + 1, we populate the states m0 − p + 1, m0 − p + 2, . . . , m0 + p.
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The quasi-angular momentum of the state is then

m = modN

 p∑
l=−p+1

(m0 + l)− n

2

 = modN

(
2pm0 + p− n

2

)
= modN (m0n). (3.73)

Thus, as rotation is increased from ω = 0, the quasi-angular momentum cycles through

the values,

m = modN (jn) : j = 0, 1, 2 . . . (3.74)

We make one final note for the case of bosons. If there is an infinitesimal potential,

V̂ , that breaks the symmetry of the original Hamiltonian, Ĥ0, down to a four-fold rota-

tional symmetry, then the N -fold quasi-angular momentum is no longer a good quantum

number. We treat the problem perturbatively. Tiny band gaps in the single-particle

energy spectrum, equation (3.63b), open up at the new Brillouin zone boundaries. The

eigenstates of Ĥ0 are independent of Ω. Therefore, to first order in V̂ , the energy level

shifts are independent of Ω, and the eigenstates remain unchanged. The effect of ro-

tation is then exactly the same as in the non-perturbed case, and the quasi-angular

momenta have the same behavior as a function of rotation. However, since the old

quasi-angular momentum is no longer a good quantum number, we have to take

m→ mod4(m). (3.75)

These results are consistent with the numerical treatments in references [9, 11].

3.4.2 Non-interacting fermions

Moving beyond the bosonic systems previously studied, we consider non-interacting

fermions in rotating optical lattices. Because of the JW mapping, this system should

have properties similar to those of the bosonic case. In addition, by considering fermions,

we move closer to the system originally displaying quantum Hall physics, that of a two-

dimensional gas of electrons moving in the presence of a constant transverse magnetic

field.
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3.4.2.1 Ring lattice

Here, we describe non-interacting fermions in ring lattices and compare to the

boson case. The quasi-angular momentum of the ground state changes as rotation is

increased. The allowed values of this quantity for fermions differ from those of the boson

case.

For single-species, non-interacting fermions, we drop the spin index, and the

Hamiltonian for a ring lattice is given by

Ĥ =
N∑
j=1

(
ε− N2ω2

16

)
ĉ†j ĉj − J

N∑
j=1

e−iπωN/4ĉ†j+1ĉj + H.c. (3.76)

With the identifications,

ε→ ε− N2ω2

16
, (3.77a)

J → teiπωN/4, (3.77b)

this Hamiltonian is identical to the one discussed in section 3.3, and it can be written

in the form

Ĥ =
N−1∑
m=0

Emd̂
†
md̂m, (3.78a)

Em = ε− N2ω2

16
− 2t cos

(
2πm

N
− ωN

4

)
, (3.78b)

d̂m =
1√
N

N∑
k=1

ei2πmk/N ĉk. (3.78c)

The calculation of the quasi-angular momentum of an odd particle-number eigen-

state is identical to that of equation (3.72). However, for an even particle-number

eigenstate, the n/2 in equation (3.73) does not appear, and we have

m = modN

 p∑
l=−p+1

(m0 + l)

 = modN (2pm0 + p) = modN

((
m0 +

1

2

)
n

)
. (3.79)

Thus, the quasi-angular momentum assumes the values,

m =

 modN (nj) if n = odd

modN (n(j + 1/2)) if n = even

, (3.80)



55

as ω is increased.

As expected, the single-particle cases for both bosons and fermions are identical.

It turns out that all cases of odd numbers of particles also coincide. However, there is

an interesting distinction between the two cases when the number of particles in the

system is even (compare equations (3.73) and (3.79)). For instance, a system of two

fermions in a four-site lattice cycles between quasi-angular momenta 1 and 3 whereas

a system of two bosons cycles between values 0 and 2. This is one way in which non-

interacting fermions and strongly-interacting bosons in one dimension differ despite the

JW transformation that maps between the two cases.

3.4.2.2 Two-dimensional square lattice

Differences between fermions and bosons remain when considering two-dimensional

systems. Here we describe non-interacting fermions in a two-dimensional 2P×2P square

lattice, which consists of P square ring lattices, as illustrated in figure ?? for P = 2.

The Hamiltonian is given by

Ĥ = −
∑
〈i,j〉

(
J +

1

2
MΩ2A1

)(
e−iφij ĉ†i ĉj + eiφij ĉ†j ĉi

)
+
∑
j

(
ε− 1

2
MΩ2

(
r2
j +A2

))
ĉ†j ĉj . (3.81)

We numerically diagonalize this Hamiltonian for one particle in a 16-site lattice. We then

determine the quasi-angular momentum of the ground state as a function of rotation rate

for different particle numbers by filling up the lowest-energy states in the way standard

for fermions. Since the states are sorted according to their quasi-angular momentum, we

can directly compute the quasi-angular momentum of the eigenstate. We illustrate this

process for the case of n particles in a sixteen site lattice. In figure 3.6(a) is plotted the

single-particle energy spectrum for the Hamiltonian in the absence of hopping between

the rings (Ĵ
(2,1)
m = 0) and Ω = 0. When the hopping is “turned on” (figure 3.6(b)), level

crossings become avoided crossings due to the mixing of states with the same four-fold
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quasi-angular momentum. In figure 3.6(c), the case for zero hopping between rings is

plotted for Ω = 0.05ER/~, whereas in figure 3.6(d), the hopping has turned on, and the

avoided crossing behavior is again observed.

In figure 3.7 are plotted the quasi-angular momenta of the ground state as a

function of rotation speed for non-interacting fermions in a sixteen-site lattice. Similar

to the ring lattice case, the results for odd numbers of particles are identical to those

for hard-core bosons, but differ for even numbers of particles. There are however other

interesting properties that do not appear in the ring lattice case. The most obvious

such property in 3.7 is the lack of particle-hole symmetry. The rate at which transitions

between quasi-angular momenta occur as a function of rotation speed is much higher for

small particle numbers. This is easy to understand once we see that holes have a negative

effective mass, meaning that they move in the opposite direction as particles and also

seek regions of higher potential. Due to the effective inverse-parabolic potential in the

third term of equation (3.81)—a result of the centrifugal barrier—particles are pushed

to the outer ring of the lattice whereas holes are pushed to the inner ring. Transitions

between quasi-angular momenta occur faster as a function of rotation speed for the

outer lattice rings as compared to the inner lattice rings, since the tangential speed

of particles is greater at larger radii. Thus, for small particle-numbers (1, 2, 3) where

the particles are mostly confined to the outer ring, the transitions occur faster than for

large particle numbers (9, 10, 11) where the outer ring is filled, and the dynamics occurs

mainly on the inner ring due to Pauli exclusion.

This argument is further verified in figure 3.8, where a strong trapping potential

of trap frequency ΩT = 2ER/~ reverses the situation. Since Ω < ΩT in this series of

plots, the particles are first attracted to the center of the lattice, so that the dynamics

for small numbers of particles occur on the inner ring, and thus the transitions between

quasi-angular momentum states occur further apart in rotation rate. Finally, in figure

3.9 where we include a trapping potential with ΩT = Ω so that the lattice is flat at
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Figure 3.6: Single-particle energy spectrum in a 4×4 square lattice for (a) zero rotation
and zero hopping between inner and outer rings, (b) zero rotation and non-zero hopping,
(c) Ω = 0.05ER/~ and zero hopping, and (d) Ω = 0.05ER/~ and non-zero hopping
between inner and outer rings. The dashed and solid line are aids to the eye that
indicate the band. In (a) and (c), the red dashed line is the spectrum for the inner
4-site lattice.
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all rotation speeds, the system exhibits particle-hole symmetry up to the fact that

particles and holes travel in opposite azimuthal directions. This can be seen by for

instance comparing figures 3.9(a) and 3.9(e) where the plots are identical up to the fact

that they cycle through quasi-angular momenta in opposite directions as a function of

rotation speed.

The case of ΩT = Ω is particularly important for quantum Hall physics, as this is

the condition necessary to reach the degenerate lowest Landau level. In this regime, phe-

nomena such as the Hofstadter butterfly energy spectrum and the quantized resistance

characteristics of quantum Hall systems arise [10].

3.5 Experimental Signatures of Quasi-Angular Momentum

While the quasi-angular momentum m is a good quantum number and a useful

tool in investigating the symmetry properties of the ground state, it is not a quantity

that can be directly measured in experiments. Instead, experiments are routinely per-

formed in which time-of-flight, far-field, density images of the gas contain information

about the momentum distribution before expansion. As a first step towards detecting

quasi-angular momentum states, we look for a signature of quasi-angular momentum in

the momentum distribution of a state.

The momentum distribution of the many-body state, |ψ〉, is given by

n(k) = 〈ψ|Ψ̂†(k)Ψ̂(k)|ψ〉, (3.82)

where Ψ̂(k) is the Fourier transform of the field operator Ψ̂(x). Recalling that we expand

the field operators as

Ψ̂(x) =
∑
j

âjWj(x) =
∑
j

âje
−iφijw(x− xj), (3.83)
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Figure 3.7: Quasi-angular momentum as a function of rotation for 1 - 16 particles in
a sixteen-site lattice in the absence of a trapping potential. The number of particles is
(a) 1, (b) 2, (c) 3, etc.
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we have

n(k) = 〈ψ|Φ†(k)Φ(k)|ψ〉

= 〈ψ|
∫
d2x

eik·x√
V

∑
l

â†lW
∗
l (x)

∫
d2x′

e−ik·x
′

√
V

∑
l′

âl′Wl′(x
′)|ψ〉

=
∑
ll′

〈ψ|â†l âl′ |ψ〉W
∗
l (k)Wl′(k). (3.84)

Defining

kl = k + Ω
M

~
xl × ẑ, (3.85)

the modified Wannier function can be re-written as

Wl(k) = e−ik·xlw(kl), (3.86)

w(kl) =

∫
d2x

e−ikl·(x−xl)

√
V

w(x− xl). (3.87)

Thus, the momentum distribution takes the form,

n(k) =
∑
l,l′

w∗(kl)w(kl′)e
ik·(xl−xl′ )〈ψ|â†l âl′ |ψ〉. (3.88)

This distribution is written in the momentum coordinates, k, corresponding to the rotat-

ing frame coordinates, x. Since the number density rotates in the lab frame coordinates,

xL, the momentum distribution also rotates in the lab frame momentum coordinates,

kL. However, far-field pictures of the gas will be snapshots of the momentum distribu-

tion at the moment the trap and lattice are turned off, provided the switch-off time is

fast enough. Thus, the momentum distributions presented here are accurate represen-

tations of what will be measured in time-of-flight measurements, although they may be

rotated relative to each other.

Since quasi-angular momentum is a reflection of the symmetry of the system, con-

sidering single-particle states should be sufficient to capture the basics of how this quan-

tum number affects the momentum distribution. We therefore concentrate on single-

particle states only. In this case, n(k) is merely the square of the Fourier transform of

the wave function.
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In order to develop an understanding of the momentum distribution, we first ne-

glect the Wannier functions, which neglects the envelope of the momentum distribution.

In this case, n(k) is the Fourier transform of a sum of weighted delta functions. On a

four site-lattice, the wave function is of the form

ψ(x) ∝
4∑
j=1

ei2πmj/4δ(x− xj), (3.89)

where xj are the four corners of a square centered at x = 0. In figure 3.10 are plotted

the momentum distributions for m = 0, 1, 2, and 3. The m = 0 state is peaked

at k = 2πn/d, with n an integer and d the lattice spacing, whereas the other states

vanish at these points. The spacing between peaks for both m = 0 and m = 2 is

∆k = 2π/d, whereas for m = 1, 3 this spacing is ∆k = 2π/
√

2d. Since the lattice spacing

is known, there are clear measurable distinctions between different generic quasi-angular

momentum states. Note that m = 1 and m = 3 are identical as they represent similar

states with counter-propagating current patterns.

Including the Wannier functions contributes to the momentum distribution an

overall envelope of approximate width
√
V0/ER/4, where V0 is the depth of the lattice.

The modification k → kl, equation (3.85), moves the peak of this envelope away from

k = 0 as rotation is increased, though the center of the envelope is always located at

k = 0. This is consistent with higher momenta being accessed for higher rotation rates.

At this point, it is important to note that locating k = 0 in the distribution is

necessary for distinguishing the m = 0 and m = 2 states. This can be done easily due

to the overall envelope in momentum space that is centered at k = 0.

There are two additional considerations that come into play for larger lattices,

both system-size effects. An overall envelope in position space determines the width

of the peaks in momentum space. This envelope determines the size of the system,

and if the width is roughly L, then the width of the peaks in momentum space scales

as 1/L. If the lattice spacing is increased by a factor of n, then the peak-spacing in
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Figure 3.10: Fourier transform of single-particle quasi-angular momentum states on four
sites, neglecting an overall envelope caused by the width of the Wannier functions. The
quasi-angular momentum is (a) m = 0, (b) m = 1, 3, (c) m = 2, and (d) m = 3, and
the momentum distributions are plotted over a range 4π/d ≤ kx, ky ≤ 4π/d; the first
Brillouin zone is given by π/d ≤ kx, ky ≤ π/d.
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momentum space is decreased be a factor of 1/n. The general peak structure is not

modified by these considerations. We can conclude that the distinctions between quasi-

angular momentum states are sustained for more physical systems, which we turn to

now.

The ground state momentum distribution for a one-hundred-site lattice in the

presence of a harmonic trap of frequency ΩT = 0.15ER/~ is computed via imaginary

time propagation. The trap ensures that the number density falls off to zero outside

the central 36 sites, eliminating the edge effects of the hard-wall boundary at the edges

of the lattice.

The results are summarized in figure 3.11, where we have plotted the momentum

distributions for the m = 0, 1, 2, and 3 states at rotation speeds of 0, 0.1ER/~, and

0.145ER~, increasing to the right. We can again make the observation that the m = 0

state is the only one that is non-zero at exactly the reciprocal lattice vectors, i.e. k =

2πn
d k̂x + 2πm

d k̂y. The peak-spacing is smaller for the m = 1 state than for the m = 2

state, distinguishing them from each other. However, the exact peak-spacing is unclear

due to complex interference effects between sites at different radii.

These differences are washed out at higher rotation speeds. The m = 1, m = 2,

and m = 3 states have very similar structures for large rotation. The peaks overlap so

that it is difficult to resolve them; the momentum distributions all appear to be rings

centered at reciprocal lattice vectors. They are distinguishable via the radius of the

ring, as the radius is smallest for m = 1 and largest for m = 3, but as this is in order

of increasing energy, the larger radius may just be an artifact of the larger width in

the number density envelope at higher energies. Indeed, figures 3.11(a), 3.11(b), and

3.11(c) are consistent with this conclusion, as the momentum peaks are narrowing due

to the number density spreading out in real space. These results are consistent with

those calculated via direct diagonalization of the Hubbard models previously discussed.
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Figure 3.11: Momentum distributions computed via imaginary time propagation for
one particle in a 100-site lattice in the presence of a trap of frequency ΩT = 0.15ER/~.
Plotted are m = 0 ((a), (b), and (c)), m = 1 ((d), (e), and (f)), m = 2 ((g), (h), and
(i)), and m = 3 ((j), (k), and (l)) states for rotation speeds of Ω = 0 ((a), (d), (g), and
(j)), Ω = 0.1ER/~ ((b), (e), (h), and (k)), and Ω = 0.145ER/~ ((c), (f), (i), and (l)). At
zero rotation, the distinctions between different quasi-angular momenta are sustained.
As rotation is increased, it becomes harder to distinguish the m = 1 and m = 2 states.
Due to the centrifugal term, higher rotation increases the width of the envelope of the
number density, decreasing the width of the peaks in momentum space.
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3.6 Conclusion

By analogy with quasi-momentum in translationally invariant periodic systems,

the notion of quasi-angular momentum has been introduced to label the eigenstates of

a Hamiltonian that has a discrete rotational symmetry. We have shown that quasi-

angular momentum is useful in analyzing the ground-state properties of quantum gases

of bosons or fermions in rotating optical lattices. In particular, monitoring the quasi-

angular momentum of the ground state as a function of rotation allows us to identify

transitions between different circulation values.

We have also presented a possible avenue by which the quasi-angular momentum

of a state can be experimentally determined. We identify characteristics in the mo-

mentum distribution distinguishing between different quasi-angular momentum states

at low rotation speeds, such as the existence of a peak at reciprocal lattice vectors for

an m = 0 state only, the peak-spacing, and the overall structure of the momentum

distribution.

There are still open questions as to how the momentum distributions will change

when the lattice size or number of particles is increased. The effects of statistics will

be of fundamental importance for many-particle systems; there is a question of how

well the peaks can be resolved for larger lattices, since peak-spacing decreases with in-

creasing lattice size; and interference effects between adjacent sites and between rings

complicates our treatment of the exact spacing between peaks in the momentum dis-

tribution. However, there will always be signatures of the quasi-angular momentum

in the momentum distribution, as it is connected with the phase information of the

ground state, which in turn influences the momenta of the system. In addition, a zero

quasi-angular momentum state can be distinguished from a non-zero one, which allows

the experimenter to verify that vorticity has entered the system.

The approximations used to describe strongly-interacting bosons can be used to
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analyze many different ground-state features of the system. In particular, we can use

these results to generate Mott-insulator to superfluid phase diagrams for both flat and

superlattices, indicating changes in dynamical behavior.



Chapter 4

Mott-Insulator to Superfluid Phase Diagrams

One of the first successes in the AMO physics subfield of simulation of many-body

models using ultracold, neutral atoms trapped in optical lattices was the verification

of the superfluid (SF) to Mott-insulator (MI) transition in the Bose-Hubbard model

[39, 47]. The experiment set off an explosion of research investigating the phase diagram

of various models related to the Bose-Hubbard Hamiltonian, including the introduction

of superlattices and the effects of the presence of both fermionic and bosonic particles.

Unanswered questions from condensed matter systems, including the nature of quantum

criticality and the behavior of certain dynamical structure factors of one-dimensional

systems, might be resolved in ultracold, atomic systems. A complete understanding of

the phase transitions that occur in the simplest of many-body systems, such as those

modeled by the Bose-Hubbard Hamiltonian, is therefore essential.

As a final application of the formalism developed and discussed in the previous

chapter, we compute the phase diagrams for strongly-interacting bosons in a two-state

(i.e. fermionized) approximation in the presence of a superlattice. This captures the

exact nature of the diagram for small J/U . The behavior of the Mott-insulator lobes as

a function of the energy difference between adjacent wells was useful in an early version

of atomtronics [118]. We compare the phase diagram in this approximation to that

generated via the mean field calculation in section 2.1.2.
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4.1 MI-SF Phase Diagram for Strongly-Interacting Bosons

In this section, by diagonalizing a one-dimensional, fermionized Bose-Hubbard

Hamiltonian, we generate the phase for strongly-interacting bosons trapped in an optical

lattice. The phase boundaries in the (µ/U, J/U)-plane are the contours of zero energy

in the single-particle spectrum.

We previously derived the fermionized Hamiltonian for strongly-interacting bosons

in a rotating ring lattice, equation 3.60. Taking ω = 0 and eliminating the periodic

boundary conditions, we have the Hamiltonian for bosons on a one-dimensional lattice,

Ĥ(l) = UN
l(l − 1)

2
− µNl + (Ul − µ)

N∑
j=1

ĉ†j ĉj +

N∑
j=1

ε(ω)ĉ†j ĉj

− J(l + 1)
N−1∑
j=1

ĉ†j ĉj+1 + H.c. (4.1)

where U is the on-site, two-particle interaction strength, J is the tunneling energy, and l

is the filling fraction, i.e. the number of particles per lattice site. In this approximation,

the fermionic operator ĉ†j adds one particle to site j, raising the number of particles

from l to l + 1. We have introduced the chemical potential, µ, so that we can work in

the grand-canonical ensemble. We perform the canonical transformation,

ĉk =

√
2

N + 1

N∑
m=1

sin

(
πmk

N + 1

)
d̂m, (4.2)

which diagonalizes the Hamiltonian, yielding

Ĥ(l) =
N∑
m=1

(
Ul − µ− 2(l + 1)J cos

(
πm

N + 1

))
d̂†md̂m − µNl + UN

l(l − 1)

2
. (4.3)

Fixing l, we can see that the ground state is given by populating those eigenstates

of the d̂†md̂m operators for which the energy Ul−µ−2(l+1)J cos(πm/(N+1)) is negative.

Therefore, every time there is an m for which this energy is zero, the particle number

changes by one. This argument implies that the boundaries between phases of different

particle number are truly given by

µ

U
= l − 2(l + 1)

J

U
cos

(
πm

N + 1

)
. (4.4)
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The phase diagram with these phase boundaries is plotted in figure 4.1(a) for

the case of an eight-site lattice. The overlaps of the phase boundaries completes the

story. Each time there is an intersection between boundaries, a different particle-number

becomes the global ground state of the system. As the number of sites goes to infinity,

the number of phase boundaries goes to infinity, and the area outside the empty triangles

in the figure becomes a continuum of particle-number states. This implies that outside

the empty triangular regions, the ground state is a state of uncertain site-number, or

a superfluid. Within the empty triangles, the ground state is a number state. We can

then interpret these empty spaces as Mott lobes in the Mott-insulator to superfluid

phase diagram, with the triangular regions the Mott insulator states and outside these

regions superfluid.

This approximate phase diagram has been derived in a slightly modified form in

[24] using a semiclassical approach.

4.1.1 Comparison between two-state and mean-field approximations

In figure 4.2, we plot the MI-to-SF phase diagram as computed in the two-state

approximation and as computed via the mean-field calculation from section 2.1.2. The

two methods agree in the strong-interaction regime, i.e. for small J/U , but significantly

differ from each other for larger values of the tunneling parameter. The most visible

difference is the behavior of the phase boundaries near the tip of the Mott lobe. In the

two-state approximation, this tip is pointed, whereas in the mean-field approximation,

the tip is rounded.

The true character of the phase diagram may lie somewhere in between. In

reference [39], it is noted that the phase transition that occurs at the tip of the Mott

lobe is of a markedly different character than the one that occurs away from this tip.

This is because the transition at the tip occurs at a fixed density—or rather, at a fixed

integer filling fraction—whereas the transition that occurs at the phase boundaries away



72

0.00 0.05 0.10 0.15 0.20

0

1

2

3

4

J Hunits of UL

Μ
Hu

ni
ts

of
U

L

0.00 0.05 0.10 0.15 0.20

J Hunits of UL

HaL HbL

Figure 4.1: Bose-Hubbard phase diagram for strongly-interacting bosons in a one-
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from the lobe tip involves adding or subtracting a particle from the system.

4.2 Superlattices

A direct generalization of the procedure above is to introduce an extra periodic

potential with periodicity larger than the original lattice. The simplest way to imple-

ment this is to add an energy to every M ’th site, leaving the rest of the lattice flat. The

ring and one-dimensional lattices should be identical in the large-N limit, so for ease of

future calculation, we re-include periodic boundary conditions in this section.

This extra periodic potential takes the form,

V̂ =

N/M∑
j=1

εĉ†Mj ĉMj . (4.5)

In terms of the operators that diagonalize the Hamiltonian for the flat lattice, this is

V̂ =

N/M∑
j=1

ε
1√
N

N−1∑
n=0

e−i2πnMj/N d̂†n
1√
N

N−1∑
m=0

ei2πmMj/N d̂m

=
ε

M

N∑
m,n=1

d̂†md̂nδmodN/M (m−n),0. (4.6)

Taking

m =
N

M
q1 +m1, (4.7)

n =
N

M
q2 +m2, (4.8)

mj = 0, . . . ,
N

M
− 1, (4.9)

qj = 0, . . . ,M − 1, (4.10)

We can re-write the full transformed Hamiltonian as

Ĥ(l) = −µNl + UN
l(l − 1)

2

+

N/M−1∑
m=0

M−1∑
q=0

(
Ul − µ− 2(l + 1)J cos

(
2π

N

(
N

M
q +m

)))
d̂†(N/M)q+md̂(N/M)q+m

+
ε

M

N/M−1∑
m=0

M−1∑
q1,q2=0

d̂†(N/M)q1+md̂(N/M)q2+m. (4.11)



74

This Hamiltonian can be diagonalized separately at every m. In order to do this,

we define the column vector,

d(m) =
(
d̂m, d̂N/M+m, d̂2N/M+m, . . . , d̂(M−2)N/M+m, d̂(M−1)N/M+m

)
. (4.12)

The Hamiltonian can then be rewritten as

Ĥ(l) = −µNl + UN
l(l − 1)

2
+

N/M−1∑
m=0

d(m)†h̄(l,m)d(m), (4.13)

where h̄(l,m) is an M ×M matrix with elements,

h
(l,m)
q′q = δq′,q

(
Ul − µ− 2(l + 1)J cos

(
2π

M
q +

2π

N
m

))
+

ε

M
. (4.14)

Diagonalizing h̄(l,m) yields eigenvectors, ψ(l,m;n), with corresponding eigenvalues λ
(l,m)
n .

The canonical transformation,

f̂ (l,m)
n =

M∑
q=1

ψ
(l,m;n)∗
j d̂(N/m)q+m, (4.15)

results in the manifestly diagonal Hamiltonian,

Ĥ(l) = −µNl + UN
l(l − 1)

2
+

N/M−1∑
m=0

M∑
n=1

λ(l,m)
n f̂ (l,m)†

n f̂ (l,m)
n . (4.16)

The eigenvalues, λ
(l,m)
n , can be used to determine the phase boundaries in a modified

MI-SF phase diagram.

As an example, we consider the case of M = 3. We first take the large-N limit

where the matrix elements of h̄(l,m) take the form,

h
(l,m)
q′q = δq′,q

(
Ul − µ− 2(l + 1)J cos

(
2π

3
q

))
+
ε

3
. (4.17)

The eigenvalues of this matrix are

λ
(l)
± =

ε

2
+ lU − µ− 1

2
(l + 1)J ± 1

2

√
ε2 + 2(l + 1)Jε+ 9(l + 1)2J2, (4.18)

λ
(l)
0 = lU − µ+ (l + 1)J. (4.19)
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Figure 4.3: MI-SF phase diagram for an infinite one-dimensional lattice. The dashed
black curve is the phase diagram for the flat lattice. The red curve is the phase diagram
for a lattice with every third site shifted down in energy by ε = −5J . The blue curve is
the phase diagram for a lattice with every third site shifted up in energy by ε = 5J .

We consider the special case where the on-site energy shift is proportional to the hopping

rate, ε = αJ , in which case these reduce to

λ
(l)
± = lU − µ+

J

2

(
α− (l + 1)±

√
α+ 2(l + 1)α+ 9(l + 1)2

)
. (4.20)

An argument similar to that in the previous section yields the boundaries between

the MI and SF phases. As we can see in figure 4.3, the Mott lobes are sheared upwards

when every third lattice site is shifted up in energy relative to the rest of the lattice,

whereas the Mott lobes are sheared downwards when every third lattice site is shifted

down.

4.3 Conclusion

We have generated the Mott-insulator to superfluid phase diagram for strongly-

interacting bosons trapped in a one-dimensional lattice. This computation is exact for

small enough J/U , since in this regime, the bosons are well-described via the Jordan-

Wigner transformation that maps strongly-interacting bosons onto non-interacting fermions.

One significant difference between this computation and the phase diagram as computed

via mean-field theory is the character of the tip of the Mott lobe, where the diagram in
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the two-state approximation has pointed tips.

The hard-core boson approximation breaks down for large enough J/U , which

means that it does not correctly capture the behavior of the phase boundaries near the

tip of the Mott lobe. On the other hand, the mean-field computation assumes that

fluctuations in the order parameter 〈ci〉 are small near the phase transition, which is

also a bad approximation. The truth probably lies somewhere in between these two

extremes.



Chapter 5

Non-Destructive Cavity QED Probe of Atomic Dynamics

in an Optical Lattice

The bulk of this chapter was published in the Physical Review A as Phys. Rev. A
80, 043803 (2009) [102].

In this chapter, we propose a method for optically probing atomic gases in optical

lattices subject to an external potential. The method is in situ and non-destructively

measures properties of the atomic motion via weak-coupling to the existing lattice fields.

The technique satisfies three main goals. The probe is weak so that the atoms can be

continuously monitored without affecting their dynamics; the existing lattice fields are

employed as the probe, so that no additional, external interrogation fields are necessary;

and the signal-to-noise ratio (SNR) is large enough for experimental detection. In a ring-

cavity, two counter-propagating running-wave modes interact with a gas of ultracold

atoms and simultaneously set up both a conservative, external lattice potential for the

atoms and a weak, quantum optical probe of the atomic center-of-mass dynamics. The

probe field leaks out of the cavity and is detected with a balanced heterodyne scheme

at the cavity output.

This method is in a sense dual to strong measurement schemes such as time-

of-flight absorption imaging and Bragg spectroscopy. In these schemes, laser light is

either absorbed by or scattered off of the atomic cloud. This allows for high resolution

images and a strong signal using only a single measurement, but the atomic sample is

destroyed in the process. In contrast, in our measurement scheme, the probe field is very
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weak so that a continuous measurement is made without affecting the atomic dynamics.

Integration of the signal in time and across the atomic cloud yields measurements of

dynamical properties of the atoms with a measurable SNR in a single experimental run

at the price of losing information about individual atoms and real-time dynamics.

The procedure is similar in spirit to recent proposals for optical detection of

many-body atomic states [27, 86, 128] and occupies a place in AMO physics shared

by proposals for state preparation in cavity QED systems [85, 87, 93]. In addition,

experiments have already been carried out for nondestructive probing of various systems

[26, 58, 124, 131].

We here provide a test of the technique for the conceptually simple motion of non-

interacting atoms in an optical lattice driven by a constant force, which leads to Bloch

oscillations [8]. This choice is motivated by the fact that Bloch oscillations can be viewed

as a probe for investigating quantum gases in optical lattices. These oscillations may

be used in the measurement of fundamental constants [28], to provide levels of precision

up to δg/g ≈ 10−7 in the measurement of the acceleration of gravity [3, 23, 36, 62, 108],

and to measure Casimir forces on small length scales [132]. When interactions are

significant, damping of Bloch oscillations provides information on correlation-induced

relaxation processes [18, 34, 42, 82, 94]. Finally, this investigation is a starting point for

other measurement schemes, such as periodically driven lattices acting as a spectroscopic

probe of atomic motion [62].

5.1 Model and Detection Scheme

We briefly outline the physical basis of the model and approximations used. This

includes a discussion of obstacles in the way of satisfying the goals outlined above,

avoiding these problems, and the conditions required for the method to work.

To set up a conservative lattice potential, many photons must be present in the

cavity field so that fluctuations can be neglected, and this necessitates strong pumping



79

from the in-coupled lasers. On the other hand, the probe field amplitude must be small

enough so that it does not affect the atomic dynamics, requiring weak pumping. In

addition, the probe and lattice fields are coupled to each other through the scattering of

photons off of the atoms. This acts as an extra source for probe dynamics. The probe

field is then not a direct measure of atomic dynamics and can act back on the atoms,

altering the properties we are attempting to measure.

We can circumvent these problems by first choosing the relative phase on the

in-coupled lasers so that only one of two standing-wave modes in the cavity is pumped.

Strong pumping and the properties of a bad cavity—where the fields are at all times

in steady state—ensure that the pumped mode acts as a lattice potential. The other

standing-wave mode is not pumped. Any field leaking out of the cavity from this mode

arises solely because of events occurring in the cavity, and it can therefore act as a probe

for system dynamics.

Ensuring that the non-pumped mode acts as a probe of atomic dynamics requires

that two conditions be met. The probe must have as its source only the motion of the

atoms. This means that any probe dynamics due to the effective coupling to the lattice

field must be small compared to that induced by the motion of the atoms. The back-

action of this mode on the atoms must also be negligible. Any atomic motion induced

by coupling to the probe field must be small compared to the motion induced by both

lattice and external potentials.

Two conditions are also required for the pumped field to act as a conservative

lattice potential. The back-action of the atoms on the lattice field must be negligible,

meaning that deviations from the mean field amplitude caused by coupling to the atoms

is small compared to the mean field amplitude itself. In addition, any atomic motion

induced by fluctuations away from the mean lattice field must be small compared to

that induced by the external potential, since this is the interesting dynamics.

The scheme is realized in the setup illustrated in figure 5.1. We consider Na
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Figure 5.1: Schematic of the coupled atom-cavity system. In-coupled lasers set up two
counter-propagating fields within the cavity. The atoms interact with the cavity fields
via the optical dipole potential. Photons from the cavity beams exit the cavity through
the mirrors at a rate κ.

ground-state atoms interacting with two counter-propagating running-wave cavity modes

in a ring resonator setup. The two modes of the cavity have frequency ωC and wave vec-

tors ±kCẑ. The two cavity modes are coherently pumped at a detuning ∆p = ωL − ωC

where ωL is the frequency of the pumping lasers. Photon decay through the cavity mir-

rors is treated within the Born-Markov approximation. We treat the atom-cavity-field

interaction in rotating wave and dipole approximations. The cavity-modes are far-

detuned from atomic transitions. This same setup has been used in a cooling scheme

for atoms [49].

5.1.1 Model

The effective Hamiltonian for the coupled atom-cavity system is given by

Ĥ =

∫
dz Ψ̂†(z)

(
− ~2

2m

d2

dz2
+ Vext(z)

)
Ψ̂(z) +

∑
k=±kC

(
~ηâk + ~ηâ†k − ~∆pâ

†
kâk

)
+

∫
dz Ψ̂†(z) ~g0

(
â†kCe

−ikCz + â†−kCe
ikCz

)(
âkCe

ikCz + â−kCe
−ikCz

)
Ψ̂(z). (5.1)

Here, Ψ̂ is the atomic field operator, and âk is the annihilation operator for the cavity

mode, k. The parameter, m, is the the mass of the atom, g0 is the two-photon atom-
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cavity coupling, and η is the strength of the cavity field pumping, taken to be real. Due

to the far detuning of the cavity fields from the atomic transition, excited states of the

atom have been adiabatically eliminated, and the atoms couple to the field intensity.

The three terms in equation (5.1) are respectively the atomic kinetic energy and external

potential, the bare cavity mode Hamiltonian, and the atom-cavity interaction. Cavity

losses through the cavity mirrors are treated via a master equation with Liouvillian,

L̂ρ̂ = −~κ
2

∑
k=±kC

(
â†kâkρ̂+ ρ̂â†kâk − 2âkρ̂â

†
k

)
, (5.2)

where ρ̂ is the reduced density matrix for the atom-cavity system, and κ is the cavity

linewidth.

We perform a canonical transformation of the cavity mode operators to symmetric

and anti-symmetric modes,

b̂± =
âkC ± â−kC√

2
. (5.3)

The bare cavity Hamiltonian in terms of these operators is given by

ĤC =
√

2~η
(
b̂+ + b̂†+

)
− ~∆p

(
b̂†+b̂+ + b̂†−b̂−

)
. (5.4)

The symmetric mode, b̂+, is pumped by the in-coupled lasers whereas the anti-symmetric

mode, b̂−, is not. The b̂+ mode has a mode function proportional to cos (kCz) and sets

up the lattice potential, as follows.

The equation of motion for the symmetric field amplitude is

i
d〈b̂+〉
dt

=
(
−iκ

2
−∆p

)
〈b̂+〉+

√
2η + 2g0〈b̂+Ĉ〉+ ig0〈b̂−Ŝ2〉, (5.5)

where

Ĉ =

∫
dz cos2 (kCz) Ψ̂†(z)Ψ̂(z), (5.6)

Ŝ2 =

∫
dz sin (2kCz) Ψ̂†(z)Ψ̂(z). (5.7)
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We perform another transformation to a fluctuation operator, d̂+ = b̂+ − β, leaving

the anti-symmetric mode unchanged, d̂− = b̂−. The mean steady-state amplitude, β, is

given by

β = 〈b̂+〉 =

√
2η

∆p − 2g0〈Ĉ〉0 + iκ/2
, (5.8)

where 〈Ĉ〉0 is 〈Ĉ〉 evaluated at t = 0.

The equations of motion for both d̂+ and d̂− are given by

i
d〈d̂−〉
dt

=
(
−∆p − i

κ

2

)
〈d̂−〉+ 2g0〈d̂−Ŝ〉 − ig0〈d̂+Ŝ2〉 − ig0β〈Ŝ2〉, (5.9)

and

i
d〈d̂+〉
dt

=
(
−∆p − i

κ

2

)
〈d̂+〉+ 2g0〈d̂+Ĉ〉+ ig0〈d̂−Ŝ2〉+ 2g0β

(
〈Ĉ〉 − 〈Ĉ〉0

)
, (5.10)

where

Ŝ =

∫
dz sin2(kCz)Ψ̂

†(z)Ψ̂(z). (5.11)

Finally, the equation of motion for the atomic field operator is given by

i~
dΨ̂(z)

dt
=

(
− ~2

2m

d2

dz2
+ Vlat(z) + Vext(z)

)
Ψ̂(z)

+ i~g0

(
β∗d̂− − βd̂†−

)
sin(2kCz)Ψ̂(z) + 2~g0

(
βd̂†+ + β∗d̂+

)
cos2 (kCz) Ψ̂(z)

+ 2~g0 d̂
†
−d̂− sin2(kCz)Ψ̂(z) + 2~g0 d̂

†
+d̂+ cos2 (kCz) Ψ̂(z)

+ i~g0

(
d̂†+d̂− − d̂

†
−d̂+

)
sin(2kCz)Ψ̂(z), (5.12)

where Vlat(z) = V0 cos2 (kCz) is a conservative lattice potential of depth, V0 = 2~g0|β|2.

This depth is proportional to the number of photons |β|2 in the symmetric mode.

Since the coupling strength ~g0 will be relatively small due to the large detuning between

cavity fields and atomic resonances, the number of photons in the symmetric mode will

have to be relatively large. Using the parameters below, we arrive at a coupling strength

of about 10−4ER, and assuming that we want lattice depths of at least a couple ER,

|β|2 must be on the order of 104–105. In addition, in order to be able to neglect field
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fluctuations relative to the mean field, we must have that |β| � |β|2. This is clearly

satisfied for |β|2 ∼ 104–105.

At the beginning of this section, we outlined the conditions that need to be met

in order for the cavity fields to act as both an external, lattice potential and a weak

probe for the atoms. We can now put a more precise spin on these conditions.

First, in equations (5.9) and (5.10), the third term represents an effective coupling

to the other mode mediated by the atoms, i.e. coherent scattering of photons off of the

atoms between the modes. In order for d̂− to act as an atomic probe, it needs to be

decoupled from d̂+, so we need to be able to neglect this term. Examination of these

equations indicates that the symmetric fluctuation field amplitude 〈d̂+〉 must be much

smaller than the steady-state symmetric mode amplitude β. Equivalently, the number

of photons in the fluctuation field must be much smaller than the number of photons in

the mean field. Using the scaling arguments described below, this condition translates

into satisfying the relation

|g0β|Na

κ
� |β| =⇒ |g0|Na

κ
� 1. (5.13)

Secondly, we can interpret the terms in lines two, three, and four of equation

(5.12) as extra effective lattice potentials that arise due to the presence of photons in

the anti-symmetric mode and in the symmetric fluctuation field. For instance, the first

term in line three is a sine-squared lattice whose depth is 2g0d̂
†
−d̂−. In this case, it is

necessary that the number of photons in the anti-symmetric mode is much smaller than

the number of photons in the symmetric mean field. Equation (5.13) again guarantees

this condition.

5.1.2 Eliminating higher-order correlations

We make the preceding discussion more rigorous by computing the equations of

motion for higher-order moments in order to generate scaling relations for correlations
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such as 〈d̂−Ŝ〉. By comparing these scales, we can eliminate many of the offending terms

in equations (5.9), (5.10), and (5.12).

Upon examining equations (5.9) and (5.10), it is apparent that in order for d̂− to

act as a probe field, we must be able to neglect the higher-order atom-field correlations

such as 〈d̂+Ŝ2〉. In addition, we must be able to neglect all but the first term in equation

(5.12) in order that the lattice field act as an external, conservative potential.

To ensure that these conditions are satisfied, we examine the equations of mo-

tion for operators such as 〈d̂+Ĉ〉. Specifically, we compute the equation of motion for

〈d̂±Ψ̂†Ψ̂〉, given by

i~
d〈d̂±Ψ̂†Ψ̂〉

dt
= 〈d̂±[Ψ̂†Ψ̂, Ĥ]〉+ 〈[d̂±, Ĥ]Ψ̂†Ψ̂〉 − i~κ

2
〈d̂±Ψ̂†Ψ̂〉. (5.14)

The first term is small and can be neglected. For this reason, we drop it in the following

discussion and return to it at the end. For d̂− and d̂+ separately, the equations of

motion become

i~
d〈d̂−Ψ̂†Ψ̂〉

dt
=

(
−~∆p − i

~κ
2

)
〈d̂−Ψ̂†Ψ̂〉 − i~g0β〈Ŝ2Ψ̂†Ψ̂〉

+ 2~g0〈d̂−ŜΨ̂†Ψ̂〉 − i~g0〈d̂+Ŝ2Ψ̂†Ψ̂〉, (5.15)

and

i~
d〈d̂+Ψ̂†Ψ̂〉

dt
=

(
−~∆p − i

~κ
2

)
〈d̂+Ψ̂†Ψ̂〉+ 2~g0〈d̂+ĈΨ̂†Ψ̂〉

+ 2~g0β
(
〈ĈΨ̂†Ψ̂〉 − 〈Ĉ〉0〈Ψ̂†Ψ̂〉

)
+ i~g0〈d̂−Ŝ2Ψ̂†Ψ̂〉. (5.16)

For the purpose of making a scaling argument, we drop all terms involving the

product of a field operator with four atomic operators. Scaling relations for these

quantities can be derived by adiabatically slaving them to the lower-order correlation

functions. This is done by setting the time derivatives to zero, resulting in

〈d̂+Ψ̂†Ψ̂〉 = −i4g0β

κ
(〈ĈΨ̂†Ψ̂〉 − 〈Ĉ〉0〈Ψ̂†Ψ̂〉), (5.17)

〈d̂−Ψ̂†Ψ̂〉 = −2g0β

κ
〈Ŝ2Ψ̂†Ψ̂〉, (5.18)
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implying that

〈d̂+Ŝ2〉 = −i2g0β

κ
(〈ĈŜ2〉 − 〈Ĉ〉0〈Ŝ2〉), (5.19)

〈d̂−Ŝ〉 = −g0β

κ
〈Ŝ2Ŝ〉. (5.20)

Plugging these back into the equations of motion for 〈d̂±〉, we have

i
d〈d̂−〉
dt

=
(
−∆p − i

κ

2

)
〈d̂−〉 − 2

g0

κ
g0β(〈ĈŜ2〉 − 〈Ĉ〉0〈Ŝ2〉 − 〈Ŝ2Ŝ〉)− ig0β〈Ŝ2〉, (5.21)

and

i
d〈d̂+〉
dt

= −iκ
2
〈d̂+〉 − 4ig0

g0β

κ
(〈Ĉ2〉 − 〈Ĉ〉0〈Ĉ〉)

− ig0
g0β

κ
〈Ŝ2Ŝ2〉+ 2g0β(〈Ĉ〉 − 〈Ĉ〉0). (5.22)

The terms with four atomic operators scale as

∣∣∣g0

κ
g0β〈Ĉ〉〈Ŝ2〉

∣∣∣ ∼ |g0Na|
κ
|g0β〈Ŝ2〉|∣∣∣g0

κ
g0β(〈Ĉ2〉 − 〈Ĉ〉〈Ĉ0〉)

∣∣∣ ∼ |g0Na|
κ
|g0β〈Ĉ − Ĉ0〉|∣∣∣g0

κ
g0β〈Ŝ2Ŝ2〉

∣∣∣ ∼ |g0Na|
κ
|g0β〈Ŝ2〉|. (5.23)

As long as |g0Na|/κ� 1, these higher-order correlations can be neglected.

The scaling relations for d̂± are then

〈d̂−〉 =
2g0β

κ
〈Ŝ2〉, (5.24)

〈d̂+〉 = −i4g0β

κ
(〈Ĉ〉 − 〈Ĉ〉0). (5.25)

We can use these relations to determine the approximate size of the non-conservative

terms in equation 5.12. Recalling that V0 = 2~g0|β|2, we have

2~g0d̂
†
−d̂− ≈ V0

4g2
0

κ2
|〈Ŝ2〉|2 ∼ V0

(
g0Na

κ

)2

, (5.26)

2~g0d̂
†
+d̂+ ≈ V0

16g2
0

κ2
|〈Ĉ〉 − 〈Ĉ〉0|2 ∼ V0

(
g0Na

κ

)2

, (5.27)

i~g0(d̂†+d̂− − d̂
†
−d̂+) = −V0

8g2
0

κ2
〈Ŝ2〉(〈Ĉ〉 − 〈Ĉ〉0) ∼ V0

(
g0Na

κ

)2

. (5.28)
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Each of these coupling constants is down from V0 by at least a factor of (g0Na/κ)2; we

can neglect them. The last terms involve products of β with the fluctuation operators

d̂±, which come in scaling as V0(g0Na/κ) rather than V0(g0Na/κ)2. It turns out that

these are zero to first order, however:

β∗d̂+ + βd̂†+ ∼ −iβ∗
4g0β

κ
(〈Ĉ〉 − 〈Ĉ〉0) + βi

4g0β
∗

κ
(〈Ĉ〉 − 〈Ĉ〉0) = 0, (5.29)

β∗d̂− − βd̂†− ∼ β∗
2g0β

κ
〈Ŝ2〉 − β

2g0β
∗

κ
〈Ŝ2〉 = 0. (5.30)

Thus, we can also neglect these terms.

Finally, we return to the terms, 〈d̂±[Ψ̂†Ψ̂, Ĥ]〉. The equations of motions for the

atomic number density is

[Ψ̂†Ψ̂, Ĥ] = i
dΨ̂†Ψ̂

dt
= − ~2

2m

(
Ψ̂†(z)

∂2Ψ̂(z)

∂z2
− ∂2Ψ̂†(z)

∂z2
Ψ̂(z)

)
(5.31)

To first approximation, this is essentially 〈d̂±〉 times the expectation value of the atomic

kinetic energy. The kinetic energy is approximately the square of the group velocity of

the atomic wave-packet. In the tight-binding limit (V0 ≥ 5ER), the energy of the

single-particle wave-packet is given by

~ε = −~2J cos(dq), (5.32)

where d is the lattice spacing, q is the (continuous) quasi-momentum, and J is the

hopping energy. The group velocity is

vg =
∂ε

∂q
= 2Jd sin(dq). (5.33)

The maximum kinetic energy is then

T0 =
1

2
mv2

g,0 =
1

2
m(2Jd)2 = π2ER

(
~J
ER

)2

. (5.34)

The kinetic energy is about ten times the tunneling rate squared in units of the recoil

energy. We can approximate the tunneling rate as

~J = ERe
−V0/4ER , (5.35)
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which indicates that the kinetic energy is on the order of ten recoils at most.

We can make the approximation,

〈d̂±[Ψ̂†Ψ̂, Ĥ]〉 ≈ π2ER

(
~J
ER

)2

〈d̂±Ψ̂†Ψ̂〉 ≤ π2ER〈d̂±Ψ̂†Ψ̂〉. (5.36)

This term is a dispersive shift, and since

π2ER � ~κ, (5.37)

we may neglect it. Finally, ensuring that we can neglect all of these terms compared to

the external potential requires explicit knowledge of the form of Vext and will therefore

be left for the next section.

Thus, in the correlation hierarchy, each consecutive order scales as |g0|Na/κ times

the previous order. For instance, 〈d̂+Ψ̂†Ψ̂〉 scales as |g0|Na/κ times 〈Ψ̂†Ψ̂〉. Therefore

requiring |g0|Na/κ � 1 allows us to neglect all terms involving correlations between

three or more operators. We reiterate finally that this condition is equivalent with the

physical requirement that the numbers of photons in d̂± are small compared with the

number of photons in the symmetric mean field, since

|〈d̂±〉| ∼
|g0β|Na

κ
� |β|. (5.38)

With these approximations in hand, we solve equations (5.9) and (5.10) by adia-

batically slaving the fields to the atomic motion, yielding.

〈d̂−〉 =
−ig0β〈Ŝ2〉
∆p + iκ/2

, (5.39)

〈d̂+〉 =
2g0β(〈Ĉ〉 − 〈Ĉ〉0)

∆p + iκ/2
. (5.40)

The equation of motion for the atomic field operator is

i~
dΨ̂(z)

dt
=

(
− ~2

2m

d2

dz2
+ Vlat(z) + Vext(z)

)
Ψ̂(z), (5.41)

and the probe field amplitude is given by

〈d̂−(t)〉 =
−ig0β

∆p + iκ/2
〈Ŝ2〉. (5.42)
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Figure 5.2: Schematic of the balanced heterodyne detection scheme. The out-coupled
cavity beams, â±kC , are combined to form symmetric (b̂+) and anti-symmetric (b̂−)
modes. The antisymmetric mode beats against a strong local oscillator (LO), âLO and
photodetectors count the number of photons in the quadratures of b̂−. The difference
of these counts is the signal.

Since the atoms are independent of each other and couple symmetrically to the light

field, we can in equation (5.42) make the replacement,

〈Ŝ2〉 → Na〈ψ(t)| sin(2kCẑ)|ψ(t)〉, (5.43)

where |ψ(t)〉 is a single-particle state satisfying equation (5.41) with Ψ̂(z)→ |ψ(t)〉.

5.1.3 Detection scheme and signal-to-noise ratio

Through equation (5.42), 〈d̂−〉 provides a measure of the atomic dynamics inside

the cavity. In reference [85], two schemes for detection of atomic motion using the out-

coupled cavity fields were presented. We here review the superior case, where balanced

heterodyne detection of d̂− is performed. Briefly, the signal is combined with a strong

local oscillator (LO) at a 50/50 beam-splitter, and the two output signals are measured

with photo-detectors and subtracted from each other. This differencing cancels the large

mean-field signal created by the LO. The noise is dominated by the LO noise and is

conveniently cancelled when computing their signal-to-noise ratio. The general setup is

illustrated in figure 5.2.
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In what follows, we compute the exact expressions for the signal and the signal-

to-noise ratio for this heterodyne detection scheme. We use a basic quantum Langevin

approach [44] combined with beam-splitter theory [76] to exactly calculate the signal

power spectrum and signal variance, and the signal-to-noise ratio is computed as the

ratio.

According to input-output theory [44] this field is proportional to

d̂out =
√
κ d̂− + d̂in. (5.44)

Input-output theory relates the fields inside and outside a cavity using a quantum

Langevin approach, writing the output (i.e. signal) field in terms of the input field and

the field out-coupled from the cavity. Equation (5.44) has a simple interpretation as

the superposition of two electromagnetic fields,
√
κ d̂− and d̂in, and can be viewed as

a boundary condition at the cavity output. In this case, the input field state is the

vacuum, which results in 〈d̂out〉 =
√
κ 〈d̂−〉.

The output field is combined at a 50/50 beam-splitter with a strong local oscilla-

tor. The output fields at the beam-splitter are given by b̂2

b̂1

 =
1√
2

 −i 1

1 −i


 d̂out

âLO

 . (5.45)

The intensities of these two fields are measured with photodetectors. These signals are

subtracted from each other, mixed with an oscillating signal cos(ωt) and integrated in

time. The final signal is proportional to

N̂(ω, T ) =

∫ T

0
dt
(
b̂†2(t)b̂2(t)− b̂†1(t)b̂1(t)

)
cos(ωt). (5.46)

Defining

αLO = 〈âLO〉 = |αLO|e−iωLOteiφLO , (5.47)

âLO = αLO + v̂, (5.48)
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we can write

b̂†2b̂2 − b̂
†
1b̂1 = i(α∗LOd̂out − αLOd̂

†
out) + i(v̂†d̂out − d̂†outv̂) ≈ i(α∗LOd̂− αLOd̂

†), (5.49)

where we have taken d̂ =
√
κ d̂− for convenience, and we have assumed that the local

oscillator has a very large amplitude. Finally,

N̂(ω, T ) =

∫ T

0
dt i

(
|αLO|eiωLOte−iφLO d̂(t)− |αLO|e−iωLOteiφLO d̂†(t)

)
cos(ωt)

=
iT |αLO|e−iφLO

2
d̂(ωLO + ω) +

iT |αLO|eiφLO

2
d̂(ωLO − ω) + H.c. (5.50)

where we have defined

d̂(ω) =
1

T

∫ T

0
dt eiωtd̂(t). (5.51)

The signal variance is given by

〈∆N̂2(ω, T )〉 =
〈

(N̂(ω, T )− 〈N̂(ω, T )〉)2
〉
. (5.52)

We define the signal fluctuation operator,

∆d̂(α) = d̂(α)− 〈d̂(α)〉, (5.53)

and make the assumption that the signal is at all times a coherent state, in which case

∆d̂(α) is in the vacuum, and therefore only anti-normal-ordered correlation functions

involving these operators are non-zero. In addition, we assume that

〈∆d̂(t)∆d̂(t′)〉 = δ(t− t′), (5.54)

which is approximately valid when the interrogation time T is much larger than 1/κ.

We are left with

4

T 2|αLO|2
〈∆N̂2(ω, T )〉 = 〈∆d̂(ωLO + ω)∆d̂†(ωLO + ω)〉+ 〈∆d̂(ωLO + ω)∆d̂†(ωLO − ω)〉

+ (ω → −ω). (5.55)
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Noting that

〈∆d̂(α)∆d̂†(α′)〉 =
1

T

∫ T

0
dt eiαt

1

T

∫ T

0
dt′ e−iα

′t′〈∆d̂(t)∆d̂†(t′)〉

=
1

T

∫ T

0
dt eiαt

1

T

∫ T

0
dt′ e−iα

′t′δ(t− t′)

=
1

T

(
1

T

∫ T

0
dt ei(α−α

′)t

)
, (5.56)

we can see that only the diagonal terms contribute here—with a factor of 1/T—so that

〈∆N̂2(ω, T )〉 =
|αLO|2 T

2
. (5.57)

We are finally in a position to compute the signal-to-noise ratio. We define the

signal quadrature operator,

q̂−(α, φLO) =
i√
2

(e−iφLO d̂−(α)− eiφLO d̂†−(α)). (5.58)

in which case our signal is given by

〈N̂(ω, T )〉 =
T |αLO|

√
κ√

2
〈q̂−(ωLO + ω, φLO)〉+

T |αLO|
√
κ√

2
〈q̂−(ωLO − ω, φLO)〉. (5.59)

The signal-to-noise is given by the ratio of the signal power to signal variance, which is

SNR =
|〈N̂(ω, T )〉|2

〈∆N̂2(ω, T )〉
= κT |〈q̂−(ωLO − ω, φLO)〉+ (ω → −ω)|2. (5.60)

If we are looking for a particular dynamical frequency ω0 of the atomic motion, we set

ω ≈ ωLO − ω0. For the system investigated below, we find that when the field has a

large amplitude at ω0, it does not have a large amplitude at 2ωLO − ω0. Thus, we may

drop the first term, leaving

SNR = κT |〈q̂−(ω, φLO)〉|2. (5.61)

By varying the phase φLO on the local oscillator, we can maximize this signal-to-noise

ratio.
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5.2 Results

In this section, we consider the motion of atoms confined in the optical lattice in

the presence of gravity,

Vext(z) = mgz, (5.62)

and use the scheme outlined in the previous section to probe the motion of the atoms.

Gravity measurements are important for instance for optical lattice clocks [79]. For this

reason, we treat the specific system of a gas of 87Sr atoms, although the method certainly

applies to many species of atoms. The parameters for the coupled atom-cavity system

are chosen to reflect current experimental conditions. They are λC = 2π/kC = 813 nm,

~κ = 100ER, ∆p = ωp − ω = 0, ~g0 = 10−4ER, and Na = 104, implying derived

parameters of ER ≈ 2π 4 kHz ~ and mgd ≈ 0.25ER; ER = ~2k2
C/2m is the recoil energy

of the lattice, and d = π/kC is the lattice spacing.

We have to ensure that the back-action of both d̂− and d̂+ on the atoms is

still negligible. Specifically, the coupling strengths in equation (5.12) must be small

compared to the characteristic coupling strength of Vext, ~ωB = mgd. These conditions

are met if |V0|(g0Na/κ)2 � ~ωB. This inequality is satisfied for the parameters above.

While these conditions are necessary, the exact criteria for being able to neglect the

back-action of the fields on the atoms requires more careful numerical study. We do not

perform these investigations here.

Within this setup, we envision an experiment in which the atoms are initially

loaded into a harmonic trap. A vertical one-dimensional optical lattice is slowly ramped

on so that the atoms are in the ground state of the combined potential of trap and lattice

for a non-interacting gas. The trap is switched off over a time that is long compared to

the time-scale of vibrational dynamics in order to prevent inter-band transitions during

the switch-off. The gas is then allowed to evolve under gravity. In the presence of such a

constant force, the atoms undergo Bloch oscillations. This dynamics is briefly reviewed
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in the following discussion.

5.2.1 System dynamics: Bloch oscillations

The central result of the theory describing Bloch oscillations is the acceleration

theorem, based on a semi-classical equation of motion [8], which states that the average

quasi-momentum of a wave-packet restricted to the first band increases linearly in time

until it reaches the Brillouin zone (BZ) boundary, at which point it is Bragg-reflected.

Explicitly, this is

~〈q〉(t) = ~〈q〉(0) +mgt, (5.63)

where the quasi-momentum, q, is restricted to the range, −kC ≤ q ≤ kC. Since the group

velocity of the atomic wave-packet is given by the derivative of the dispersion relation

[8], the periodic nature of the quasi-momentum implies that the atomic momentum

oscillates at a frequency, ωB = mgd/~. These Bloch oscillations will persist as long as

there is negligible Landau-Zener tunneling to higher bands. Each time the wave-packet

reaches the BZ boundary, a fraction of population is transferred to the second band,

given by [91]

PLZ = exp

(
−π

2

8

∆2

mgdER

)
, (5.64)

where ∆ is the band-gap at the boundary. When ∆2 < 4mgdER, the population transfer

is appreciable, and vibrational dynamics within lattice sites significantly complicate the

behavior of the atoms. For this reason, we restrict our attention to lattice depths greater

than 3ER, where PLZ is at most 10−5 for our choice of parameters.

In order to understand how Bloch oscillations are reflected in the time-dependence

of the probe field, we carefully consider equation (5.42). The operator, sin(2kCẑ), is

periodic in space with period d and has odd parity, implying that it connects two Bloch

states, |ψ(n)
q 〉 and |ψ(n′)

q′ 〉, only if the quasi-momenta are equal, q = q′, and the bands
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satisfy n− n′ = odd. Expanding the atomic wave function in the Bloch states as

|ψ〉 =
∑
n,q

c(n)
q |ψ(n)

q 〉, (5.65)

we can approximate the matrix element in equation (5.42) as

〈ψ| sin(2kCẑ)|ψ〉 ≈
∑
q

ρ(1,2)
q,q + h.c., (5.66)

where ρ
(1,2)
q,q = c

(1)∗
q c

(2)
q is the coherence between bands one and two. This assumes an

initial state confined to the first band in the case of negligible coupling to bands three

and higher. Using equation (5.41), we can derive an approximate equation of motion

for the coherence; it is

i
dρ

(1,2)
q,q

dt
= ∆(1,2)(q)ρ(1,2)

q,q + ωBρ
(1)
q , (5.67)

where ρ
(1)
q is the population of the q-quasi-momentum state in the first band, and

~∆(1,2)(q) = E
(2)
q −E(1)

q is the energy difference between the q-quasi-momentum Bloch

states in the first two bands. Since ∆(1,2)(q)� ωB, the coherence follows the first-band

population adiabatically. In this approximation, ρ
(1,2)
q,q = −ρ(1)

q ωB/∆
(1,2)(q).

Combining this expression for a wave-packet that is narrow in quasi-momentum

with equation (5.63), equation (5.42) becomes approximately

〈d̂−(t)〉 ≈ ig0βNa

∆p + iκ/2

ωB
∆(1,2)(mgt)

. (5.68)

This expression implies that the probe field amplitude is largest when the atomic wave-

packet is centered at the BZ boundary since ∆(1,2)(mgt) is smallest at this point.

Equations (5.41) and (5.42) are numerically integrated for an initial state that is

a Gaussian of spatial width, σ, projected into the first band. This approximates the

ground state of the combined potential of lattice and harmonic trap for a non-interacting

gas. An example of the system dynamics is illustrated in figure 5.3, where V0 = −3ER,

and σ = 2d. A vertical slice through figure 5.3(a) is the wave function density in the
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first band plotted versus quasi-momentum at an instant in time. The center of this

wave-packet moves linearly in time and is reflected at the BZ boundary (q = kC), as

in equation (5.63). Bloch oscillations are illustrated in figure 5.3(b), where the atomic

momentum oscillates in time. Finally, the response of the probe field to this dynamics

is illustrated in figure 5.3(c). As predicted above, the probe field intensity peaks when

the atomic wave-packet reaches the BZ boundary.

5.2.2 Signal and SNR

As described in section 5.1, the probe field is combined at the cavity output with

a strong local oscillator, and the resulting signal is proportional to a quadrature of the

probe field, equation (5.58). An example of such a signal is plotted in figure 5.4. There

is a clear peak at the Bloch oscillation frequency in the signal power spectrum, but there

are also several harmonics present. In calculating the SNR, equation (5.61), we place a

notch-filter about ωB and count only the total number of photons out-coupled from the

quadrature at this frequency.

There are a few properties of the system that can affect the SNR. First, the width

of the initial wave-packet has an effect. It is easiest to see why this is so by taking as

the initial state a Wannier function, which is a coherent superposition of Bloch states

in a single band, populated equally. According to equation (5.63), the wave-packet is

continuously reaching the BZ boundary, and the oscillation in the signal is washed out.

Second, when the lattice is too deep, the first two bands are essentially flat, in which

case ∆
(1,2)
q does not change with quasi-momentum, eliminating the oscillations in the

signal according to equation (5.68).

The temperature of the atomic gas can also significantly influence the SNR. For a

finite temperature, the pure state in equation (5.43) is replaced with a density matrix.

The incoherent sum over different states of the atoms will alter the expectation value,

possibly reducing it. In addition, the temperature and chemical potential of the gas de-
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Figure 5.3: Example of system dynamics for V0 = −3ER and initial state a Gaussian of
width σ = 2d projected into the first band. (a) Atomic density in the first band plotted
versus quasi-momentum. White corresponds to zero population, black to maximal pop-
ulation. Population in the second band is at most 0.001Na. (b) Expectation value of
atomic momentum illustrating Bloch oscillations. (c) Number of photons in the probe
field.
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Figure 5.4: Examples of the (a) signal power and (b) signal power spectrum, computed
with parameters, V0 = −3ER, ~g0 = 10−4ER, Na = 104, and ~κ = 100ER. The signal
displays a clear oscillation at the Bloch frequency, ωB = 0.25ER/~.
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Figure 5.5: Signal-to-noise ratio as a function of the initial wave-packet width for an
interrogation time of 1s and for lattice depths of V0 = −3,−4,−5,−10,−15ER. For
σ < 2d, the SNR is reduced due to parts of the wave-packet constantly moving past the
Brillouin zone boundary, where the signal peaks. The SNR saturates near σ = 2d.

termine the relative populations of the various Bloch states, and appreciable population

in higher bands can destroy Bloch oscillations. As long as the temperature is smaller

than the bandgap, kBT � ~∆
(1,2)
kC

, this effect will be small.

Finally, the replacement, equation (5.43), can not be made when the atoms are

not independent, e.g. if they interact with each other. In this case it is possible that

the scaling of the SNR with the number of atoms will be reduced from N2
a . A proper

treatment of thermal and interaction effects is necessary for exact results. Here, we

neglect both interactions and finite temperature for the case of 87Sr atoms, in which

case equation (5.43) is valid.

Equation (5.12) is numerically integrated for a time t = 400~/ER. The resulting

wave function is used to compute the probe field amplitude, equation (5.42), which is

Fourier-transformed and squared, yielding the power spectrum. The SNR is computed

and scaled up linearly to an interrogation time of 1s, which assumes that coherence time

of the Bloch oscillations is longer than 1s.

The results are plotted in figures 5.5 and 5.6. The SNR rises from zero for small

wave-packet widths and saturates near σ = 2d. The decrease in SNR for σ < 2d is a

result of the fact that the wave-packet is wide in quasi-momentum, which means that
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Figure 5.6: Signal-to-noise ratio as a function of lattice depth for σ = 2d and an
interrogation time of 1s. For |V0| < 3ER, significant Landau-Zener tunneling to the
second band destroys Bloch oscillations. For |V0| > 3ER, the SNR decreases due to the
increasing flatness of the lowest band.
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a significant portion of the wave-packet is at the BZ boundary for all times. We get a

maximum when the lattice depth is relatively small, |V0| ≈ 3ER, and the SNR decreases

with increasing lattice depth.

5.3 Conclusion

We have described a general cavity QED system in which properties of atomic

dynamics can be probed in situ and non-destructively. One cavity field is strong enough

to act as a conservative lattice potential for the atoms, and the other cavity field is weak

so that it acts as a non-destructive probe of atomic motion. This technique is applied to

the detection of Bloch oscillations. Balanced heterodyne detection of the probe field at

the cavity output combined with integration in time and across the atomic cloud allows

for SNRs as high as 104.

Examining equations (5.42) and (5.61), we can see that the SNR can be increased

by either decreasing the cavity linewidth, κ, at fixed lattice depth and atom-cavity

coupling or increasing the coupling constant, g0, at fixed V0 and κ. The linewidth can

be decreased as long as the system remains in the bad cavity limit. However, a linewidth

of κ = 100ER is already very small from an experimental standpoint, so decreasing it

beyond this level is a technological challenge. On the other hand, g0 can be varied

merely by varying the detuning between the cavity fields and atomic transitions. In

addition, the SNR scales with the square of the number of atoms, so increasing Na

beyond the 104 level assumed in this paper is also desirable. This can all be done to

the extent that the conditions outlined in section 5.1 and section 5.2 are still met.

This scheme can be extended for use in detection of various atomic properties,

and the measurement of Bloch oscillations itself can be viewed as a general DC probe for

atomic dynamics and states. For instance, Bloch oscillations may be used for measure-

ment of fundamental constants [28] and for Casimir forces [132]. Varying the detuning

between two lattice beams gives rise to an effective acceleration of the lattice [91], and
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band physics may be probed by varying the Bloch oscillation frequency in such a setup.

Breakdown of Bloch oscillations are a signature of many-body effects in an atomic gas

[42], and this is signaled by a reduction in SNR compared to the non-interacting case.

Two generalizations of this measurement technique are readily realizable. We may

implement a time-periodic force whose tunable driving frequency can be a spectroscopic

probe of atomic dynamics. The simplest examples of this include shaking the lattice

[62] and modulating the amplitude of the lattice [1]. Another important extension of

the method involves measuring higher-order correlation functions of the out-coupled

probe field. Since one cavity field operator couples to two atomic field operators (see for

instance equation (5.9)), higher-order properties of the atoms such as density-density

correlations can easily be measured with standard quantum optical techniques. The use

of higher-order correlation functions of the probe field is a starting point for generalizing

this technique to probe many-body physics in optical lattices.



Chapter 6

Cavity QED Measurements of Many-Body Dynamics

Near the Mott-Insulator Regime

In the previous chapter, we presented a method for probing the dynamics of non-

interacting atoms trapped in an optical lattice by monitoring the light field out-coupled

from an optical cavity. For this particular measurement, we predicted signal-to-noise

(SNR) ratios as high as 104. There were a number of drawbacks in this technique.

First, the condition that the cavity fields act simultaneously as both the probe field and

the lattice field limited the measurement to one where the atomic dynamics induce at

least coherences between bands. Since the signal went to zero as the lattice depth was

increased, this method was restricted to small lattice depths. In addition, we were not

able to vary the probe wavelength relative to the lattice wavelength. Finally, the method

worked only for atomic wave-packets with widths of at least a few lattice constants

In this chapter, we relax the condition that the cavity fields act as both lattice

and probe fields, allowing us to optimize the signal as a function of system parameters

such as probe wavelength even in systems where the lattice depth is large. The detection

scheme is applied to the atomic dynamics of atoms near the Mott-insulator regime that

are subjected to a constant external force. This system is modeled by a single-band

Bose-Hubbard model with a linear energy shift. Atoms are allowed to hop around the

lattice when the energy offset between adjacent wells is nearly equal to the two-particle

interaction strength. This physics is closely related to that exploited in atomtronic
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Figure 6.1: Schematic of the atomic system. In the Mott-insulator regime with unit-
filling, there is exactly one particle per site. When the lattice is tilted so that the
difference in energy ~ωB between adjacent wells is equal to the two-particle interaction
strength U , particles are free to hop one site to the left. Assuming the rest of the
lattice wells each contain one atom, the state pictured is the one-dipole state, |1; l〉 ∝
b̂†l b̂l+1|ψMI〉.

systems to emulate electronic devices such as diodes [103].

We first develop the theory of atomic dynamics in this system, using the methods

described in reference [112] as a starting point. Following this, we couple this system

to the two counter-propagating modes of a ring cavity and examine the behavior of the

lattice fields in this special atomic regime.

6.1 Atomic Dynamics

The Hamiltonian for atoms moving in a one-dimensional optical lattice in the

presence of a constant force is given by

Ĥ =

∫
dz Ψ̂†(z)

(
− ~2

2M

d2

dz2
+ V0 cos2(kLz) +Maz + ~g0Ψ̂†(z)Ψ̂(z)

)
Ψ̂(z), (6.1)

where F = Ma is the force acting on the particles of mass M . As in Chapter 3,

we expand the atomic field operators in Wannier states. In the tight-binding regime

(V0 ≥ 10ER), the Hamiltonian reduces to the standard Bose-Hubbard model with an

extra linear shift,

ĤA =
∑
j

(ε+MgZ +Mgdj)b̂†j b̂j − J
∑
〈j,k〉

b̂†j b̂k +
U

2

∑
j

b̂†j b̂
†
j b̂j b̂j , (6.2)
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where

Z =

∫
dz w∗(z)zw(z). (6.3)

We have dropped the band index n since in this regime, all of the dynamics occurs

within the first band, n = 1. This system is illustrated in figure 6.1.

This Hamiltonian is the starting point for the physics investigated in this chapter.

We restrict our attention to parameter regimes near the Mott-insulator phase, U � J ,

with the linear shift approximately equal to the on-site interaction energy,

U ≈ ~ωB = Mgd. (6.4)

In this regime, if the system is initialized in the Mott insulator state, the atomic dynam-

ics considerably simplifies. This simplification can be effected by deriving an effective

low-energy Hamiltonian in a reduced Hilbert space consisting of states near-resonant

with the integer-filled number state. Since particle numbers are conserved, we can drop

the on-site energy terms involving ε and MgZ. In addition, we mainly consider a filling

fraction of 1. The general behavior observed should be sustained for larger integer filling

fractions. Finally, we consider finite-sized lattices with N sites.

6.1.1 Dipole Hamiltonian

As an approximation to the Mott-insulator state, we consider the unit-filled state,

|ψMI〉 =

(
N∏
k=1

b̂†k

)
|0〉. (6.5)

This state has energy

EMI = 〈ψMI|ĤA|ψMI〉 =
1

2
N(N + 1)~ωB. (6.6)
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It is directly connected via the hopping part of the Hamiltonian to the states,

|1; l〉 =
1√
2
b̂†l b̂l+1|ψMI〉, (6.7)

|1; l+〉 =
1√
2
b̂†l+1b̂l|ψMI〉, (6.8)

l = 1, . . . N − 1, (6.9)

which respectively have energies

E1;l = 〈1; l|ĤA|1; l〉 =
1

2
N(N + 1)~ωB + U − ~ωB, (6.10)

and

E1;l+ = 〈1; l+|ĤA|1; l+〉 =
1

2
N(N + 1)~ωB + U + ~ωB, (6.11)

The state |1; l〉 has one particle per site except at sites l and l + 1 where there are two

and zero particles, respectively. The state |1; l+〉 is similar except that the number of

particles on sites l and l+1 are zero and two, respectively. The MI state is also connected

to states where the two-particle and zero-particle sites are not adjacent. However, since

the coupling is second order in the hopping J , and the states are separated in energy,

we can neglect them as long as we consider small enough timescales for the dynamics.

We work in the parameter regime where

U ≈ ~ωB, (6.12)

|J | � U + ~ωB. (6.13)

The states |1; l+〉 then couple to |ψMI〉 with coupling constant,

gMI,+ ∼
J2

U + ~ωB
� J, (6.14)

so we can neglect these states.

This argument easily generalizes when we consider, for instance, the states that

|1; l〉 are connected to. These consist of states where two particles have been moved one
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site to the left,

|2; l, j〉 =
1

2
b̂†l b̂l+1b̂

†
j b̂j+1|ψMI〉 :

j = 1, . . . , l − 2

l = 3, . . . , N − 1

. (6.15)

The domains chosen for the site indices j and l ensure that if there is a “hole” at sites

j and l, then on each of the sites l + 1 and j + 1, there are two particles. These states

have energy,

E1;l = 〈1; l|ĤA|1; l〉 =
1

2
N(N + 1)~ωB + 2(U − ~ωB), (6.16)

and again, since U ≈ ~ωB, these states are near-resonant with the |1; l〉 states and are

connected with coupling proportional to J .

In general, the near-resonant subspace is spanned by the states,

|M ; kM , . . . , k1〉 =
1√
2M

M∏
i=1

b̂†ki b̂ki+1|, (6.17a)

ki = 2i− 1, . . . , ki+1 − 2, (6.17b)

kM = 2M − 1, . . . , N − 1. (6.17c)

The parameter, M , counts the number of dipoles—that is, the number of zero-particle/two-

particle adjacent-site pairs—in the state |M ; kM , . . . , k1〉, and the two-particle sites are

given by the site indices {kM , . . . , k1}. The maximum number of dipoles in an N -site

lattice is bN/2c, where b·c is the floor function. The total number of dipole states in

the M -dipole subspace is given by

nM =
(N −M)!

M !(N − 2M)!
=

(
N −M
M

)
. (6.18)

We enumerate the states as

nkM ,...,k1 = 1 +

M∑
m=1

(
km −m
m

)
. (6.19)

A state |M + 1; kM+1, . . . , k1〉 is connected via the hopping terms to the states

|M ; lM , . . . , l1〉 where we have simply removed one of the ki’s. Since this connection
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implies a particle hopping onto an already occupied site, we get an extra factor of
√

2

due to the bosonic nature of the particles. The Hamiltonian restricted to these subspaces

can be written as

ĤD =
1

2
N(N + 1)~ωB +

bN/2c∑
M=0

Ĥ(M) +

bN/2c−1∑
M=0

Ĥ
(M→M+1)
J + H.c., (6.20a)

Ĥ(M) =
∑

kM ,...,k1

M(U − ~ωB)|M ; kM , . . . , k1〉〈M ; kM , . . . , k1|, (6.20b)

Ĥ
(M→M+1)
J = −J

√
2

∑
kM+1,...,k1

|M + 1; kM+1, . . . , k1〉

×
M+1∑
n=1

〈M ; kM+1, . . . , kn+1, kn−1, . . . , k1|, (6.20c)

where it is understood that for M = 0, there is no sum over ki’s, and the single state is

exactly |ψMI〉.

6.1.2 Symmetric Hamiltonian

We can get an idea of how to further simplify this Hamiltonian by first considering

the coupling between the Mott-insulator state and the one-dipole subspace, given by

Ĥ
(0→1)
J = −J

√
2

N−1∑
l=1

|1; l1〉〈ψMI|. (6.21)

We define a new basis for the one-dipole subspace by

|1; l〉 =
1√
N − 1

N−2∑
m=0

e−i2πml/N−1|1m〉. (6.22)

Renaming |ψMI〉 as |0〉 (we can think of this state as the dipole “vacuum”), Ĥ
(0→1)
J

becomes

Ĥ
(0→1)
J = −J

√
2|10〉〈0|. (6.23)

Consequently, as far as the dipole vacuum is concerned, the only relevant state in the

one-dipole subspace is |10〉. The states |1m 6=0〉 do not couple to |0〉 so they can be

neglected.
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The problem is more complicated for the general coupling problem. Taking the

above as a guide, we define a new basis, |Mm〉, for the M -dipole subspace by

|Mm〉 =
1
√
nM

∑
kM ,...,k1

ei2πmnkM,...,k1
/nM |M ; kM , . . . , k1〉, (6.24)

|M ; kM , . . . , k1〉 =
1
√
nM

nM−1∑
m=0

e−i2πmnkM,...,k1
/nM |Mm〉. (6.25)

In terms of these new states, Ĥ
(M→M+1)
J becomes

Ĥ
(M→M+1)
J = −J

√
2

∑
kM+1,...,l1

|M + 1; kM+1, . . . , k1〉

×
M+1∑
n=1

1
√
nM

nM−1∑
m=0

ei2πmnkM+1,...,kn+1,kn−1,...,k1
/nM 〈Mm|

= −J
√

2

nM−1∑
m=0

(M + 1)

√
nM+1

nM
|M + 1;ψm〉〈Mm|. (6.26)

where we have defined the states,

|M + 1;ψm〉 =
∑

kM+1,...,k1

M+1∑
n=1

ei2πmnkM+1,...,kn+1,kn−1,...,k1
/nM

(M + 1)
√
nM+1

|M + 1; kM+1, . . . , k1〉.

(6.27)

This new set of states is not identical with the set defined in equation (6.24). We

can see this by noting that each state in equation (6.24) gets multiplied by one phase

only, whereas each state in the expansion, equation (6.27), is multiplied by a sum of

phases. These new states do not comprise an orthogonal set, and in general they are

not normalized. We note however that |M + 1;ψ0〉 = |(M + 1)0〉.

If the system is initialized in the state |0〉, then for short times, this state will

evolve into |10〉, which will in turn evolve into |20〉, as we can see from taking the special

case Ĥ
(1→2)
J above. Since |(M + 1)0〉 is not in general orthogonal to |M + 1;ψm6=0〉, it

is coupled to |Mm 6=0〉 through these states. For instance, |20〉 is coupled to the states

|1m6=0〉 through other states within the two-dipole subspace. If the overlap between

these states is small, however, then we can neglect them as long as we evolve only for

short enough times.



109

We can compute these overlaps as

S
(M)
m′m = 〈M ;ψm′ |M ;ψm〉 (6.28)

=
1

M2

1

nM

M∑
n′,n=1

∑
kM ,...,k1

ei2πmnkM,...,kn+1,kn−1,...,k1
/nM−1

× e−i2πm
′nkM,...,kn′+1,kn′−1,...,k1

/nM−1
. (6.29)

In order to characterize the total overlap of the |M ;ψm6=0〉’s with |M0〉, we compute the

quantity,

S
(M)
0 =

√∑
m6=0

∣∣∣S(M)
0,m

∣∣∣2. (6.30)

In figure 6.2 we have plotted some of these overlaps. For large enough numbers of lattice

sites, those dipole subspaces that are close to the dipole vacuum have the property that

the overlaps are small. However, for dipole subspaces far from the dipole vacuum (e.g.

M = bN/2c), these overlaps are not small and in fact are never zero. This means that if

we evolve long enough so that these large dipole-number subspaces get populated, then

we cannot simplify the Hamiltonian. We note that this is a qualitative argument, and

a rigorous, quantitative argument for this approximation requires appealing to second-

order perturbation theory or the variational principle.

For short times, the only states relevant to the dynamics are the states |M0〉. The

hopping Hamiltonians become

Ĥ
(M→M+1)
J = −J(M + 1)

√
2

√
nM+1

nM
|(M + 1)0〉〈M0|. (6.31)

The effective tunneling parameter is given by

J (M→M+1) = J(M + 1)
√

2

√
nM+1

nM
= J
√

2

√
(M + 1)(N − 2M)(N − 2M − 1)

(N −M)
. (6.32)

The size of this reduced Hilbert space is bN/2c + 1, which scales as the number of

sites, N . This is a huge reduction over the full Hamiltonian and even over the dipole

Hamiltonian derived in the previous section.
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Figure 6.2: Overlaps S
(M)
0 in the M -dipole subspace. (a) As the number of sites is

increased in a fixed dipole subspace, the total overlap decreases, indicating that the
extra states, |M ;ψm6=0〉 become more irrelevant. (b) The overlaps tend towards zero as
long as M . N/4.
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6.1.3 Validity of the approximations

In this section, we investigate the general dynamics in various parameter regimes.

We have two main goals: (a) to determine when the approximate Hamiltonians gener-

ated in the previous sections are useful, and (b) to determine the large-N behavior of

the system.

6.1.3.1 Comparison of full basis and dipole basis dynamics

We first determine how well the dynamics are approximated using only states in

the dipole subspace. To do this, we vary the interaction strength U at a fixed number of

sites N = 6. Taking the initial state to be the unit-filled state, we evolve the system for

a time ∆t = 2000~/ER. The lattice depth is V0 = −15ER, corresponding to a hopping

energy of J = 0.0065ER, so that ∆t ≈ 13~/J . We are therefore evolving over timescales

relevant to the atomic dynamics. The interaction strength U takes on values 5J , 10J ,

20J , and 70J . We consider the exactly resonant case, ~ωB = U .

In figure 6.3, we plot the total population PD in the dipole subspace as a function

of time using the full Hilbert space of 6 atoms in 6 sites. As the interaction strength

is increased from 5J to 70J , PD saturates at 1, indicating that the bulk of the atomic

dynamics is occurring within the dipole subspaces once the interaction strength is large

enough. This is consistent with the discussion in previous sections.

However, as we can see from figure 6.4, the population in the dipole subspaces

decreases with the number of sites at a fixed U ; in this figure, PD is plotted for N = 2, 3,

4, 5, and 6 at U = 20J . Apparently, there is a lattice-size dependence in the dynamics.

In making the dipole approximation, it is not enough to stipulate U � J . Equation

6.32 suggests that the proper condition is U � J
√
N , although this may not be enough

if higher dipole subspaces get populated.
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Figure 6.3: Total population PD of the dipole subspaces for a six-site lattice computed
using the full-basis Hamiltonian. As the interaction strength is increased from U = 5J
(blue) through U = 10J (purple) and U = 20J (red) to U = 70J (black), this population
saturates at 1, indicating that the dynamics occur mainly within the dipole subspaces.
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Figure 6.4: Total population PD of the dipole subspaces for an interaction strength of
U = 20J computed using the full-basis Hamiltonian. As the number of sites is increased
from N = 2 (purple) through N = 3 (blue), N = 4 (red), and N = 5 (black) to N = 6
(green), this population decreases, indicating that there is the dynamics depend in some
non-trivial way on the system size.
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Figure 6.5: Total population PS in the symmetric states as a function of time as com-
puted with the dipole subspace Hamiltonian. The lattice size is varied, taking on values
of N = 4, 5, 6, 8, 10, 12, 15, and 18 sites. As the lattice size is increased, the symmetric
Hamiltonian approximation gets worse. The timescale over which non-symmetric states
get populated is given by ~/J , indicated as a vertical dashed line.

6.1.3.2 Comparison of dipole basis and symmetric basis dynamics

The situation is not as promising for the symmetric Hamiltonian. In figure 6.5,

we plot the total symmetric-state population at U = ~ωB for lattice sizes ranging from

N = 4 to N = 18 using the dipole subspace Hamiltonian. The approximation that the

dynamics occur within the symmetric subspace is good only for times t � ~/J ; this

timescale is indicated as a vertical dashed line in the figure. For lattice sizes N ≥ 18 and

times greater than t > ~/J , the atomic dynamics occur entirely outside the symmetric

subspace. For this reason, the symmetric approximation made in the previous section

is not a good one. However, there is evidence that such an approximation works in

a dilute gas, i.e. one where the number of atoms is much smaller than the number of

lattice sites [110].

6.1.3.3 Two-state dynamics for |U − ~ωB| � J

There is one special case where the symmetric Hamiltonian is a good approxima-

tion for the atomic system. When |U − ~ωB| � J , the coupling of the unit-filled state

|ψMI〉 to dipole subspaces beyond M = 1 scales as J2/|U −~ωB| � J . The system then
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Figure 6.6: Population in the symmetric states as a function of time for |U − ~ωB| � J
computed using the dipole subspace Hamiltonian. The system undergoes off-resonant
Rabi-type oscillations between the unit-filled state (black) and the symmetric one-dipole
state (blue). Other symmetric dipole states get negligibly populated. Parameters here
are N = 10, U = 100J , J ≈ 0.0065ER, and ~ω = U − 20J .

reduces to a two state system with Hamiltonian,

Ĥ2 = (U − ~ωB)|1〉〈1| − J
√

2(N − 1)(|1〉〈0|+ |0〉〈1|), (6.33)

and the system displays Rabi-like oscillations between the unit-filled state and the sym-

metric one-dipole state. These dynamics are particularly simple, and we therefore con-

sider them below in the discussion of the optical detection of the atomic motion in this

system. An example of these dynamics is plotted in figure 6.6. The general dynamics

of this system is left for future work.

6.2 Detection Scheme

In order to optically probe the atomic dynamics just discussed, we place the

system inside an optical cavity that supports two counter-propagating running-wave

modes. We pump one of the two cavity modes, and photons from this mode scatter off

the atoms into the second mode. A heterodyne detection scheme at the cavity output

allows us to measure the dynamics of the amplitude of the probe field. From this

measurement, we can infer certain characteristics of the atomic motion.
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The Hamiltonians for the bare cavity modes and the cavity-atom interaction are

given by

ĤC = ~ωN̂C + ~η(â†kC + âkC), (6.34)

ĤA/C = ~g0N̂AN̂C + ~g0

∫
dz Ψ̂†(z)

(
â†kC â−kCe

−i2kCz + â†−kC âkCe
i2kCz

)
Ψ̂(z), (6.35)

where

N̂A =

∫
dzΨ̂†(z)Ψ̂(z), (6.36)

N̂C = â†kC âkC + â†−kC â−kC , (6.37)

are the total number of atoms and total number of photons, respectively. Decay of the

cavity modes out of the cavity is given by the Liouvillian,

L̂ρ̂ = −~κ
2

∑
k=±kC

(
â†kâkρ̂+ ρ̂â†kâk − 2âkρ̂â

†
k

)
. (6.38)

If we assume that the number of photons in both modes is small enough, we can assume

that the atomic dynamics is unaffected by the presence of the cavity. In particular, no

interband transitions are induced by the presence of photons in the cavity. In this case,

we can expand ĤA/C in the Wannier functions from the previous section, resulting in

ĤA/C = ~g0N̂AN̂C + ~g0

∑
j′,j

b̂†j′ b̂j â
†
−kC âkCfj′,j(2kC) + H.c., (6.39)

where

fj′,j(k) =

∫
dz w∗(z − zj′)eikzw(z − zj). (6.40)

Taking

2kC = 2nkL + q0, (6.41a)

0 ≤ q0 ≤ 2kL, (6.41b)

n ∈ Z, (6.41c)
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the single-particle matrix element becomes

fj′,j(2kC) = e−iq0j
′d 1

N

∑
q

eiq(j−j
′)d

∫
dz ψ∗q+q0(z)ei2nkLz

(
eiq0zψq(z)

)
, (6.42)

since eiq0z has a well-defined quasi-momentum as a sum over Bloch states with the same

quasi-momentum. We define

I(n)
q (q0) =

∫
dz ψ∗q+q0(z)ei2nkLz

(
eiq0zψq(z)

)
. (6.43)

If we restrict our attention only to the dipole subspaces, then the only terms that survive

in ĤA/C are those involving b̂†j b̂j and b̂†j b̂j±1. In this case, the interaction Hamiltonian

is

ĤA/C = ~g0N̂AN̂C + â†−kC âkC~g0

(
1

N

∑
q

I(n)
q (q0)

)∑
j

b̂†j b̂je
−iq0jd + H.c.

+ â†−kC âkC~g0

(
e−iq0d

1

N

∑
q

I(n)
q (q0)e−iqd

)∑
j

b̂†j+1b̂je
−iq0jd + H.c.

+ â†−kC âkC~g0

(
eiq0d

1

N

∑
q

I(n)
q (q0)eiqd

)∑
j

b̂†j−1b̂je
iq0jd + H.c. (6.44)

This shows us that the plane-wave index n is irrelevant to the extent that the

dependence on n is absorbed into the coupling constants. It may make a difference in

the relative strength of the two terms, but it is clear that the q0 is the more important

quantity. For this reason, we set n = 0 in what directly follows and take Iq(q0) = I
(0)
q (q0).

In figure 6.7, we plot the absolute value of the single-particle matrix elements, f0,0(q0)

and f1,0(q0) as a function of quasi-momentum for different lattice depths. As the lattice

depth is increased, |f0,0| increases and |f1,0| decreases. In addition, |f0,0| ≈ 1 across all

quasi-momenta, whereas |f1,0| = 0 at q0 = π/d. For this reason, we choose q0 = π/d

so that the second and third terms in equation (6.44) are zero, and the probe field is

sensitive only to the site-numbers. In this way, the signal depends explicitly on the

dipole subspace in which the dynamics is occurring.

With the balanced heterodyne detection outlined in the previous chapter, we can

detect the cavity field amplitude proportional to 〈â−kC〉. In order to determine what
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Figure 6.7: Hubbard model coupling parameters fi,j(q0) for the detection scheme plotted
as a function of quasi-momentum. (a) The diagonal coupling f0,0 increases as a function
of lattice depth V0 and is roughly constant across quasi-momenta. (b) The next-to-
nearest-neighbor coupling f1,0 decreases with lattice depth and is exactly zero at q0 =
π/d.
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properties of the atomic motion this will measure, we compute the equations of motion

for 〈â±kC〉. They are

i
d〈â−kC〉
dt

=
(
δp + g0〈N̂A〉 − i

κ

2

)
〈â−kC〉+ g0f0,0(q0)

∑
j

〈âkC b̂
†
j b̂j〉e

−iq0jd (6.45)

and

i
d〈âkC〉
dt

=
(
δp + g0〈N̂A〉 − i

κ

2

)
〈âkC〉+ η + g0f0,0(q0)

∑
j

〈â−kC b̂
†
j b̂j〉e

iq0jd (6.46)

Since the cavity linewidth is large, we can adiabatically slave 〈âkC〉 to the atomic motion,

writing

〈âkC〉 → α =
−η

δp + g0〈N̂A〉 − iκ/2
, (6.47)

We have neglected the other terms because they are small compared to both κ and

〈N̂A〉. We can also adiabatically solve for 〈â−kC〉, resulting in

〈â−kC〉 =
−αg0f0,0(q0)

δp + g0〈N̂A〉 − iκ/2
〈n̂(q0)〉, (6.48)

where

n̂(q0) =
∑
j

〈b̂†j b̂j〉e
−iq0jd. (6.49)

The last quantity is the one that tells us how the field amplitude reflects the atomic

dynamics. In the next section, we explore the behavior of this expectation value for the

various types of atomic states that show up in our approximations.

6.2.1 Dipole-subspace detection

We need to determine what sort of information about the atomic dynamics that

detection of the field amplitude allows us access to. As a first step, we compute the

expectation values, 〈M ; kM , . . . , k1|n̂(π/d)|M ; kM , . . . , k1〉. All other expectation values

vanish, since |M ; kM , . . . , k1〉 are site-number eigenstates. Abbreviating |M ; kM , . . . , k1〉
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as |M ; {ki}〉, the matrix elements are

〈M ; {ki}|n̂(π/d)|M ; {ki}〉 =
∑
j

〈M ; {ki}|b̂†j b̂j |M ; {ki}〉e−ijπ

=
∑
j

(
M∑
n=1

(δj,kn − δj,kn+1) + 1

)
e−ijπ

= 2
M∑
n=1

(−1)kn +
∑
j

(−1)j . (6.50)

The second term is clearly zero. The size of the first term depends on where the dipoles

are, and it can range anywhere from 0 to ±2M . For instance, if {ki} = {2, 4, 6, 8}, then

the first term is equal to −8, whereas if {ki} = {1, 4, 7, 10}, then it is equal to zero.

This matrix element is sensitive to the distribution of dipoles within a dipole subspace.

In the context of the simplified two-state model of the previous section, we com-

pute

〈1|n̂(π/d)|1〉 =
1

N − 1
2
N−1∑
j=1

(−1)j =
−2

N − 1
, (6.51)

where we have assumed a lattice with an even number of sites. While this quantity

differs from zero, which is the value of 〈0|n̂(π/d)|0〉, it decreases with the lattice size,

indicating that the signal will not be very strong for large lattices. In figure 6.8, we have

plotted F from equation (6.49) as a function of time for the system described in figure

6.6. The field oscillates from 0, which indicates that the atoms are in the unit-filled

states, to 0.0013, which is where the atoms are in a superposition of unit-filled and

symmetric one-dipole states.

6.2.2 Conclusion

We have investigated a system comprised of strongly-interacting bosons confined

in a tilted optical lattice. In the regime where the interaction strength is equal to the

energy difference between adjacent lattice wells, the system dynamics take place in a

restricted subspace that consists of so-called dipole states.
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Figure 6.8: Time sequence for |〈n̂(q0)〉|2. The probe-field intensity is proportional to
this quantity. The signal oscillates between 0 and 0.0015. The maximum value 0.0015
depends on the population of the symmetric one-dipole state.
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We have also developed a method for measuring this atomic dynamics by coupling

the atoms to two counter-propagating modes of an optical cavity. Pumping one mode

strongly, we detect the light-field out-coupled through the cavity mirrors from the second

mode. The center-of-mass motion is reflected in the dynamics of the probe field, as we

demonstrate for one special case where the atomic motion consists of particles oscillating

back and forth between adjacent wells.

The detection scheme is relatively insensitive to the dynamics in this special

case, but there is a strong signal for dipole states far from the unit-filled state. One

generalization of this measurement method is to measure higher-order correlations of

the light-field, since they are coupled to higher-order correlation functions of the atoms

such as 〈n̂in̂j〉. These density-density correlations are sensitive to differences in particle

number on different sites, and therefore this may be a better differentiator of the dipole

states.

Eventually, this system might be utilized as a probe for more complicated many-

body systems—for instance, those experiencing long-range interactions.



Chapter 7

Quantum Non-Demolition Measurement

of the Photon Number in a Cavity

Up to this point, we have been interested in the properties of single- and many-

particle atomic systems and how these properties might be experimentally probed with

light. In the final chapter of this thesis, we reverse our focus and examine a cavity

QED system in which atoms may be used to probe the state of the light field. In this

case, we perform a quantum nondemolition (QND) measurement of the cavity photon

number by measuring the internal state of an atom dispersively coupled to a single

mode of the cavity. Besides providing tests of fundamental principles such as quantum

measurement theory, this setup allows for a simple method of preparing non-classical

states of light such number states. These states are important in precision metrology

applications where the goal is to beat the standard quantum limit of measurement

uncertainty [55, 83].

We imagine an experiment where a cloud of two-level atoms are subjected to a

π/2-pulse. The ground state atoms are split off and allowed to evolve freely, whereas the

excited state atoms are allowed to interact with a single standing-wave mode of a far-

detuned optical resonator. We operate in the Bragg regime where the recoil energy of the

atom during absorption and re-emission of a photon is much larger than the interaction

strength. This restricts the dynamics to two center-of-mass states undergoing Rabi-like

oscillations with a photon-number dependent frequency. The excited and ground state
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atoms are recombined and subjected to a second π/2-pulse. The population inversion

of each atom is measured, and the photon number is inferred using a Bayesian method.

A similar scheme was proposed for making QND measurements of the photon

number by measuring the momentum distribution of atoms sent through a cavity [56].

This system operated in the Raman-Nath regime [88] where many Bragg peaks appear

in the atomic momentum distribution. This requires that the atom-field interaction

time must be much smaller than the inverse recoil frequency.

Our scheme is also closely connected to the microwave cavity QND measurements

performed in the group of Raimond and Haroche [50]. In these experiments, Rydberg

atoms are sent through a high finesse cavity. The recoil imparted to the atom during ab-

sorption or emission of a microwave photon is negligible in these situations. In addition,

the interaction is such that the population inversion of the atoms is unchanged. The

relative phase between excited and ground state changes with a frequency dependent on

the number of photons in the cavity, and Ramsey interferometry at the cavity output

allows to infer the photon number in the cavity.

Quantum non-demolition measurements have in general been applied to high-

fidelity readout of ionic qubit states [59], to probing of Rabi oscillations in cesium

clocks [26, 131], and to proposals for atomic state preparation in ultracold gases [87].

7.1 Ramsey Interferometry in the Bragg Regime

For the purposes of this QND measurement scheme, we need the probability that

an atom is in the excited state given there are n photons in the cavity. The Hamiltonian

describing the interaction of a single two-level atom with one quantized standing-wave

mode of a linear cavity and a classical clock laser is

Ĥ =
~δ
2
σ̂z +

1

2m
P̂ 2 + ~ωâ†â

+ 2~g â†â cos2(kCẑ) +
~Ω

2

(
σ̂+eikLx̂ + σ̂−e−ikLx̂

)
, (7.1)
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where P̂ is the center-of-mass momentum of the atom, δ is the detuning between the

clock laser frequency and the atomic transition frequency, and kL is the clock-laser wave

vector. We work in the basis where σ̂z, P̂ , and â†â are diagonal,

|σ, p, n〉 = |σ〉|p〉|n〉, (7.2a)

P̂ |p〉 = ~p|p〉, (7.2b)

â†â|n〉 = n|n〉, (7.2c)

σ̂z|σ〉 = (δe,σ − δg,σ)|σ〉. (7.2d)

The matrix elements of the Hamiltonian sans the clock-pulse are

Ĥ
(n)
pp′ = δpp′

(
~2p2

2m
+ ~(g + ω)n

)
+

~gn
2

(
δp′,p+2kC + δp′,p−2kC

)
, (7.3)

where we have left out reference to the internal degrees of freedom.

According to the experiment envisioned above, the initial state of the system is

|ψi〉 = |g, 0, n〉. (7.4)

A π/2-pulse is applied to this state, resulting in

|ψ(0)〉 =
1√
2
|n〉(|0〉|g〉+ |kL〉|e〉). (7.5)

The ground state is allowed to evolve freely for a time t, resulting in

|ψg(t)〉 = eiδt/2e−in(g+ω)t|0〉|g〉|n〉. (7.6)

On the other hand, the excited state atom interacts with the cavity field. We

separate out the free time-dependence of this state and expand in plane-wave modes as

|ψe(t)〉 = e−iδt/2e−in(g+ω)t|n〉|e〉
∑
p

Cp(t)|p〉, (7.7)

Cp(0) = δp,kL . (7.8)

The equation of motion for the coefficient Cp is given by

iĊp =
~

2m
p2Cp +

ng

2
(Cp+2kC + Cp−2kC) . (7.9)
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In particular, the initial state CkL couples directly to CkL±2kC . If we consider a near-

resonant clock-pulse, i.e. kL ≈ kC, and we assume ng � ~k2
C/2m—the condition for

being in the Bragg regime—then we need only consider two states, CkL and CkL−2kC .

We then have the effective Hamiltonian,

Heff = ~

 k2
L~/2m ng/2

ng/2 (kL − 2kC)2~/2m

 , (7.10)

in the basis {|kL〉, |kL − 2kC〉}.

After evolving the initial state for a time t under this Hamiltonian, the state is

given by

|ψ(t)〉 =
1√
2
eiδt/2e−in(g+ω)t|g〉|n〉|0〉

+
1√
2
e−iδt/2e−in(g+ω)t|n〉|e〉 (CkL(t)|kL〉+ CkL−2kC(t)|kL − 2kC〉) , (7.11)

where, given the initial condition Cp(0) = δp,kL ,

CkL(t) = e−iΦt
(

cos

(
Ω

2
t

)
− i∆

Ω
sin

(
Ω

2
t

))
, (7.12)

CkL−2kC(t) = e−iΦt
−iV

Ω
sin

(
Ω

2
t

)
. (7.13)

The parameters in these expressions are

Φ =
~

4m
(k2

L + (kL − 2kC)2), (7.14a)

∆ =
~

2m
(k2

L − (kL − 2kC)2), (7.14b)

V = ng, (7.14c)

Ω =
√
V 2 + ∆2. (7.14d)

We perform a second π/2-pulse and compute the population of the excited state at time

t; it is

P (e|n)(t) =
1

2
− 1

2
cos((δ + Φ)t) cos

(
Ωt

2

)
+

1

2

∆

Ω
sin((δ + Φ)t) sin

(
Ωt

2

)
. (7.15)
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The conditions that this formula is correct were given above as kL ≈ kC and ng �

~k2
C/2m. We can make these conditions more exact by noting that we want |kL〉 to

connect to |kL − 2kC〉 but not to |kL + 2kC〉. The coupling constants between these

states are given by

gkL±2kC ∼
2m

~
(gn)2

(kL ± 2kC)2 − k2
L

=
m

2~
1

kC

(gn)2

kC ± kL
. (7.16)

As long as gn� 2~kC(kC + kL)/m, then the coupling to |kL + 2kC〉 is negligible. This

limits the width of the momentum distribution of the initial ground-state atomic gas

along the axis of the cavity.

For simplicity, we set δ = −Φ, resulting in

P (e|n)(t) =
1

2
− 1

2
cos

ωRt
2

√(
ng

ωR

)2

+ 16

(
kC − kL

kC

)2
 , (7.17)

where ωR = ER/~ is the recoil angular frequency of the cavity field. If the initial

ground-state gas of atoms has a momentum distribution ψ(~p) along the axis of the

cavity, then we replace kL with p + kL in the expression for P (e|n)(t) and integrate it

against |ψ(~p)|2.

7.2 Bayesian Analysis

The Bayes theorem for conditional probabilities,

P (A|B) =
P (A)P (B|A)

P (B)
, (7.18)

states that the conditional probability of A occurring given that B occurred is equal to

the probability that A occurs times the conditional probability that B occurs given A,

up to a normalization. Here, we take A to be the number of cavity photons n and B to

be the internal state of the atom σ, which can be either e or g. The quantity P (σ|n)

is called the forward distribution, P (n|σ) is called the updated distribution, and P (n)

is called the prior distribution and represents our current state of knowledge before the
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next measurement. As measurements are made, our knowledge about the state of the

cavity system is updated, as follows.

We assume that we have some prior knowledge of the distribution P0(n) of photons

in the cavity before any measurements are made. This distribution might be a coherent

state, reflecting our knowledge of the initial cavity system setup, or it might be a uniform

distribution, reflecting our knowledge that the number of photons in the cavity is less

than some number M . After a single measurement σ1 of the internal state of the atom,

our knowledge is updated via Bayes theorem as

P (n|σ1) = N1P0(n)P (σ1|n), (7.19)

where N1 is a normalization. If we make N measurements, obtaining the measurement

record,

REC = {σ1, σ2, . . . , σN}, (7.20)

then the updated probability distribution for having n photons given this record is given

by

P (n|REC) = NNP0(n)

N∏
j=1

P (σj |n). (7.21)

The final state of the field is a number state since P (n|REC) is expected to limit to

some δn,nf
.

This is the standard Bayes prescription for making a series of measurements to

determine a probability distribution, and it coincides with our understanding of the

square of the wave-function (or the diagonal elements of the density matrix) being a

probability distribution. However, quantum mechanics deals in probability amplitudes

first and foremost, and it turns out that there is a quantum Bayes theorem for these

amplitudes [25, 44]. Here, since we are dealing with a QND measurement—i.e. the

measurement of the internal state of the atom does not alter the photon number—

the coherences between different photon number states do not affect the atom-field
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interaction. We can therefore neglect them, allowing us to work with the probabilities

directly rather than the probability amplitudes.

7.2.1 Measurement protocols

In the expression for the forward distribution P (e|n)(t), the time of interaction t

is to this point unspecified. This is intentional, as it determines how fast the Bayesian

inference method converges. To see that this is so, we consider the case where we

know that there are either zero or one photons in the cavity. For simplicity, we assume

kC = kL. If we choose t = 4π/g, then P (e|0)(t) = P (e|1)(t) = 1. The forward

distribution then does not distinguish between the 0 and 1 photon states. In particular,

the updated prior does not change.

Intuitively, what we want is that the prior “maximally changes” when it is up-

dated. One way to achieve this is to have the largest spread in possible values, P (e|n)(t).

The smallest time for which this happens is given by τ = 2π/nmax|g|, where nmax is

the maximum number of photons in the cavity based on our prior knowledge of the

system. In figure 7.1(a), we have plotted the time-dependence of P (e|n) for n = 0 to

n = 10. The probabilities achieve a maximum spread, varying between 0 and 1, at

exactly τ = 2π/10|g|, as can be seen more readily in figure 7.1(b).

According to this measurement protocol, each atom interacts with the cavity

modes for a time τ = 2π/nmax|g|. This is particularly simple, and it seems that we have

gained by the fact that the interaction time is very small. However, there are other

protocols that promise to converge faster than this simple one.

We can see this by investigating figure 7.2. In figure 7.2(a), we have extended

the P (e|n) time sequences out to t = 2π/|g|. At this time, we can see that the P (e|n)

is zero for half of the photon numbers and 1 for the rest (see black curve in 7.2(b)).

This means that if a measurement is made after an atom is allowed to interact for this

amount of time, then the probabilities for half of the photon numbers are automatically
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Figure 7.1: Forward probability distribution P (e|n) for the first measurement protocol.
(a) The forwards for n = 0 to n = 10 are plotted for interaction times from t = 0 to
t = 2π/10|g|. (b) The probabilities at t = 2π/10|g| span the entire range from 0 to 1.
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Figure 7.2: Forward probability distribution P (e|n) for the first optimized protocol. (a)
The forwards for n = 0 to n = 10 are plotted for interaction times from t = 0 to t =
2π/|g|. (b) The probabilities at τ = 2π/|g| (black), τ = 2π/2|g| (blue), and τ = 2π/3|g|
(orange) are each partitioned into sets of photon numbers where the probabilities are
zero or one.

set to zero. This contrasts with measurements made in the previous protocol, where in

any measurement, only n = 0 and n = nmax can be set to zero. This promises to speed

up the convergence process.

We generalize this by noting that there are many times in figure 7.2(a) for which

the photon numbers are partitioned into sets where P (e|n) = 0, P (e|n) = 1, and

0 6= P (e|n) 6= 1. Some examples—τ = 2π/|g| (black), τ = 2π/2|g| (blue), τ = 2π/3|g|

(orange), and τ = 2π/5|g| (green)—are shown in figure 7.2(b).

Based on these considerations, we adopt the following measurement protocol.

Each atom interacts with the cavity mode for a different amount of time. In order,

these are

• τ = 2π/n|g|, where n < nmax is prime.

• τ = 2π/n2|g|, where n is prime and n2 < nmax · · ·

• · · · τ = 2π/nk|g|; k is the maximum power for which there is an n such that n
is prime and satisfies nk < nmax.

• τ = 2π/nmax until the probability distribution is converged.
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Figure 7.3: A three-measurement Bayesian sequence starting with a coherent state of
mean 3 (black). In the first measurement, the result is that the atom is in the excited
state; the initial distribution is multiplied by the forward distribution P (e|n) (blue).
The second measurement yields |g〉, so the updated distribution is multiplied by P (g|n)
(orange). Finally, the third measurement yields |e〉, so the updated distribution is
multiplied by P (e|n) (green).

This measurement scheme can be applied to prepare a number state of the cavity

or to perform tomography on an initial photon number distribution.

7.3 Results

In figure 7.3, four photon-number distributions are plotted. The black curve

is an initial coherent state distribution with mean 3. The next three curves are the

distributions after successive measurements. Here, the measurement record is REC =

{e, g, e}, and therefore the initial distribution gets multiplied first by the distribution in

7.1(b), then by one minus this distribution, and finally by the distribution again. We

can already see how the distribution is narrowing.

In figure 7.4, we show three examples of Bayesian measurement sequences start-

ing from the coherent state distribution with mean 3. These distributions are clearly

converging to different photon numbers, nine, three, and two, respectively. It is also

clear that the convergence is not very fast. That is, even 200 measurements are not

enough to converge two of these distributions.

In figures 7.5 and 7.6, we illustrate similar results as in figures 7.3 and 7.4 except
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Figure 7.4: Three 200-step Bayesian measurement sequences starting with a coherent
state of mean n = 3. (a) The distribution seems to be converging to n = 9, but there
is still significant population in other photon number states. (b) The distribution has
converged to n = 3 after about 150 measurements. (c) The distribution is converging
to n = 2.
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Figure 7.5: A three-measurement Bayesian sequence starting with a coherent state of
mean 3 (black). Here, the second measurement protocol is used. After the first mea-
surement, all odd-number photon states have zero probability (blue). After the second
measurement all photon numbers except for 0, 4, and 8 have zero probability (orange).
Finally, after the third measurement, the zero-photon state has a zero probability, and
the distribution seems to be converging to n = 4 (green). The forward distributions
used here are illustrated in figure 7.2.

that the optimized measurement protocol is used. The distributions are converging an

order of magnitude faster.

Finally, we perform tomography on an initial coherent state of mean n = 3. The

optimized measurement protocol is used, with a total of 19 measurements made in each

sequence. Five thousand sequences are run, and the converged results are collected and

binned. The resulting distribution is essentially identical to the original distribution.

7.4 Experimental Considerations

We have discussed some of the conditions that need to be satisfied in order for

this scheme to work. To reiterate, these conditions are |kC − kL| � |kC + kL| and

gn � 2~kC(kC + kL)/m. Assuming an initial atomic state with momentum ~p and a

resonant π/2-pulse, kC ≈ kL, these conditions become |p| � |p+2kC| and gn� 4~k2
C/m.

The essence of these conditions is that both the atom-field coupling and the width of

the initial atomic momentum distribution along the axis of the cavity need to be much

smaller than the recoil energy of the cavity field.
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Figure 7.6: Three 200-step Bayesian measurement sequences starting with a coherent
state of mean n = 3. Here, the second measurement protocol is used. (a) The distri-
bution converged to n = 8 within 6 measurements. (b) The distribution is converging
to n = 3 after 16 measurements. (c) The distribution converged to n = 2 after 4
measurements.
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Figure 7.7: Reconstruction of the initial coherent state of mean 3 using the Bayesian
measurement sequence. Here, the optimized protocol is used, where in each sequence 19
measurements are made. (a) The initial coherent state distribution. (b) The converged
results of 5000 sequences are binned and plotted. This distribution reconstructs the
original distribution.
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Figure 7.8: Forward distribution for various initial momentum distribution widths. We
assume a Gaussian profile for the atomic momentum distribution and consider different
widths, ∆p = 0 (black), ∆p = 0.005kC (blue), ∆p = 0.02kC (orange), and ∆p = kC

(green).

The width of the initial momentum distribution also affects the convergence of

the Bayesian sequence. We can see this by assuming an initial Gaussian momentum

distribution,

ψ(~p) =
1

π1/4
√

∆p/kC

e−p
2/2∆p2 , (7.22)

for the atoms and integrating the forward distribution—equation 7.17 with kL → p +

kC—against |ψ(~p)|2. In figure 7.8, the modified forward distribution is plotted for

∆p = 0, ∆p = 0.005kC, ∆p = 0.02kC, and ∆p = kC. By the time the width is equal to

the cavity momentum, the forward distribution is essentially flat, and it cannot be used

to distinguish different photon number states in a Bayesian sequence.

Another condition we briefly touched on is that the lifetime 1/γ of the atomic

excited state needs to be larger than the time involved in a single Bayes measurement,

i.e γτ � 1. Similarly, the lifetime 1/κ of photons in the cavity needs to be larger than

the time over which the entire Bayes sequence occurs, i.e κτN � 1 where N is the total

number of measurements made.

As an example, we consider a gas of 87Sr atoms with a temperature of T = 2µK.

The two levels of the atom correspond to the narrow inter-combination line. Typical

experimental parameters are mA = 1.45 × 10−25 kg, λA = 698 nm, γ = 2π mHz,
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λC = 813 nm, and κ = 2π × 10 kHz [78]. In terms of the recoil angular frequency,

ωR = 2π×3441 Hz, we have g ≈ −10−4ωR, kBT ≈ 12 ~ωR, 2π/κ = 10−4s, 2π/γ = 103s,

and τ = 2π/11|g| = 0.26s.

Although the temperature is very much larger than the recoil energy—implying

that the width of the momentum distribution of the atoms is too large for the Bayesian

scheme to work—much of this energy can be given to the transverse motion of the atoms

rather than the motion along the axis of the cavity. The temperature of the gas of atoms

is therefore not a limiting property. However, in this particular setup, the lifetime of

photons in the cavity is much smaller than the time over which a single measurement

is made, rendering the method unfeasible.

7.5 Conclusion

We have demonstrated a Bayesian protocol that measures the number of photons

in a cavity by coupling the field to a sequence of two-level atoms and performing Ramsey

interferometry. With a proper choice of measurement protocol—that is, a choice of

atom-field interaction times—the state of the cavity field can be collapsed onto a number

state within fifteen measurements with a relatively high fidelity. We have demonstrated

that the scheme can be used for both quantum state preparation and quantum state

tomography.

In cases where the cavity linewidth is large, the lifetime of a photon in the cavity

is shorter than the timescale of the measurements required for the Bayesian inference

scheme. However, in this case, the cavity field relaxes to a steady state between mea-

surements of the atomic inversion. In essence, the system is re-prepared after every

single measurement, indicating that we can perform tomography on this steady state.

A possible route to implementing tomography in the bad-cavity limit is outlined in

reference [25], where measurements distributed in time are treated. This will be the

subject of future work.



Chapter 8

Conclusion

In this thesis, we have examined a series of physical systems comprised of gases

of ultracold atoms trapped in optical lattices, and we have proposed methods to probe

these systems with light.

In the first part of this thesis, we examined the ground-state behavior of a gas of

ultracold atoms trapped in a rotating optical lattice. By analogy with quasi-momentum

in translationally invariant periodic systems, the notion of quasi-angular momentum was

introduced to label the eigenstates of a Hamiltonian that has a discrete rotational sym-

metry. This symmetry language was translated into a many-body formalism where the

creation and annihilation operators carried quasi-angular momentum. Systems com-

prised of strongly-interacting bosons and non-interacting fermions in two-dimensional

lattices were investigated. It was shown that quasi-angular momentum is useful in an-

alyzing the ground-state properties of quantum gases of bosons or fermions in rotating

optical lattices. In particular, monitoring the quasi-angular momentum of the ground

state as a function of rotation allowed us to identify transitions between different circu-

lation values.

For the case of strongly-interacting bosons, the quasi-angular momentum m cy-

cles through the values m = modN (nl), where l = 0, 1, 2, . . . and n is the number

of particles. For the case of fermions, m cycles through the values m = modN (nl),

where l = 0, 1, 2, . . . , for odd numbers of particles and m = modN (n(l + 1/2)), where
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l = 0, 1, 2, . . . , for even numbers of particles. A system of non-interacting fermions is

thereby distinguishable from a system of hard-core bosons. Similar behavior obtains for

systems of fermions in two-dimensional square lattices.

We also presented a possible avenue by which the quasi-angular momentum of a

state can be experimentally determined. We identified characteristics in the momentum

distribution distinguishing between different quasi-angular momentum states at low ro-

tation speeds. For single-particle systems in two-dimensional square lattice geometries,

such signatures include the existence of a peak at k = 0 only for the m = 0 state and

peak-spacing differences between m = 2 and m = 1, 3 state.

In the second part of this thesis, we proposed a scheme for non-destructively

probing the dynamics of atoms by coupling them to two counter-propagating modes

of a ring cavity. This scheme satisfied three main goals. The probe was weak so

that the atoms can be continuously monitored without affecting their dynamics. The

cavity fields act simultaneously as both the external lattice potential and the weak

probe for the atoms, requiring no external interrogation fields. The signal-to-noise ratio

was large enough for feasible experimental detection. This method was applied to the

measurement of the Bloch oscillations that non-interacting atoms in an optical lattice

undergo when subjected to a constant, external force. These oscillations were reflected

in the dynamics of the probe field, and balanced heterodyne detection of the probe field

at the cavity output combined with integration in time and across the atomic cloud

allowed for signal-to-noise ratios as high as 104.

We then relaxed the condition that the cavity fields act both as the probe field

and the lattice field. We applied a variant of this measurement scheme to probe the

dynamics of bosonic atoms confined in deep optical lattices and subjected to a constant,

external force. Choosing an energy offset Ω between adjacent lattice wells approximately

equal to the interaction energy U in the Bose-Hubbard model, the Hilbert space could

be reduced to include only so-called “dipole states.” These states are generated from the
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unit-filled state by introducing defects that consist of a pair of adjacent sites in which

one particle has been moved one site to the left. We derived an effective Hamiltonian

in this low-energy subspace.

By exploiting approximate symmetries of the Hamiltonian, we further reduced

the number of relevant states. The final numerical complexity of the problem scaled

linearly with the number of lattice sites rather than exponentially. However, we showed

that the dynamics of the atoms were described by this simple symmetric Hamiltonian

only for short times, after which the population of these states decayed to zero. This

suggested that the system could be described by a master equation.

We investigated how these dynamics would be reflected in the behavior of the

modes of an optical ring-cavity coupled to the gas of atoms. We proposed the following

experimental setup. One mode of the cavity is pumped, and the other mode is monitored

as photons are scattered off of the atoms. The time-dependence of the probe field

amplitude is given schematically by

α ∝
∑
〈i,j〉

〈b̂†i b̂j〉e
−ikjd, (8.1)

where b̂j is the operator annihilating a particle on site j, and d is the lattice spacing.

The quantity on the right hand side is reminiscent of the structure factor of the atomic

gas, and we can infer that the atomic motion can be measured and analyzed through

the behavior of the light field.

The future direction of this work involves completely characterizing the dynamics

of the atoms and the probe field coupled to these atoms. This relatively simple many-

body system can then be used as a probe for more complicated many-particle systems.

For instance, by characterizing how the dynamics change when long-range interactions

between atoms are introduced, it may be possible to use this scheme to probe long-range

correlations between atoms.

In the final part of this thesis, we reversed the paradigm of using light to study
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atomic systems and instead proposed a quantum non-demolition measurement of the

cavity photon number by entangling the field with two momentum states of long-lived

atoms. By means of a sequence of π/2-pulses, the internal states of the atom are

coupled to its external states. We measure the internal state of the atom at the end

of the measurement sequence. By use of quantum Bayesian inference and a series of

measurements, the state of the field collapses to a photon number state. This scheme

can be used not only to prepare a number state of the cavity field, but it also allows us

to perform state tomography to reconstruct an initial prepared state of the field.

We note finally that throughout this thesis, there was a strong hierarchy in the

atom-field interaction. The experimental exploration of quasi-angular momentum in

gases of atoms trapped in rotating lattices comes by way of time-of-flight measurements.

In this case, the dynamics of the atoms is primary, and the light-field plays no part in

the observables of interest. The use of cavity fields to probe the atomic systems in both

chapters 5 and 6 again implies primacy of the atomic dynamics. We spent a lot of time

determining exactly when the dynamics of the probe fields did not affect the atomic

motion. Finally, in the Bayesian scheme for measuring the cavity photon number, the

atomic motion affected the photon dynamics only weakly, whereas the dynamics of the

atoms were very different for different photon numbers.

As evidenced by recent work where the atoms and light-field must be treated on

an equal footing [7, 122], it will be interesting to move beyond these models where there

is a natural hierarchy in the atom-field interaction. This will be the context of future

work.
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[50] C. Guerlin, J. Bernu, S. Deléglise, C. Sayrin, S. Gleyzes, S. Kuhr, M. Brune,
J.-M. Raimond, and S. Haroche. Progressive field-state collapse and quantum
non-demolition photon counting. Nature, 448:889, 2007.

[51] S. Gupta, K. L. Moore, K. W. Murch, and D. M. Stamper-Kurn. Cavity Nonlinear
Optics at Low Photon Numbers from Collective Atomic Motion. Phys. Rev. Lett.,
99:213601, 2007.

[52] M. Hafezi, A. S. Sorensen, E. Demler, and M. D. Lukin. Fractional quantum Hall
effect in optical lattices. Phys. Rev. A, 76:023613, 2007.

[53] M. Holland, S. Marksteiner, P. Marte, and P. Zoller. Measurement Induced Lo-
calization from Spontaneous Decay. Phys Rev. Lett., 76(20):3683, 1996.

[54] M. J. Holland. Unraveling Quantum Dissipation in the Frequency Domain. Phys
Rev. Lett., 81(23):5117, 1998.

[55] M. J. Holland and K. Burnett. Interferometric detection of optical phase shifts at
the Heisenberg limit. Phys. Rev. Lett., 71:1355, 1993.

[56] M. J. Holland, D. F. Walls, and P. Zoller. Quantum Nondemolition Measurements
of Photon Number by Atomic-Beam Deflection. Phys. Rev. Lett., 67(13):1716,
1991.



145

[57] C. J. Hood, M. S. Chapman, T. W. Lynn, and H. J. Kimble. Real-Time Cavity
QED with Single Atoms. Phys. Rev. Lett., 80(19):4157, 1998.

[58] C. J. Hood, T. W. Lynn, A. C. Doherty, A. S. Parkins, and H. J. Kimble. The
atom-cavity microscope: Single atoms bound in orbit by single photons. Science,
287:1447, 2000.

[59] D. B. Hume, T. Rosenband, and D. J. Wineland. High-Fidelity Adaptive Qubit
Detection through Repetitive Quantum Nondemolition Measurements. Phys. Rev.
Lett, 99:120502, 2007.

[60] F. Illuminati and A. Albus. High-Temperature Atomic Superfluidity in lattice
Bose-Fermi Mixtures. Phys. Rev. Lett., 93(9):090406, 2004.

[61] M. Inguscio, W. Ketterle, and C. Salomon, editors.
Ultra-cold Fermi Gases (Proceedings of the International School of Physics ”Enrico Fermi”).
IOP Press, 2007.

[62] V. V. Ivanov, A. Alberti, M. Schioppo, G. Ferrari, M. Artoni, M. L. Chiofalo,
and G. Tino. Coherent Delocalization of Atomic Wave Packets in Driven Lattice
Potentials. Phys. Rev. Lett., 100:043602, 2008.

[63] J. D. Jackson. Classical Electrodynamics. Wiley, 1999.

[64] D. Jaksch, C. Bruder, J. I. Cirac, C. W. Gardiner, and P. Zoller. Cold Bosonic
Atoms in Optical Lattices. Phys. Rev. Lett., 81:3108, 1998.

[65] D. Jaksch and P. Zoller. Creation of effective magnetic fields in optical lattices:
the Hofstadter butterfly for cold neutral atoms. New J. Phys., 5:56, 2003.
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Appendix A

Numerical Implementation

A.1 Lattices

The Hamiltonian for an atom trapped in a one-dimensional sinusoidal lattice is

H(z) = − ~2

2m

d2

dz2
+ V0 cos2(kz). (A.1)

Scaling energies by the recoil energy, ER = ~2k2/2m, momenta by the lattice momen-

tum, ~k, and positions by the inverse lattice wave vector, 1/k = d/π, this becomes

H(z) = ER

(
− d2

dz2
+

V0

2ER
+

V0

2ER
cos(2kz)

)
. (A.2)

Defining,

a =
E

ER
− V0

2ER
,

t =
V0

4ER
, (A.3)

the time-dependent Schrödinger equation can be written as

0 =
d2

dz2
ϕ(z) + (a− 2t cos(2z))ϕ(z). (A.4)

This equation is known as Mathieu’s equation.

A.1.1 Mathieu functions

The solutions, ϕ, can be written according to Bloch theory as

ϕk(φ) = eikφuk(φ) : uk(φ− π) = uk(φ), (A.5)
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for special values of a that make ϕk(φ) periodic with period π. These are known as

Mathieu characteristic values, ak(t) and bk(t), and they have the following important

properties:

ak(t) = bk(t) : k /∈ Z, (A.6a)

a0(t) < b1(t) < a1(t) < b2(t) < a2(t) < · · · : t 6= 0, (A.6b)

a−k(t) = ak(t), (A.6c)

b−k(t) = bk(t). (A.6d)

From now on, we will leave off the parameter t as it is fixed by the lattice depth. We

may decompose ϕk(φ) into parts,

Ck(φ) =
ϕk(φ) + ϕk(−φ)

2
, (A.7)

Sk(φ) =
ϕk(φ)− ϕk(−φ)

2i
, (A.8)

which are respectively even and odd functions of φ. These two functions, known as

the Mathieu cosine and sine functions, respectively, are also eigenstates of Mathieu’s

equation with respective eigenvalues, ak and bk. When k is not an integer, they are

degenerate. If k = m is an integer, we note that

lim
k→m−

Ck(φ) = 0, (A.9)

lim
k→m+

Sk(φ) = 0, (A.10)

so that C and S are exactly equal to the Bloch solutions in this case, corresponding to

ak and bk, respectively.

With these facts in hand, the Mathieu cosine and sine functions can be used to

construct the Bloch solutions in a systematic way. It is clear from equation A.5 that the

quasi-momenta, q, are limited to the interval, −1 ≤ q ≤ 1. Equations A.6c and A.6d
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allow us to consider only k ≥ 0. Excluding integer values for now, write k as

k → kn,q =

 n+ |q| if n = even

n+ |q| − 1 if n = odd

, (A.11)

n ∈ Z+ ∪ {0}, (A.12)

q ∈ (−1, 0) ∪ (0, 1). (A.13)

Defining

C(n)
q (φ) = Ckn,q(φ), (A.14)

S(n)
q (φ) = Skn,q(φ), (A.15)

u(n)
q (φ) = ukn,q(φ) = u

(n)
|q| (φ), (A.16)

and

ϕ(n)
q (φ) = C(n)

q (φ) + iSign(q)S(n)
q (φ)

=
ϕkn,q(φ) + ϕkn,q(−φ)

2
+ i Sign(q)

ϕkn,q(φ)− ϕkn,q(−φ)

2i

= eikn,qφ
u

(n)
|q| (φ) + Sign(q)u

(n)
|q| (φ)

2
+ e−ikn,pφ

u
(n)
|q| (−φ)− Sign(q)u

(n)
|q| (−φ)

2

= eSign(q)ikn,qφu
(n)
|q| (Sign(q)φ), (A.17)

we have that

ϕ(n)
q (φ− π) = eSign(q)ikn,q(φ−π)u

(n)
|q| (Sign(q)(φ− π))

= e−Sign(q)ikn,qπeSign(q)ikn,qφu
(n)
|q| (Sign(q)φ)

= e−Sign(q)ikn,qπψ(n)
q (φ). (A.18)

The exponential factor out front is

e−Sign(q)ikn,qπ =


 e−Sign(q)i(n+|q|)π if n = even

e−Sign(q)i(n+|q|−1)π if n = odd

 = e−iqπ, (A.19)

so that we can write

ϕ(n)
q (φ− π) = e−iqπϕ(n)

q (φ). (A.20)
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For k ∈ Z, we let

k → kn,q =


 n+ |q| if n = even

n+ |q| − 1 if n = odd

 , (A.21)

n ∈ Z+ ∪ {0}, (A.22)

q ∈ [−1, 1), (A.23)

and define

C
(2p+1)
0 (φ) = ϕ

(2p+1)
0 (φ) = C2p(φ), (A.24)

S
(2p+1)
−1 (φ) = ϕ

(2p+1)
−1 (φ) = S2p+1(φ), (A.25)

S
(2p)
0 (φ) = ϕ

(2p)
0 (φ) = S2p(φ), (A.26)

C
(2p)
−1 (φ) = ϕ

(2p)
−1 (φ) = C2p−1(φ), (A.27)

which is consistent with the definition of kn,q except for ϕ
(2p)
−1 (φ) which we must reserve

as a special case. Implicitly, this assumes that

S
(2p+1)
0 (φ) = C

(2p+1)
−1 (φ) = C

(2p)
0 (φ) = S

(2p−1)
−1 (φ) = 0, (A.28)

It is simple to show that these still satisfy

ϕ(n)
q (φ− π) = e−iqπϕ(n)

q (φ). (A.29)

Thus, we can interpret q as the quasi-momentum and n as the band index of this state.

Finally, the eigenvalues are given by the expression

E = ER

(
a+

V0

2ER

)
. (A.30)
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For E
(n)
q , we take

E(n)
q : a→ akn,q : q /∈ Z, (A.31)

E
(2p)
0 : a→ b2p, (A.32)

E
(2p)
−1 : a→ a2p−1, (A.33)

E
(2p+1)
0 : a→ a2p, (A.34)

E
(2p+1)
−1 : a→ b2p+1. (A.35)

A.1.2 Hamiltonian decomposition in momentum space

Instead of using the Mathieu sine and cosine functions – which are special func-

tions implemented in, for instance, Mathematica – we can expand the Hamiltonian,

equation A.1, in momentum eigenstates. Implementing periodic boundary conditions

as an approximation, this generates a finite-dimensional matrix that can be numerically

diagonalized to construct the Bloch eigenstates.

We choose a set of momentum eigenstates,

〈z|n, q〉 = N ei(2kn+q)z, (A.36)

n ∈ Z, (A.37)

0 ≤ q ≤ 2k, (A.38)

where N is a normalization, and we have indexed the states to reflect the periodicity of

the lattice. The matrix elements of the operators in the Hamiltonian are given by,

〈n′, q′|~
i
D̂z|n, q〉 = δnn′δkk′~(2kn+ q), (A.39)

〈n′, q′|−~
2

2m
D̂2
z |n, q〉 = δnn′δqq′

(~(2kn+ q))2

2m
, (A.40)

〈n′, q′| cos(2kz)|n, q〉 =
V0

4
δqq′(δn,n′+1 + δn,n′−1). (A.41)

Thus,

〈n′k′|Ĥ|nk〉 =
(~(2kn+ q))2

2m
δkk′δnn′ +

V0

4
δkk′(δn,n′+1 + δn,n′−1). (A.42)
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This matrix is block-diagonal in the quasi-momentum q. However, n can be any integer,

so this is still an infinite-dimensional matrix. To get around this, we note that the

harmonic trapping term arising from the kinetic energy allows us to truncate the basis

for low-energy states.

Finally, if we scale energies, momenta, and positions as we did in previous sections,

and we apply periodic boundary conditions to get an N -site lattice, the matrix elements

of the Hamiltonian become

〈n′m′|Ĥ|nm〉 =

(
2

N
(Nn+m)

)2

δmm′δnn′ +
v0

4
δmm′(δn,n′+1 + δn,n′−1), (A.43)

where

m =
N

2

q

k
= 0, . . . , N − 1, (A.44)

N =
1√
Nπ

, (A.45)

v0 =
V0

ER
. (A.46)

The eigenstates can be written as

ψp,q(z) = 〈z|ψp,q〉 =
∑
n∈Z

ψ(p,q)
n 〈z|n, q〉 =

∑
n∈Z

ψ(p,q)
n N ei(2kn+q)z, (A.47)

or

ψp,m(z) =

nmax∑
n=nmin

ψ(m,q)
n

1√
Nπ

ei2(Nn+m)z/N , (A.48)

where p is a band-index, and ψ
(p,m)
n are the coefficients of the eigenvectors of the matrix

defined by equation A.43.

A.1.2.1 Bose-Hubbard parameters

We can compute Bose-Hubbard (BH) parameters as a function of lattice depth

using the numerical solutions just derived. Since the definition of the Wannier functions

used in the BH derivation depends on the relative phases between Bloch functions, we

need to be careful about how the coefficients, ψ
(p,m)
n , are defined. Luckily, the matrix
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defined by equation A.43 is real symmetric, which means the eigenvectors can be chosen

to purely real. We then need only worry about an overall minus sign.

With that caveat in hand, we suppose that the coefficients are such that the

functions

w
(p)
j (z) =

1√
N

N−1∑
m=0

ei2πmj/Nψp,m(z) (A.49)

are the Wannier functions in band p. Then, the hopping parameter is

−J (p) = 〈w(p)
j |Ĥ|w

(p)
j+1〉 (A.50)

=
1

N

N−1∑
m,m′=0

ei2πm(j+1)/Ne−i2πm
′j/N 〈ψp,m′ |Ĥ|ψp,m〉

=
1

N

N−1∑
m,m′=0

ei2πm(j+1)/Ne−i2πm
′j/NEp,m〈ψp,m′ |ψp,m〉

=
1

N

N−1∑
m=0

ei2πm/NEp,m. (A.51)

Similarly, the on-site energy is

ε(p) =
1

N

N−1∑
m=0

Ep,m. (A.52)

The parameters used in chapter 6 for p = 1 and 2kC = k2(Nr + l)/N are given by

fj′,j(k) = 〈w′j |ei2(Nr+l)ẑ/N |wj〉 (A.53)

=
1

N

N−1∑
m,m′=0

ei2π(mj−m′j′)/N 〈ψm′ |ei2(Nr+l)ẑ/N |ψm〉

=
1

N

N−1∑
m,m′=0

ei2π(mj−m′j′)/N
∑
s,s′

ψ
(m′)∗
s′ ψ(m)

s 〈s′,m′|ei2(Nr+l)ẑ/N |s,m〉

=
1

N

N−1∑
m=0

ei2π(mj−(m+l)j′)/N
∑
s

ψ
(m+l)∗
s+r ψ(m)

s . (A.54)

A.1.3 Hard-core boson approximation

Here we make explicit the two-state approximation from chapter 3. We write the

states as

|l; {nk}〉 = | . . . , l + nk−1, l + nk, l + nk+1, . . . 〉, (A.55)
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where nj ∈ {0, 1} and stipulate the following conditions:

âj |l; {nk : nj = 0}〉 = 0, (A.56a)

âj |l; {nk : nj = 1}〉 =
√
l + 1|l; {nk : nj = 0}〉, (A.56b)

â†j |l; {nk : nj = 1}〉 = 0, (A.56c)

â†j |l; {nk : nj = 0}〉 =
√
l + 1|l; {nk : nj = 1}〉, (A.56d)

â†j âj |l; {nk : nj = 0}〉 = l|l; {nk : nj = 0}〉, (A.56e)

â†j âj |l; {nk : nj = 0}〉 = (l + 1)|l; {nk : nj = 0}〉. (A.56f)

These conditions imply that the action of the hopping terms is given by

â†j âj±1|l; {nk : nj = 0, nj±1 = 1}〉 = (l + 1)|l; {nk : nj = 1, nj±1 = 0}〉, (A.57)

with all other terms such as â†j âj±1|l; {nk : nj = 0, nj±1 = 0}〉 equal to zero.

We define new operators b̂j that are related to the old ones via

b̂j =
âj√
l + 1

, (A.58)

b̂†j b̂j = â†j âj − l. (A.59)

The relations above imply that the site-number and hopping operators are given by

â†j âj = b̂†j b̂j + l, (A.60a)

â†j âj±1 = (l + 1)b̂†j b̂j±1, (A.60b)

and that these operators satisfy the relations,

[
b̂j , b̂

†
j

]
+

= 1, (A.61a)[
b̂j , b̂j

]
−

= 0, (A.61b)[
b̂i 6=j , b̂

†
j

]
−

= 0. (A.61c)

The particles apparently have boson-like properties except for the fact that no more

than one particle can occupy a single site, which is enforced by equation A.61a. Finally,
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we use equation (A.61a) to re-write the interaction term as

U

2

N∑
j=1

â†j âj

(
â†j âj − 1

)
=
U

2

N∑
j=1

(
b̂†j b̂j + l

)(
b̂†j b̂j + l − 1

)

=
U

2

N∑
j=1

b̂†j

(
1− b̂†j b̂j

)
b̂j

+
U

2

N∑
j=1

(
lb̂†j b̂j + (l − 1)b̂†j b̂j

)
+
U

2

N∑
j=1

l(l − 1)

= Ul
N∑
j=1

b̂†j b̂j + U
1

2
Nl(l − 1). (A.62)

A.1.4 Jordan-Wigner fermions

To do this we need the following properties. The operator b̂†k b̂k is either zero or

one, so

eiπb̂
†
k b̂k = e−iπb̂

†
k b̂k =

(
eiπb̂

†
k b̂k
)†
. (A.63)

In addition, since the site-number operators commute, we can combine these exponen-

tials as

eiπ
∑

k<m b̂†k b̂keiπ
∑

l<n b̂
†
l b̂l = eiπ

∑
k<m b̂†k b̂k+iπ

∑
l<n b̂

†
l b̂l . (A.64)

Finally, since

[
b̂k 6=j , b̂j

]
= 0,

b̂2j = 0, (A.65)

b̂j b̂
†
j b̂j =

(
1− b̂†j b̂j

)
b̂j = b̂j , (A.66)

we have that

eiπb̂
†
j b̂j b̂j 6=k = b̂j 6=ke

iπb̂†j b̂j , (A.67a)

eiπb̂
†
j b̂j b̂j =

∞∑
n=0

(iπ)n

n!

(
b̂†j b̂j

)n
b̂j =

∞∑
n=0

(iπ)n

n!
δn,0

(
b̂†j b̂j

)n
b̂j = b̂j , (A.67b)

b̂je
iπb̂†j b̂j =

∞∑
n=0

(iπ)n

n!
b̂j

(
b̂†j b̂j

)n
=

∞∑
n=0

(iπ)n

n!
b̂j = eiπ b̂j = −b̂j . (A.67c)
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These three conditions imply the relations,

[
b̂j 6=k, e

iπb̂†j b̂j
]
−

= 0, (A.68)[
b̂j , e

iπb̂†j b̂j
]

+
= 0. (A.69)

With these relations in hand, we can show that the ĉj operators are fermionic.

First,

[
ĉj , ĉ

†
j

]
+

=

[
b̂je

iπ
∑

k<j b̂
†
k b̂k , e−iπ

∑
k<j b̂

†
k b̂k b̂†j

]
+

=
[
b̂j , b̂

†
j

]
+
eiπ

∑
k<j b̂

†
k b̂ke−iπ

∑
k<j b̂

†
k b̂k

=
[
b̂j , b̂

†
j

]
+

= 1. (A.70)

Second,

[ĉj<l, ĉl]+ =

[
b̂je

iπ
∑

k<j b̂
†
k b̂k , e−iπ

∑
i<l b̂

†
i b̂i b̂†l

]
+

=

[
b̂j , e

−iπb̂†j b̂j
]

+

b̂†l e
−iπ

∑
n<j b̂

†
nb̂ne−iπ

∑
j<i<l b̂

†
i b̂ieiπ

∑
k<j b̂

†
k b̂k

= 0. (A.71)

The same computation goes through for
[
ĉj<l, ĉ

†
l

]
+

, since owing to

eiπ
∑

k<j b̂
†
k b̂k = e−iπ

∑
k<j b̂

†
k b̂k , (A.72)

the only difference is the substitution b̂l → b̂†l . Finally,

[ĉN , ĉ1]+ =
[
b̂Ne

iπ
∑N−1

k=1 b̂†k b̂k , b̂†1

]
+

= b̂Ne
iπ

∑N−1
k=1 b̂†k b̂k

[
eiπb̂

†
1b̂1 , b̂†1

]
+

= 0. (A.73)

Summarizing, we have derived the anti-commutation relations,

[
ĉj , ĉ

†
j

]
+

= δij , (A.74)

[ĉj , ĉl]+ = 0, (A.75)
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which implies that the ĉ’s are fermionic operators.

Now, this transformation is only really useful if the resulting transformed Hamil-

tonian is quadratic in these operators, since in this case it is known that the excitations

are then fermionic. We need to verify that the exponential factors cancel out. First, we

note that the site-number operators are given by

ĉ†j ĉj = b̂†je
−iπ

∑
k<j b̂

†
k b̂keiπ

∑
k<j b̂

†
k b̂k b̂j = b̂†j b̂j . (A.76)

This allows us to easily invert the JW transformation as

b̂j = ĉje
iπ

∑
k<j ĉ

†
k ĉk . (A.77)

Equation A.67 also holds for ĉj .

The hopping terms become

b̂†j≤N b̂j+1 = ĉ†je
−iπ

∑
k<j ĉ

†
k ĉkeiπ

∑
k<j+1 ĉ

†
k ĉk ĉj+1 = ĉ†je

iπĉ†j ĉj ĉj+1

= ĉ†j ĉj+1, (A.78)

and

b̂†N b̂1 = ĉ†Ne
−iπ

∑N−1
k=1 ĉ†k ĉk ĉ1 = ĉ†Ne

iπĉ†N ĉN e−iπĉ
†
N ĉN e−iπĉ

†
1ĉ1 ĉ1e

−iπ
∑N−1

k=2 ĉ†k ĉk

= ĉ†Ne
iπĉ†N ĉN e−iπĉ

†
1ĉ1 ĉ1e

iπĉ†1ĉ1e−iπĉ
†
1ĉ1e−iπ

∑N−1
k=2 ĉ†k ĉke−iπĉ

†
N ĉN

= ĉ†N (−ĉ1)e−iπN̂

= ĉ†N ĉ1(−1)N̂+1, (A.79)

where

N̂ =
N∑
k=1

b̂†k b̂k =
N∑
k=1

ĉ†k ĉk (A.80)

is the total number of particles minus Nl. The Hamiltonian can then be written as

Ĥ = U
1

2
Nl(l − 1) + Ul

N∑
j=1

ĉ†j ĉj +
N∑
j=1

ε(ω)ĉ†j ĉj

− t(l + 1)
N−1∑
j=1

e−iπωN/4ĉ†j ĉj+1 + H.c.

− t(l + 1)e−iπωN/4ĉ†N ĉ1(−1)N̂+1 + H.c. (A.81)
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A.2 Tilted Lattice Problem

A.2.1 Dipole subspace Hamiltonian

We first prove by induction that the number of states in the M -dipole subspace

for a N -site lattice is given by the expression,

nM =

(
N −M
M

)
. (A.82)

For M = 0, this formula yields 1: there is exactly one MI state. For M = 1, this

formula yields N − 1, which is clearly the exact number of one-dipole states. We can

count the number of M = 2 states by taking all of the M = 1 states and adding an

extra dipole. To avoid double-counting, we only add dipoles to the left of the existing

dipole in the one-dipole subspace. There are N − 3 two-dipole states that we can make

from |1;N − 1〉 since by having a dipole between sites N − 1 and N , we have effectively

removed 2 sites from the lattice. There are N − 4 two-dipole states that we can make

from |1;N − 2〉, by the same argument. We can do the same thing until we reach

the state |1; 3〉 which accommodates exactly one dipole to the left of site 3. Thus, the

number of states is in the two-dipole subspace is

n2 =
N−1∑
j=3

(N − j) =
N−3∑
n=1

n =
1

2
(N − 3)(N − 2) =

(
N − 2

2

)
. (A.83)

In general, we consider the subspace spanned by the vectors,

|M + 1; kM+1, kM , . . . , k1〉 =
1√
2M

M+1∏
i=1

b̂†ki b̂ki+1|ψMI〉 :

ki = 2i− 1, . . . , ki+1 − 2

kM = 2M − 1, . . . , kM+1 − 2

kM+1 = 2M + 1, . . . , N − 1

,

(A.84)

for some 2 ≤M ≤ bN/2c. We choose a specific kM+1; this effectively reduces the lattice

for the remaining dipoles to be of size kM+1 − 1, since we have a dipole between sites

kM+1 and kM+1 + 1. By inductive assumption, there are

nkM+1
=

(
kM+1 − 1−M

M

)
(A.85)
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ways of fitting M dipoles on a lattice of with kM+1−1 sites. Letting kM+1 vary between

2M + 1 and N − 1, we can count the total number of states as

nM+1 =

N−1∑
kM+1=2M+1

nkM+1
=

N−1∑
kM+1=2M+1

(
kM+1 − 1−M

M

)
=

N−2M−2∑
k=0

(
k +M

M

)
.

(A.86)

With repeated uses of the identity,(
x+ y

x

)
=

(
x+ y − 1

x− 1

)
+

(
x+ y − 1

x

)
. (A.87)

it is easy to show that (
N − (M + 1)

M + 1

)
=

N−2M−2∑
k=0

(
k +M

M

)
, (A.88)

and the inductive proof is finished.

This proof also gives us a way to enumerate the states in each dipole subspace.

We label the state |M ; kM , . . . , k1〉 as

nkM ,...,k1 = 1 +

M∑
m=1

(
km −m
m

)
:
ki = 2i− 1, . . . , ki+1 − 2

kM = 2M − 1, . . . , N − 1

. (A.89)

This enumerates the states in order from 1 to
(
N−M
M

)
. Finally, then, we can write

down an effective Hamiltonian that includes only the dipole subspaces. The state

|M + 1; kM+1, . . . , k1〉 is connected to the states |M ; lM , . . . , l1〉 where we have simply

removed one of the ki’s. In terms of the indices, the state labeled by

nkM+1,...,k1 = 1 +

M+1∑
m=1

(
km −m
m

)
(A.90)

in the (M + 1)-dipole subspace is connected to the states labeled by

nkM+1,...,kn+1,kn−1,...,k1 = 1 +

n−1∑
m=1

(
km −m
m

)
+ 1 +

M∑
m=n

(
km+1 −m

m

)
(A.91)

in the M -dipole subspace. Since this connection implies a particle hopping onto an

already occupied site, we get an extra factor of
√

2 due to the bosonic nature of the

particles.
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A.2.2 Symmetric Hamiltonian

For the purposes of analyzing the dynamics and the detection scheme, we need

to know how to numerically implement the quadratic operators, b̂†j b̂j and b̂†j+1b̂j . We

first note that

b̂†j b̂j →
bN/2c∑
M=0

|M〉〈M |b̂†j b̂j |M〉〈M |, (A.92)

b̂†j+1b̂j →
bN/2c∑
M=1

|M − 1〉〈M − 1|b̂†j+1b̂j |M〉〈M |. (A.93)

Investigating b̂†j+1b̂j first, we can see that

〈M − 1|b̂†j+1b̂j |M〉 =
1

√
nMnM−1

∑
kM ,...,k1

∑
lM−1,...,l1

× 〈M − 1; lM−1, . . . , l1|b̂†j+1b̂j |M ; kM , . . . , k1〉. (A.94)

The innermost matrix element is non-zero and equal to
√

2 exactly when kn = j for

some n and {lM−1, . . . , l1} = {kM , . . . , k1}\{kn}. Equivalently, we count the number of

M -dipole states that have a dipole between sites j and j + 1. By removing this dipole,

we generate all of the (M − 1)-dipole states that are coupled to the M subspace via

b̂†j+1b̂j . The matrix element is then equal to

〈M − 1|b̂†j+1b̂j |M〉 =

√
2

nMnM−1
× (# of M -dipole states with dipole at j and j + 1).

(A.95)

To compute this coupling, we fix j, N , and M , and count the total number of

ways we can put M − 1 dipoles in the remaining sites. There are j − 1 sites to the left

of j. There are N − j − 1 sites to the right of site j + 1. If we let m be the number

of dipoles to the left of site j in a particular configuration, then there are M − 1 −m

dipoles to the right of site j + 1. The total number of configurations is equal to the

product of the number of ways we can fit m dipoles in j − 1 sites times the number of
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ways we can fit M −m− 1 dipoles in N − j − 1 sites. This is

n(M ;j)
m =

(
j − 1−m

m

)(
N − j − 1− (M −m− 1)

M −m− 1

)
. (A.96)

Summing over m will give us the quantity we are seeking. The maximum number

of dipoles that we can fit in N − j − 1 sites is b(N − j − 1)/2c. Thus, the minimum

number of dipoles we need to put to the left of site j is max(0,M −1−b(N − j−1)/2c).

This ensures that we do not attempt to cram too many dipoles to the right of site j+ 1.

Similarly, the maximum number of dipoles that we can fit in j − 1 sites is b(j − 1)/2c.

This cannot be bigger than M −1; the largest m can be is then min(M −1, b(j−1)/2c).

With all of this in hand, the total number of M -dipole states with a dipole between

sites j and j + 1 is

n
(M)
j =

min(M−1,b(j−1)/2c)∑
m=max(0,M−1−b(N−j−1)/2c)

(
j − 1−m

m

)(
N − j − 1− (M −m− 1)

M −m− 1

)
. (A.97)

Thus, in the restricted basis, we can write

b̂†j+1b̂j →
bN/2c∑
M=1

√
2

nM−1nM
n

(M)
j |M − 1〉〈M |. (A.98)

For the computation of b̂†j b̂j , we fix again fix j, N , and M . The total number of

states with two particles at site j is exactly n
(M)
j . The total number of states with zero

particles at site j is the same as the total number of states, n
(M)
j−1 , with two particles at

site j − 1. Here, n
(M)
N and n

(M)
0 are understood to be zero. The total number of states

with one particle at site j is nM −n(M)
j −n(M)

j−1 . The average number of particles on site

j within the M -dipole subspace is then

〈M |b̂†j b̂j |M〉 =
(1)(nM − n(M)

j − n(M)
j−1 ) + (2)(n

(M)
j ) + (0)(n

(M)
j−1 )

nM

=
nM + n

(M)
j − n(M)

j−1

nM
. (A.99)



Appendix B

Atoms Interacting with Quantized Fields

The description of atoms interacting with quantized light-fields relies heavily on

the material in references [30, 63, 71, 77, 88].

For simplicity, we here consider the interaction of a hydrogen atom with an ex-

ternal electromagnetic field. The generalization to other one-electron atoms is straight-

forward since the energy levels can be treated via quantum-defect theory, and the sizes

of the atoms are all much smaller than the wavelength of optical light. The Hamiltonian

for a hydrogen atom interacting with an electromagnetic field is given by the minimal

substitution, taking the form,

H (re, rp; pe,pp) =
1

2mp
(pp − eA (rp))2 +

1

2me
(pe + eA (re))

2 + V (|re − rp|) +HEM,

(B.1)

where the first two terms are the Hamiltonians for the nucleus and the electron, re-

spectively, V is the Coulomb interaction between electron and nucleus, and HEM is the

Hamiltonian of the free electromagnetic field. We work in the Coulomb gauge, where

∇x ·A (x)ψ (x) = A (x) · ∇xψ (x)− [∇x ·A (x)]ψ (x) = A (x) · ∇xψ (x) , (B.2)

and we move to center-of-mass coordinates,

R =
mprp +mere

mp +me
, (B.3)

r = re − rp. (B.4)
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In this case, the Hamiltonian becomes

H (R, r) = − ~2

2M
∇2
R −

~2

2µ
∇2
r + V (r) +HEM

− ~
i

e

mp
A

(
R− mp

µ
r

)
·
(
me

µ
∇R −∇r

)
+

~
i

e

me
A

(
R +

me

µ
r

)
·
(
mp

µ
∇R +∇r

)
+

e2

2mp
A2

(
R− mp

µ
r

)
+

e2

2me
A2

(
R +

me

µ
r

)
. (B.5)

where

µ =
mpme

mp +me
, (B.6)

M = mp +me, (B.7)

are respectively the reduced mass and the total mass of the atom.

Wavelengths of optical fields are typically on the order of hundreds of nanometers,

roughly one hundred times the size of the atom. The electric fields do not appreciably

vary in the region over which the wave-function of the atom is non-zero. We can then

make the dipole approximation, which at this point amounts to making the replacement,

A

(
R− mp

µ
r

)
,A

(
R +

me

µ
r

)
→ A (R) . (B.8)

The Hamiltonian becomes

H(R, r) = HCOM (R) + ĤA +Hint (r) +H2 +HEM

= − ~2

2M
∇2
R −

~2

2m
∇2
r + V (r) +

~
i

e

µ
A (R) · ∇r +

e2

2µ
A2 (R) +HEM. (B.9)

For many atoms interacting with the electromagnetic field, we define field operators

Φ̂ (R, r) – which may be bosonic or fermionic – and write the Hamiltonian as

Ĥ =

∫
d3R

∫
d3rΦ̂† (R, r)H (R, r) Φ̂ (R, r) . (B.10)

The field operator can be expanded in single-particle eigenfunctions as

Φ̂ (R, r) =
∑
m,n

ĉmnψn (R)ϕm (r) ,
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where {ψn (R)} and {ϕm (r)} are respectively diagonalize HCOM and Hint.

Defining

Ψ̂m (R) =
∑
n

ĉmnψ
R
n (R) , (B.11)

the various pieces of the Hamiltonian can be written as

ĤA = − ~2

2M

∑
m

∫
d3RΨ̂†m (R)∇2

RΨ̂m (R) +
∑
m

Em

∫
d3RΨ̂†m (R) Ψ̂m (R) , (B.12a)

Ĥint =
∑
m,m′

∫
d3RΨ̂†m′ (R) A (R) Ψ̂m (R) ·

(
e

µ

∫
ϕ∗m′ (r) prϕm (r) d3r

)
, (B.12b)

H2 =
e2

2µ

∑
m

∫
d3RΨ̂†m (R)A2 (R) Ψ̂m (R) , (B.12c)

where Em is the eneregy eigenvalue corresponding to the internal-state wave function,

〈r|m〉 = ϕm (r).

B.1 Hamiltonian of the free electromagnetic field

We expand the vector potential, A, in normal modes as

A (x, t) =
∑
k,λ

√
~

2ωkε0

(
ak,λêk,λuk (x) e−iωkt + a∗k,λêk,λu

∗
k (x) eiωkt

)
, (B.13a)

ωk = c |k| = ck, (B.13b)

k̂ × êk,1 = êk,2, k̂ × êk,2 = −êk,1, êk,1 × êk,2 = k̂, (B.13c)

where

ωk = c |k| = ck, (B.14)

λ indexes two polarization vectors perpendicular to k, and uk (x) is a complete, or-

thonormal set of normal modes of the electromagnetic field, satisfying proper boundary

conditions and the Helmholtz equation,

(
∇2 + k2

)
A (x, t) = 0. (B.15)
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We promote the expansion coefficients to operators satisfying bosonic commutation

relations, [
âk′,λ′ , â

†
k,λ

]
= δk,k′δλλ′ , (B.16)[

âk′,λ′ , âk,λ
]

= 0, (B.17)

in which case the free Hamiltonian,

EEM =
1

2

∫
d3x

(
ε0 |E|2 +

1

µ0
|B|2

)
, (B.18)

can be written as

ĤEM =
∑
k,λ

~ωk
(
â†k,λâk,λ +

1

2

)
. (B.19)

The equation of motion for the annihilation operator is

i~
dâk,λ
dt

=
[
âk,λ, ĤEM

]
= ~ωkâk,λ, (B.20)

which implies that

âk,λ (t) = âk,λ (0) e−iωkt. (B.21)

The electric field operator is

E (x, t) = −dA
dt

=
∑
k,λ

i

√
~ωk
2ε0

âk,λêk,λuk (x) e−iωkt + h.c.

Equation B.21 tells us that this operator is written in the Heisenberg picture. The

Schrödinger picture operator is then given by

E (x) =
∑
k,λ

i

√
~ωk
2ε0

âk,λêk,λuk (x) + h.c. (B.22)

We may make the identification,

E
(+)
k,λ = Ê

(+)
k,λ êk,λ = i

√
~ωk
2ε0

âk,λêk,λ, (B.23)

where E
(+)
k,λ is the complex amplitude associated with the positive frequency part of

mode (k, λ). The amplitudes of the electric field an vector potential can be related via

A
(+)
k,λ =

√
~

2ε0ωk
âk,λêk,λ =

1

iωk
E

(+)
k,λ . (B.24)
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B.2 Optical dipole potential

We can simplify equation (B.12b) considerably in the optical regime by way of the

rotating wave approximation. In order to make our way towards implementation of this

approximation, we first justify making the (approximate) identification, Ĥint = −d ·E,

where d is the dipole moment of the atoms. The matrix element e
µ 〈m

′ |pr|m〉 can be

re-written by way of the equation,

i~
dr

dt
= [r, Hint (r)] =

i~
µ

pr, (B.25)

as

e

µ

〈
m′ |pr|m

〉
= −ieωmm′

〈
m′ |r|m

〉
. (B.26)

The interaction Hamiltonian can then be written as

Ĥint = −
∑
m,m′

∫
d3RΨ̂†m′ (R)

∑
k,λ

e
ωmm′

ωk

〈
m′
∣∣ r · êk,λ |m〉 Ê(+)

k,λuk (R) Ψ̂m (R) +H.c.

(B.27)

Up to the factor of
ωmm′
ωk

, this is exactly −d ·E.

We now suppose that we are dealing with field modes that are nearly resonant

with the atomic transition; we will make the term “nearly resonant” more precise below.

In addition, the matrix element 〈m′| r · êk,λ |m〉 is zero if m′ = m since the eigenstates

of HA (r) can be chosen to be angular momentum eigenstates, in which case r does

not connect states of the same total angular momentum. Focusing on only two states

with ωm′ > ωm for the moment, we move into an interaction picture where the free

time-dependence of the internal state and the electromagnetic field are made explicit.

In this case,

Ĥint = −
∫
d3RΨ̂†m′ (R) e

ωmm′

ωk

〈
m′
∣∣ r · êk,λ |m〉 Ê(+)

k,λuk (R) Ψ̂m (R) e−i(ωk−(ωm′−ωm))t

+ (m↔ m′) +H.c. (B.28)
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If we enforce the condition,

|Ω(m′,m)
k,λ | � |ωk + (ωm′ − ωm)|, (B.29)

~
2

Ω
(m′,m)
k,λ = −ieωm − ωm

′

ωk

√
~ωk
2ε0

〈
m′
∣∣ r · êk,λ |m〉 , (B.30)

which is what we mean by nearly resonant and is not very difficult to satisfy for optical

frequencies, then we can neglect terms involving e±i(ωk+(ωm′−ωm))t, since they average

to zero due to rapid oscillations. The interaction Hamiltonian can be then written as

Ĥint =
∑
m′

∑
m(ωm<ωm′ )

∑
k,λ

~
2

Ω
(m′,m)
k,λ âk,λe

iδ
(m′m)
k t

∫
d3RΨ̂†m′ (R)uk (R) Ψ̂m (R) +H.c.

(B.31)

where

δ
(m′,m)
k = ωm′ − ωm − ωk. (B.32)

It is important to keep in mind that although equation (B.31) seems to have a

sum over all internal states of the atom and all modes of the field, this can obviously

not be case. Not only does the condition in equation (B.29) break down for different

transitions but the same field mode, but the dipole approximation can also break down

if the field frequencies get too high. In this thesis, we consider coherent dynamics only

when we have two level atoms and at most two modes of the electromagnetic field.

Coupling of atoms to a continuum of free-space modes will be treated through a master

equation describing spontaneous emission.

B.3 Adiabatic elimination of high-lying excited states

There is one final simplification we will make for the atom-field interaction. In

the case where the field is far enough detuned from the atomic transition while still

satisfying equation (B.29), high-lying excited state can be adiabatically slaved to the

lower-lying states. This gives rise to an effective position-dependent Stark shift. Not

only does this decouple the internal states of the atom, but it also gives rise to an

external sinusoidal potential for the atoms.
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In the following, we consider only two atomic states, a ground state and an

excited state, and we consider at most only two electromagnetic field modes with the

same frequency. We have in mind one of two situations. First, the atoms interact with

a single standing-wave mode that is pumped by a laser, and the rest of the modes are

treated via a master equation. Second, the atoms interact with two counter-propagating

modes of an optical cavity – where the mode are isolated from each other in frequency.

In either case, we can make the temporary replacement,

Ω
(e,g)
k,λ → Ω; δ

(eg)
k = δ. (B.33)

Finally, we assume that the fields are “far-enough” detuned from the atomic transition.

We will make more precise what this means below.

The equation of motion for the high-lying, excited-state field operator is

i~
dΨ̂e

dt
=
∑
k,λ

~Ω

2
eiδtukâk,λΨ̂g. (B.34)

We formally integrate this equation for a time τ � 1/δ, resulting in

Ψ̂e (τ + t0) =

∫ τ+t0

t0

dt′
∑
k,λ

−iΩ
2
eiδt

′
ukâk,λΨ̂g

(
t′
)

≈
∑
k,λ

−iΩ
2
ukâk,λΨ̂g (τ + t0)

∫ t+t0

t0

dt′eiδt
′

=
∑
k′,λ′

−Ω

2δ
uk′ âk′,λ′Ψ̂g (τ + t0)

(
eiδ(τ+t0) − eiδt0

)
. (B.35)

The approximation holds when, schematically,

|δ| � |Ω| , (B.36)

since in this case the time-evolution of Ψ̂g (t) is slow compared to eiδt.

Taking t = τ + t0 and plugging this back into the interaction Hamiltonian, we
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have

Ĥint =
∑
k,λ

~
2

Ω

∫
d3R

∑
k′,λ′

−Ω

2δ
uk′ âk′,λ′Ψ̂g

(
eiδt − eiδt0

)† ukâk,λeiδtΨ̂g +H.c.

=
∑

k,λ,k′,λ′

−~ΩΩ∗

4δ
â†k′,λ′ âk,λ

∫
d3RΨ̂†g (R)u∗k′ (R)uk (R) Ψ̂g (R) +H.c.

+ ΩeiδtO

(
Ω

δ

)
+H.c. (B.37)

We drop the last terms by appealing to an iteration of this previous argument, which

implies that

ΩeiδtO

(
Ω

δ

)
= ΩO

((
Ω

δ

)2
)
. (B.38)

By imposing the condition |δ| � |Ω|, we can drop this term. This is in fact the precise

characterization of “far-enough” detuned. Now, this process can be repeated for any of

the excited states that the state |g〉 is connected to. We then sum over all of these state

to get an effective coupling,

g
(g)
k,k′,λ,λ′ =

∑
σ

Ω
(σg)∗
k′,λ′ Ω

(σg)
k,λ

2δ
(σg)
k

. (B.39)

In addition, this same process can be performed for the excited state in a two-level

atom. In this case, we have

Ĥint =
∑

m∈{e,g}

∑
k,λ,k′,λ′

~g(m)
k′,λ′,k,λâ

†
k′,λ′ âk,λ

∫
d3RΨ̂†m (R)u∗k′ (R)uk (R) Ψ̂m (R) . (B.40)

Finally, we consider our two special cases. For the two-level atom interacting with

the single-mode field, this becomes

Ĥint = â†k,λâk,λ
∑

m∈{e,g}

~g(m)
k,λ

∫
d3RΨ̂†m (R) |uk (R)|2 Ψ̂m (R) . (B.41)

For the case of atoms interacting with two counter-propagating, running-wave modes of

an optical cavity, we have, assuming the same polarization,

Ĥint =
∑

m∈{e,g}

∑
k,k′

~g(m) 1

V

∫
d3RΨ̂†m (R)

×
(
â†kâk + â†kâk + e−i2k·Râ†kâ−k + ei2k·Râ†−kâk

)
Ψ̂m (R) . (B.42)


