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Time-resolved photoelectron spectroscopy is a powerful technique for the study of

real-time electron dynamics on metallic surfaces. These studies are performed in pump-

probe geometries, where a pump pulse excites a dynamic process and a time-delayed

probe monitors changes in the system. Furthermore, recent progress in ultrafast lasers

and high-harmonic generation has opened up a new area of surface science, where these

two light sources are the standard tools for the study of ultrafast surface dynamics. An-

other critical discovery that has made it possible to study high-energy and femtosecond

time-scale atomic dynamics is the laser-assisted photoelectric effect. However, until 2005

this effect had only been observed in gas-phase atomic systems, limiting its applicability

to the study of isolated atoms or molecules.

Using time-resolved photoelectron spectroscopy, this thesis presents work demon-

strating that the physics of the laser-assisted photoelectric effect can be expanded to

solid-state systems. This result represents the laser-assisted version of the original man-

ifestation of the photoelectric effect. This thesis also presents experimental data show-

ing that laser-assisted photoemission from surfaces can be distinguished from other

laser-surface interaction phenomena, such as hot electron excitation, above-threshold

photoemission, and space-charge acceleration.

Additionally, by using surface laser-assisted photoemission and laser-assisted Auger

decay, a direct measurement of the lifetime of core-excited states of an atom adsorbed

onto a surface is presented. Finally, this research demonstrates that using a dressing

laser at longer wavelengths dramatically reduces above-threshold photoemission and

space-charge effects while enhancing the surface laser-assisted photoemission signal.
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Chapter 1

Introduction

An important motivation for the study of surfaces is the fundamental understand-

ing of heterogeneous catalysis. The idea that the presence of a solid could accelerate a

chemical reaction without modifying the solid was what triggered the development of

the field of surface science. Since then, the goal of surface science has been to build

an understanding of electronic, atomic and molecular dynamics on surfaces. Over the

years, different experimental techniques have been developed to better explore the inter-

action between adsorbates (atoms or molecules) and surfaces. These techniques include

low-energy electron diffraction (LEED), used for the determination of surface structure;

inverse photoemission spectroscopy (IPS), which studies the unoccupied electronic struc-

ture of surfaces, thin films, and adsorbates; Auger electron spectroscopy (AES), used for

the characterization of surface adsorbates; and ultraviolet and x-ray photoelectron spec-

troscopies (UPS and XPS, respectively), which measure the elemental composition and

electronic state of the solid. These last two techniques have been extensively applied in

surface science because of their excellent surface sensitivity. Surface sensitivity in UPS

and XPS arises from the idea that emitted electrons usually have energies ranging from

20 eV to 2 keV, and at these values, electrons have a short mean free path in a solid.

The escape depth of electrons [12] is therefore localized to within a few nanometers of

the target surface, thus probing only the first few layers of the solid.

However, techniques that can directly observe the dynamics of adsorbates on sur-
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faces were not developed until later. The main difficulty in resolving these processes

comes from the characteristically short time scale, between femtoseconds and picosec-

onds, for an adsorbate to vibrate, rotate or translate. Typical light sources for XPS

emit photons with “long” pulse durations of several tens of picoseconds, while UPS

helium lamps emit photons continuously. Therefore, conventional UPS and XPS tech-

niques cannot be utilized in this case. The development of femtosecond Ti:Sapphire

laser systems was crucial for the improved understanding of surface processes. The ul-

trashort pulse duration delivered by these laser systems allowed the real-time study of

dynamic surface processes through pump-probe techniques such as time-resolved two-

photon photoemission (TR-2PPE), see figure 1.1.
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Figure 1.1: Schematic representation of bichromatic 2PPE. The electron is excited from
the occupied initial state |i〉 to the intermediate state |n〉 and final state |f〉 by the pump
(3hν) and probe (hν) laser pulses. (i) Electrons are detected as a function of kinetic
energy for fixed delay td between pump and probe pulses or (ii) for a fixed kinetic
energy as a function of the time delay between pump and probe pulses. Adapted from
reference [1].
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Two-photon photoemission (2PPE) [13,14] spectroscopy has the unique capability

of directly observing electrons with specific energy and momentum within the skin-depth

of a surface. In addition, 2PPE combines characteristics of traditional photoemission

and inverse photoemission spectroscopies, which makes it the method of choice for the

study of ultrafast electron dynamics at surfaces. Initial experiments with picosecond

time-resolution focused on the electron-phonon scattering in metals [15] and the dynam-

ics of thermalized band-edge carriers in semiconductors [16]. Improvements in energy

and time resolution allowed the study of unoccupied bands and surface states in met-

als [13]. With the further development of ultrafast lasers, time-resolved two-photon

photoemission became a powerful tool to analyze the dynamics of non-thermalized elec-

trons (“hot electrons”) and unoccupied surface states directly in the time domain [17].

The first applications of TR-2PPE on femtosecond time scales included measurements of

electron-electron scattering rates in metals [17–19] and image-potential-state lifetimes

on metallic surfaces [20]. Further applications of ultrafast lasers in TR-2PPE led to

the discovery of a novel mechanism of adsorbate desorption from metal surfaces in the

femtosecond time regime, mediated by direct charge transfer of “hot electrons” [21,22].

This opened a new pathway in photochemical reactions.

The photon energy used in these TR-2PPE experiments must be lower than the

work function of the substrate, thus below 5 - 6 eV. In this energy regime, TR-2PPE

experiments only probe a relatively restricted bandwidth of the surface electronic states,

specifically those unoccupied states located a few electronvolts around the Fermi edge.

Nevertheless, the study of deeper electron levels is also important because these levels

contain information on the surface structure and the chemical and magnetic state of the

surface. In order to perform these studies, the ultrafast photon sources need to extend

their excitation energies into the extreme-ultraviolet (EUV) and x-ray regions of the

spectrum (see figure 1.2).

In the late eighties, Rhodes [23], Manus [24] and coworkers described for the first
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Figure 1.2: Electromagnetic spectrum with emphasis on the extreme ultraviolet and
soft x-ray portions.

time the generation of high-order harmonics (HHG) and reported the conversion of the

Ti:Sapphire amplifier output to ultrashort coherent light pulses in the VUV, EUV and

x-ray regions of the spectrum. So far, HHG photon energies on the order of 1 keV [25–28]

and pulse durations as short as 80 attoseconds [29–31] have been observed. It is this

latter property that makes HHG a unique tool for the study of dynamic processes when

high temporal resolution is required. Therefore, using a high-order harmonic source in

a surface science PE experiment within a pump-probe scheme provides exciting insights

into dynamic surface processes on extremely short time scales. Haight et al., pioneered

the use of HHG in surface science by demonstrating that HHG can be used as a light

source for valence- and core-level photoelectron spectroscopy [32]. They recognized

the two main advantages of an HHG light source compared to conventional, short-

wavelength light sources. Namely, that the harmonic source is both small-scale (table-

top) and tunable, and that the short pulse structure is capable of real-time experiments

on a femtosecond scale.

To date, high harmonic generation has been successfully used to study electron

relaxation in materials [33–36], surface adsorbate dynamics [37, 38], photoacoustic dy-

namics [39], and molecular dissociation [40]. More recently, high harmonics have been
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used as a pump beam to study x-ray-induced molecular dynamics [41]. Although pho-

ton energies > 1 keV can be generated using high harmonic emission, the photon flux

is too low above 100 eV to be employed routinely in experiments.

Time-resolved experiments using ultrafast high-harmonic light have also been

greatly expanded by the application of laser-assisted, strong-field dynamic processes.

When an electron is photoejected in the presence of an intense laser field of 1011 W/cm2,

the electron is accelerated by the laser field. If the interaction occurs continuously over

several optical cycles, the electron undergoes oscillations. This leads to ponderomotive

energy shifts, and, in the presence of atomic nuclei or solids that can absorb momen-

tum, to the generation of sidebands in the photoelectron spectrum. These sidebands

correspond to the absorption and stimulated emission of photons from the laser field.
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Figure 1.3: The principle behind the laser-assisted photoemission process for atoms in
the “soft photon” limit. LAPE is described in two steps. First, the ground state electron
is photoemitted into an excited state in the continuum by the XUV pulse, neglecting
the influence of the IR field. Then, the photoemitted electron evolves as a free electron
in the IR field, unaffected by the atomic potential. This results in a redistribution of
the electrons in the continuum by absorption and stimulated emission of IR photons.

This laser-assisted photoeffect (figure 1.3) is considered to result from “dressing”

of the free-electron wave function; i.e., the electron evolves in a state where the free
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electron is driven by the IR laser field. These dressed states are known as Volkov waves.

Laser-assisted electron dynamics were first observed in electron-atom scattering in the

presence of a strong CO2 laser field [42]. Later, this process was applied to time-resolved

measurements of laser-assisted Auger decay (LAAD) [43], using ultrashort-pulse, soft

x-ray plasma sources [44]. Laser-assisted photoemission (LAPE) was first observed

by Glover et al. [2], using high harmonic sources. In these experiments, atoms were

simultaneously irradiated by XUV and intense infrared (IR) light. The presence of

the IR laser modifies the XUV photoelectron spectrum. In both cases, LAAD and

LAPE, the observation of laser-assisted dynamics indicates the emission time of the

photoelectrons or Auger electrons. By varying the time delay between the XUV and IR

pulses, the LAPE signal provides an exact timing synchronization between the pulses,

as well as providing a cross-correlation between the laser and XUV fields.

More recently, LAPE and LAAD have been combined to measure ultrafast, core-

level dynamics in Krypton atoms [3]. In this experiment, LAPE provides time zero while

LAAD yields the emission-time behavior of the delayed Auger electrons. In this way,

the lifetime of an M-shell vacancy in Krypton could be measured directly in the time

domain. Figure 1.4 contains a compilation of experimental results of LAPE from atoms.

It has also been shown that with XUV pulse durations in the sub-optical cycle domain,

LAPE becomes sensitive to the IR electric field rather than the intensity envelope,

giving rise to sub-femtosecond resolution in time-resolved experiments [29, 30, 45–47].

Recently, LAPE has been successfully demonstrated with femtosecond XUV pulses from

the free-electron laser FLASH at DESY in Hamburg [4].

However until 2006, laser-assisted photoemission and laser-assisted Auger decay

had only been observed in gas-phase atomic systems. This limits the applicability

of the physics of laser-assisted dynamics to the study of isolated atoms or molecules.

Furthermore, this constraint also represents a practical limit to the use of LAPE for

XUV pulse characterization, since both atomic photoionization cross-sections and the
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Figure 1.4: Compilation of experiments that studied LAPE from atoms. a) Upper: HHG
photoelectron spectra of He obtained in the presence (solid line) and absence (dashed
line) of the laser pulse. Notice the appearance of sidebands in the presence of the laser
pulse. Lower: Height of the 11 eV PE peak as a function of delay. Gaussian fit (FWHM
= 138 fs) to the data is shown as a solid curve and indicates a soft x-ray pulse duration
of 120 fs. From reference [2]. b) Upper: Temporal evolution of Kr photoelectron spectra
following core excitation. Note the manifestation of sidebands at both the 4p and Auger
peaks. Lower: Temporal evolution of the 4p and Auger sideband heights. The lifetime
of the Kr core hole can be obtained from these data. Adapted from reference [3]. c)
Left: Experimental setup for the observation LAPE using the FEL and an optical laser.
Right: Part of the photoelectron spectrum in the region of the He 1s−1 main line and
the high-energy sideband. From reference [4].
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obtainable photon flux from high-harmonic sources decrease rapidly with increasing

photon energy. The result has been that, due to the low target densities in the gas phase,

current XUV pulse duration measurements are limited to photon energies below 100 eV.

Other approaches for characterizing ultrashort XUV pulses, such as the autocorrelation

using two-photon absorption [48,49], are even more experimentally challenging at very

high photon energies. To date, these techniques have only been demonstrated at photon

energies lower than 50 eV.

Our group reported the first observation of the laser-assisted photoelectric effect

in solid-state systems [50]. In our work, a clean Pt(111) single crystal was used as the

solid surface, since it exhibits a large density of d-states at the Fermi edge, with a char-

acteristic peak-like structure in the XUV photoelectron spectrum. In the presence of

an intense laser field, sidebands appeared in the Pt(111) photoemission spectrum. We

showed that the modification of the photoelectron spectrum by LAPE can be distin-

guished from simple heating of the electrons by the IR beam in three ways: i) by varying

the laser polarization, ii) by measuring the mean energy of the photo-ejected electrons

and verifying that it does not change, and iii) by successfully fitting the photoelectron

spectrum to theory. We also demonstrated that surface LAPE can be used to measure

the pulse duration of XUV pulses. Since then, surface LAPE has been successfully

combined with attosecond soft x-ray pulses [51] and with femtosecond XUV pulses from

the FLASH free-electron laser [52]. Recently, we reported the first direct time-resolved

observation of core-level relaxation dynamics in a complex surface-adsorbate system by

combining surface LAPE and LAAD [53].

This thesis presents a detailed description of the above mentioned experimental

results. The work presented here is organized as follows: Chapter 2 discusses the theory

of high-harmonic generation and laser-assisted photoemission. Chapter 3 presents a

detailed overview of the experimental setup used for the observation of surface LAPE.

Chapter 4 reports the first experimental observation of surface LAPE and distinguishes
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surface LAPE form other laser-surface interaction phenomena. The results presented in

chapter 4 agree with the atomic-based model presented in chapter 2. By combining sur-

face LAPE and laser-assisted Auger decay, chapter 5 presents the direct time-resolved

measurement of a core-excited state lifetime of an atom adsorbed onto a surface. This

result is fundamental for the understanding of charge-transfer processes between sub-

strates and adsorbates. Chapter 6 shows that using a dressing laser at longer wave-

lengths dramatically reduces undesirable laser-surface phenomena while enhancing the

signal from surface LAPE. These results enable ultrafast studies of surface-adsorbate

systems and attosecond electron dynamics over a wider energy range. Chapter 7 pro-

poses future experiments for the study of electron dynamics on surfaces. This chapter

places special emphasis on future modifications to the experimental setup that will allow

the parallel detection of energy and momentum of the photoemitted electrons. Finally,

chapter 8 summarizes the experimental results presented in this thesis.



Chapter 2

Theory

2.1 High-Harmonic Generation

2.1.1 Introduction

The last two decades have been a revolutionary period in the development of

ultrashort light sources in the extreme-ultraviolet (EUV) and soft x-ray (SXR) regions

of the electromagnetic spectrum. This has happened in part due to the improvement of a

new generation of ultrafast lasers [54,55], which can generate pulses with durations of ≤

10 fs. When these intense femtosecond laser pulses are focused into a gas, the interaction

between the light pulse and the electrons of the atoms in the gas is so strongly nonlinear

that high harmonics of the laser frequency are radiated. The high-energy photons from

this process extend into the soft x-ray region of the spectrum [5,28]. Since all the atoms

experience a similar coherent light field, the x-ray emissions from individual atoms are

coherent. Therefore, a coherent x-ray beam is emitted in the forward direction, colinear

with the fundamental laser light.

Because of the ultrashort pulse duration at short wavelengths of the light pulses

generated through high-harmonic generation (HHG), a new window through which to

observe nature is available. Due to the short wavelength, HHG light allows the imaging

of small features, since the resolution of an optical system is proportional to the wave-

length of the light [56]. Analogously, HHG light sources allow for the writing of small
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patterns via photolithography. Furthermore, ultrafast x-ray pulses have the potential

to directly monitor atomic motion in chemical and material reactions [36,37,40,41,57].

Over the last several years, high-harmonic generation has progressed from a novel

nonlinear process to a robust table-top source of ultrafast high-energy photons. A

fundamental part of this improvement was based on the better understanding of this

process. In the next section the theoretical treatment of HHG will be reviewed.

2.1.2 Theoretical treatment

As mentioned before, high-harmonic generation is a term used to describe the

nonlinear interaction between an intense laser pulse and a medium (usually a gas) that

results in the generation of harmonics of the driving laser field. This process can be

distinguished from low-order harmonics in that it cannot be described by perturbation

theory. Some of the unique characteristics of high-harmonic generation are:

• A sharp cutoff where the high-harmonics signal drops rapidly.

• A long plateau of harmonics with similar intensities.

• Intense low-order harmonics, whose intensities follow perturbation theory.

Accelerated electron

Femtosecond pulse Gas

X-ray

Figure 2.1: Pictorial representation of the three-step model. From reference [5].

The theory of HHG has been the subject of extensive investigation over the last

two decades. An intuitive physical interpretation of HHG has been developed, primarily
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by Ken Kulander, Paul Corkum, and co-workers, that explains HHG as a three-step

“rescattering” process [58,59]:

(1) Ionization of the atom.

(2) Classical acceleration of the free electron by the laser field.

(3) Recombination of the electron with the parent ion.

The first step in the HHG process occurs when the electric field of the driving

laser is sufficient to ionize the target atom. There are three ways to ionize an atom:

multiphoton, tunnel, and above barrier ionization (see figure 2.2). The Keldysh param-

eter, γ, is the common yardstick used to determine which of these various ionization

processes occurs [60]. It is defined as the ratio of the laser frequency to the tunneling

frequency.

γ =
ωlaser

ωtunnel
=

√
Ip

2Up
, (2.1)

where Ip is the ionization potential of the atom, and Up is the ponderomotive potential

or the energy gained by the electron in an oscillating field (see Appendix A). In terms

of the laser intensity I in W/cm2 and the wavelength λ in µm, the ponderomotive

potential, in electronvolts, is given by:

Up ≈ 9.33× 10−14Iλ2, (2.2)

If the laser intensity is small (γ À 1), then multiphoton ionization is dominant. In

this regime, the effective potential is only slightly modified from the Coulomb potential

by the laser field and ionization occurs by the absorption of N photons (figure 2.2(a)).

In this case, the ionization can be treated as a perturbative process. Tunnel ionization

becomes the dominant process at larger laser intensities, where γ < 1 (figure 2.2(b)).

In this regime, the effective potential is severly distorted by the laser field, allowing the
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Figure 2.2: Photoionization processes for different laser intensities: a) multiphoton
absorption (γ À 1), b) tunneling (γ < 1), and c) above barrier ionization (γ ¿ 1). The
gray line corresponds to the Coulomb potential, while the blue line corresponds to the
Coulomb potential modified by the laser field.
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electron to tunnel through the atom. An expression for the tunnel ionization probability

of an atom in an oscillating field, which is known as ADK ionization rate, was developed

by Ammosov, Delone, and Krainov [61]. For the typical situation of neutral Argon

(Ip = 15.76 eV) interacting with an 800 nm laser pulse, tunnel ionization becomes

the dominant mechanism for intensities Ip > 1014 W/cm2. Tyical intensities in HHG

experiments are > 1014−1016 W/cm2, making tunnel ionization the dominant ionization

mechanism. For very intense optical pulses (γ ¿ 1), the Coulomb barrier may be

suppressed below the ionization potential while there still exists a large population in

the ground state (figure 2.2(c)). This regime is called above-barrier ionization.

After ionization, the next step is the acceleration of the free electron in the laser

field. The assumption that the electron is free after ionization is justified because

outside of the atomic potential, the laser field is much greater than the Coulomb po-

tential. Furthermore, the electron and the field, due to the large number of states

available to the electron, may be treated classically. The electric field is given by

E(t) = E0 cos (ωt)êx + αE0 sin (ωt)êy, where E0 is the field strength, ω is the laser

frequency and α is the ellipticity (±1 for circularly polarized light, 0 for linearly polar-

ized light), and the electron’s equations of motion (equations 2.3–2.6) are obtained by

integrating F(t) = ma = eE(t),

vx(t) =
eE0

ωm
sinωt + v0x (2.3)

x(t) = − eE0

ω2m
cosωt + v0xt + x0 (2.4)

vy(t) = −αeE0

ωm
cosωt + v0y (2.5)

y(t) = −αeE0

ω2m
sinωt + v0yt + y0 (2.6)

where v0x, v0y, x0, and y0 can be evaluated from the initial condition of the tunneling

electron. It is assumed that as the electron tunnels through the barrier into the con-

tinuum, it does so with zero velocity at the position where the ionization potential and
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the Coulomb + laser potential are equal. This position is usually a few Å, while the

electron’s excursion in the field is a few nm. Thus, the electron is considered to be at

the origin when it tunnels into the continuum. From equations 2.3–2.6 it is possible to

see that if the light is circularly polarized, the electron will not return to the position

of the parent ion. For high-harmonic generation linearly polarized light has to be used,

since the electron must return to the parent ion.

Equations 2.3–2.6 demonstrate that the kinetic energy of the returning electron

will depend on the phase of the driving laser field at the time the electron tunnels

through the barrier. Figure 2.3 shows a one dimensional calculation of the trajectory

of the free electron for several initial phases of the laser field. This calculation shows

that if the electron is emitted between 0◦ and 90◦ phase, it will return to the position of

the parent ion. Furthermore, it is also possible to calculate the energy of the returning

electron as a function of the phase of the laser pulse when the electron tunnels through

the barrier (see figure 2.4). Notice that during its excursion in the laser field, the

electron can gain energy up to ≈ 3.17Up. This happens when the electron is released

into the field with a phase of ≈ 18◦. It is possible for an electron to gain more energy

than 3.17Up, but that would require for the electron to be released at a phase of ≈ 180◦

or to stay in the laser field longer than one optical cycle (2.6 fs for 800 nm light), where

the ionization probability is very low [58].

The final step in the three-step model is the recombination process. An electron

returning to the parent ion can scatter elastically, ionize the ion collisionally, or emit a

photon via recombination with the ion. If the electron recombines with the parent ion

in the ground state and emits a photon, conservation of energy dictates that the photon

cannot have more energy than Ip + 3.17Up. This is known as the HHG cutoff (equation

2.7) and determines the maximum photon energy that can be emitted through HHG.

hνmax = Ip + 3.17Up (2.7)
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This emission of light upon recombination can be calculated with the dipole opera-

tor d(t) = 〈ψ|e r(t)|ψ〉 [59]. The phase of the dipole operator is given by exp [−iS(ti, tf )],

where S(ti, tf ), the quasi-classical action (equation 2.8), is the phase accumulated by

the electron in the laser field,

S(ti, tf ) =
∫ tf

ti

dt′′
(

[p(ti, tf )−A(t′′)]2

2
+ Ip

)
(2.8)

where p(ti, tf ) is the momentum corresponding to an electron ionized at time ti and

recombined at tf , A(t) is the vector potential of the laser field, Ip is the ionization

potential of the atom, and ti and tf are the ionization and recombination times, respec-

tively. The stationary points of this phase determine which trajectories have the most

significant contribution to the dipole moment. For a given harmonic, the dominant con-

tribution comes from two trajectories: one with a short return time, and one with a long

return time. Therefore, these two trajectories contribute photons of the same energy.

Thus quasi-classical action also determines the phase of the emitted harmonic [62]:

Φat = qωtf − S(ti, tf )/h̄ (2.9)

where ω is the driving laser angular frequency, and q is the harmonic order. Equation

2.9 shows that the phase of the emitted harmonics is dependent on the intensity of the

IR driving field; therefore, by modulating the laser intensity, it should be possible to

adjust the phase relation between the driving field and the harmonic field.

The single atom response is proportional to the absolute square of the Fourier

transform of the dipole operator d(ω) = F{d(t)}. References [58] and [59] contain

|d(ω)|2 plots where the same qualitative behavior of high-harmonic generation is shown:

a sharp cutoff, a long plateau, and a perturbative behavior for the low order harmonics.

This three-step process will repeat itself for every half cycle of the driving field,

therefore generating odd harmonics of the driving field. This is due to symmetry con-



19

siderations in the nonlinear optical process - the generation of even harmonics requires a

medium without inversion symmetry, which does not exist in a gas. If the symmetry is

broken by introducing a second pulse of a different wavelength, it is possible to generate

even and odd harmonics of the driving field.

2.1.3 Phase-matching

High-harmonic generation has proven to be a practical and useful light source

for photoelectron spectroscopy [63]; however, the limited photon flux generated through

HHG can limit its application in different research areas. The efficiency of HHG has been

limited by the fact that the process is not phase-matched, in that the propagation speed

of the x-rays and the fundamental light are different from each other. This limits the

interaction length over which the electric field of the x-rays can build constructively. The

highest conversion efficiencies reported to date are on the order of 10−5 to 10−6 [5, 64].

From classical nonlinear optics, the field of the qth harmonic, after propagating

through a nonlinear medium of length L, is

Eq ∝
∫ L

0
En

f d(z) exp [−i∆kz]dz (2.10)

where Ef is the driving field, n is the effective order of the nonlinear process, d(z) is

the nonlinear coefficient, ∆k = qkf − kq is the phase mismatch, and kf and kq are the

wave vectors of the fundamental field and the qth harmonic, respectively. As can be

seen from equation 2.10 and figure 2.5, the intensity of the qth harmonic at the exit

of the medium is maximized when ∆k = 0. Furthermore, integrating equation 2.10,

under the assumption that En
f and d(z) are independent of the propagation direction

z, allows us to obtain the relation between the intensity of the qth harmonic and the

phase mismatch,
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Eq ∝ L2sinc2

(
∆kL

2

)
. (2.11)

Figure 2.6 shows the harmonic signal growth as a function of the medium length

for different phase mismatch values. When ∆k = 0, the harmonic signal grows quadrat-

ically with medium length, while for ∆k 6= 0 the harmonic intensity oscillates. These

oscillations can be described in terms of a characteristic length, the coherence length:

Lc =
π

∆k
(2.12)

The coherence length is defined as the length necessary for a phase shift of π to

develop between the signal generated at two different positions along the propagation

direction. In other words, it is the length over which the harmonic signal increases

before being converted back into the fundamental field. As seen in figure 2.6, a larger

phase mismatch results in a shorter coherence length and less harmonic signal.

Early attempts at phase matching involved adjusting the laser to either focus

before or after a gas jet of a noble gas [65]. However, by using a gas jet of noble gas,

the interaction length is limited by the size of the jet, so efficient generation of high-

harmonics is not achieved. Later, phase matching by pressure tuning in a hollow, gas-

filled waveguide was demonstrated [66, 67]. For HHG in a hollow waveguide, the phase

mismatch originates from three dispersion mechanisms: i) the neutral gas (∆kn), ii) the

free electrons (∆kp), and iii) the waveguide (∆kw). At the high-harmonic wavelengths,

it is assumed that the neutral gas has an index of refraction ≈ 1, and that the HHG

signal is generated with a small spatial profile such that it does not interact with the

waveguide. Under these assumptions, the phase mismatch in a hollow waveguide is:

∆k = ∆kn + ∆kp + ∆kw (2.13)

=
2πqPδn(1− η)

λPatm
− ηPNatmre

Patm

(
qλ− λ

q

)
− qu2

nmλ

4πa2
(2.14)
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where λ is the fundamental wavelength, q is the harmonic order, re is the classical elec-

tron radius, unm is a constant corresponding to the propagation mode in the waveguide,

a is the waveguide radius, η is the fractional level of ionization, P is the gas pressure,

Patm is the atmospheric pressure, δn = ngas−1 is the deviation of the neutral gas index

of refraction from that of a vacuum, and Natm is the gas density at atmospheric pressure.

For small values of η there exists a pressure for which ∆k = 0, but for large η phase

matching is not possible and quasi-phase matching techniques are necessary [68,69].

2.2 Laser-Assisted Dynamics

This section will show how the conventional field-free calculations can be modified

to handle the presence of a strong field. It will also emphasize the nature of the wave

function of a free electron in a laser field, known as a Volkov wave function. This section

follows closely the work of Madsen [70].

2.2.1 Volkov wave

Strong fields are well-described by the time-dependent vector potential

A(r, t) = A0 cos(ωt− k · r), (2.15)

with k being the wave vector of magnitude k determined by the dispersion relation

ω = kc, and A0 the amplitude along the polarization vector of the field ε. The electric

field E associated with the vector potential of equation 2.15 is given by

E(r, t) = − ∂

∂t
A(r, t). (2.16)

This sections uses atomic units h̄ = me = e = a0 = 1, where e is the electron

charge, me is the electron mass, and a0 is the Bohr radius. The laser light is assumed

to be linearly polarized. The Coulomb gauge with ∇ · A = 0 and vanishing scalar

potential are also utilized through this section. The coupling between the laser and
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the electron is expressed by replacing the momentum operator of the electron with the

minimal coupled momentum, p̂ → p̂ + A(r, t) [70]. Hence, the dipole approximation,

exp(ik · r) ∼ 1, may be applied very accurately. Consequently, the Hamiltonian is

H0 =
(p̂ + A(t))2

2
=

p̂2

2
+ A(t) · p̂ +

A(t)2

2
, (2.17)

where the vector potential is only time dependent.

In cases where the interaction of the electron with the field is represented as in

equation 2.17, the interaction is described by the velocity gauge. Even though a variety

of gauges exist [71, 72], physical observables are independent of the gauge chosen. The

Hamiltonian in equation 2.17 can be rewriten as

H′0 =
p̂2

2
+ r ·E(t). (2.18)

In cases where the interaction of the electron with the field is represented as in equation

2.18, the interaction is described by the length gauge.

As approximations are introduced, one gauge may be more accurate for a descrip-

tion of the physics. As an example, the length gauge probes regions where the wave

functions change rapidly with r, which in this case are typically positions close to the

nucleus.

In this case the velocity gauge will be used because the mathematics are simpler

to handle. Therefore, solving the time-dependent Schrödinger equation for positive

energies,

i
∂

∂t
ψ(r, t) =

[
p̂2

2
+ A(t) · p̂ +

A(t)2

2

]
ψ(r, t). (2.19)

Where, if not for the coupling terms introduced by the external field, the solution to

equation 2.19 would be the usual plane waves ψ0(r , t) = (2π)−3/2 exp i(q · r − q2t/2)

with p̂2ψ0(r , t) = q2ψ0(r , t). By direct substitution it can be verified that
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ψV (r , t) =
1

(2π)3/2
exp i

[
q · r −

∫ t

0
dt′

(
q2

2
+ A(t′) · q +

A(t′)2

2

)]
(2.20)

is a solution to equation 2.19. This solutions is called a Volkov wave after the author who

first considered the wave function of a free (relativistic) electron in an electromagnetic

field [73].

Before proceeding, it would be useful to introduce (see Appendix A)

Up =
A2

0

4
=

E2
0

4ω2
(2.21)

α0 =
A0

ω
= −E0

ω2
(2.22)

where Up stands for the ponderomotive potential - the kinetic energy of an electron in

the laser field averaged over an optical cycle - and α0 denotes the maximal classical

excursion of the electron in its oscillatory motion in the field.

By evaluating the integrals in equation 2.19 and by using Up and α0, the Volkov

wave may be written in a different way (see Appendix A):

ψV (r , t) =
1

(2π)3/2
exp i

[
q · r − q ·α0 sinωt− Up

2ω
sin 2ωt−

(
q2

2
+ Up

)
t

]
. (2.23)

In equation 2.23 the first term of the exponent describes the plane wave motion of

the electron with energy q2/2 as indicated by the presence of this factor in the last term.

The rest of the terms in the exponent are due to the interaction of the electron with

the laser field. The Upt and Up/(2ω) sin 2ωt terms describe an oscillating and constant

energy shift gained by the electron in the presence of the field, while the second term

describes the oscillatory motion of the electron of amplitude α0 along the direction of

the field’s polarization.
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Unfortunately, the expression in equation 2.23 is not well-suited for the calculation

of the matrix elements due to the sinusoidal time-dependence of the exponent. A simpler

exponential form may be obtained by introducing a sum over the generalized Bessel

functions Jn(u, v). The form of the generating function of these functions [74,75]

∞∑
n=−∞

einφJn(u, v) = exp i(u sinφ + v sin 2φ), (2.24)

may immediately be used in equation 2.23. Thus, the expression for the Volkov wave is

ψV (r , t) =
1

(2π)3/2
eiq·r

∞∑
n=−∞

e−i(q2/2+Up+nω)tJn

(
α0 · q,

Up

2ω

)
. (2.25)

As shall be seen, the Volkov wave function in equation 2.25 allows a simple eval-

uation of the time integrals occurring in the matrix elements.

2.2.2 Laser-assisted scattering

Laser-assisted elastic electron scattering is a process of the type

eq i
+ Ai → eqf

+ Ai, (2.26)

where atom A remains in its initial state Ai during the collision while the electron

exchanges ` quanta with the laser field to change energy from q2
i /2 to

q2
f

2
=

q2
i

2
+ `ω (2.27)

and momentum from q i to

qf = q i + Q , (2.28)

where Q is the momentum transfer to the electron. This kind of process, known as

free-free transition has been intensively studied experimentally and theoretically over

the last two decades [76]. In a simple way, the electron-atom interaction is modeled by
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a potential V , and the scattering is described by perturbation theory. Where if not for

the presence of the field, the transition matrix element in the first Born approximation

would simply be the matrix element of the potential sandwiched between two plane

waves. However, the laser field turns the plane waves into Volkov waves, and the S-

matrix element reads [77]

(S − 1)B
fi = −i

∫ ∞

−∞
dt〈ψ(f)

V | V | ψ(i)
V 〉. (2.29)

Substituting the expression for the Volkov waves in equation 2.25 into equation

2.29 and using the summation formula

∞∑

k=−∞
Jn∓k(u, v)Jk(u′, v′) = Jn(u± u′, v ± v′), (2.30)

it is possible to derive (see Appendix A)

(S − 1)B
fi = −2πi

∑

`

TB
fi(`), (2.31)

with TB
fi(`) the (transition) T -matrix for a scattering process with the exchange of `

photons

TB
fi(`) = J`(−α0 ·Q)Ṽ (Q), (2.32)

and Ṽ (Q) the Fourier transform of the potential

Ṽ (Q) =
1

(2π)3

∫
dre−iQ ·rV (r). (2.33)

In equation 2.31 the delta function expressing energy conservation has been sup-

pressed, and the energy balance is given by equation 2.28.

The matrix element in equation 2.33 is the field-free T -matrix element in the first

Born approximation. Thus, the differential cross-section for the exchange of ` photons

reads
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dσB(`)
dΩ

= J2
` (α0 ·Q)

dσB

dΩ
. (2.34)

Equation 2.34 expresses the laser-assisted cross-section in terms of the field-free

cross-section and a Bessel function of integer order `. The amplitude of the vector α0

in equation 2.34 is related to the amplitude of the electric field by E0 = ω2α0 as follows

from equation 2.22. In the SI system, one atomic unit of field strength is given by

Eau = e/(4πε0a
2
0) with ε0 as the vacuum permittivity. In this case, Eau = 5.14 × 109

V/cm. The corresponding unit of intensity is the time-averaged Poynting vector Iau =

|Eau|2/(2µ0c), where µ0 is the vacuum permeability, and the factor 1/2 comes from the

time-averaging. When the values are substituted, Iau = 3.51 × 1016 W/cm2. For field

strengths and intensities on the order of Eau and Iau, the force exerted on the electrons

by the laser field matches the strength of the field from the atomic nucleus.

The laser field does not need to be very strong to result in a nonperturbative

coupling to the field. The point is that the coupling to the field enters through α0 ·Q .

The larger the argument of the Bessel function, the more likely are high-order multi-

photon processes. This result arises from the behavior of the Bessel function. The

instantaneous kinetic momentum p(t) of an electron in the spatially uniform vector

potential A(t) is given by

p(t) = q + A(t), (2.35)

where q is a constant vector that represents the time-averaged value of p(t). An electron

with time-averaged momentum q i will arrive at a scattering center at some time t and

hence with incident momentum pi determined by equation 2.35. Scattering is assumed

to take place instantaneously (that is, in a time short compared with 1/ω) and elastically

from an incident momentum pi to a final momentum pf . Thus A(t) has the same value

immediately after the collision as it had immediately before, and the time-averaged final
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momentum qf is determined by equation 2.35. Therefore,

qf − q i = pf (t)− pi(t) = Q , (2.36)

and, because p2
f = p2

i ,

q2
f − q2

i = −2Q ·A(t), (2.37)

In a typical process qf and q i are regarded as the observables. Equation 2.37

then determines the value of A(t) at which the scattering took place, and equation 2.35

determines the values of pf and pi (and hence the energy) involved in the interaction

with the scatterer.

In laser-assisted electron scattering, the role of the laser is to redistribute the

electron intensity in different photon-exchange channels. This role may be seen formally

by applying the summation formula

Jn(u, v) =
∞∑

k=−∞
Jn−2k(u)Jk(v), (2.38)

for the Bessel functions from which it follows that

∑

`

dσB(`)
dΩ

=
dσB

dΩ
. (2.39)

This relation means, for example, that the cross-section for the exchange of zero

photons is not equal to the field-free cross-section. Only in the limit of vanishing fields

it is possible to find α0 ·Q ∼ 0, and J`(0) = δ`,0, from which the field-free cross-section

can be obtained.

It has been shown [78] that equation 2.34 holds for the exact scattering cross-

section in the limit that the photon energy is small compared to the kinetic energy

of the electron. In this limit the theory predicts that the ratio of the laser-assisted

cross-section to the field-free cross-section is given by the square of the Bessel function
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dσ(`)
dΩ

= J2
` (α0 ·Q). (2.40)

Equation 2.40 is attractive because it allows a straightforward comparison with

experiment, and this theory accounts well for data taken in experiment.

2.2.3 Laser-assisted photoelectric effect

The laser-assisted photoelectric effect is the process

γ + A → A+ + (e + `h̄ω), (2.41)

where a high-energy photon γ is absorbed by an atom in the presence of a laser field. In

the final state the continuum electron exchanges photons with the assisting laser field.

The Born approximation for the S-matrix expression for a transition from the

initial atomic wave function Φ0 to a final Volkov wave function ψV is

(S − 1)B
fi = −i

∫ ∞

−∞
dt〈ψV | Aγ(t) · p̂ | Φ0〉, (2.42)

where Φ0 = φ(r)eiEbt with Eb as the binding energy of the initial electron wave function.

Here Aγ(t) is the vector potential for the high-energy photon. In this process, the dipole

approximation is introduced both for the laser field and the high-energy photon field.

The strength of the coupling between the high-energy photon field and the electron is

assumed to be sufficiently weak so that only the co-rotating (energy conserving part) of

the interaction contributes. That is, in the matrix element of equation 2.42, the vector

potential Aγ(t) = Aγ,0 cos(ωγt) is replaced by Aγ(t) = Aγ,0/2 exp(−iωγt).

As before, by substituting the expression for the Volkov waves from equation 2.25

into equation 2.42, the following S-matrix element can be derived

(S − 1)B
fi = −2πi

∑

`

Tfi(`), (2.43)
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where

Tfi(`) =
1
2
Aγ,0 · qf φ̃0(qf )J`

(
α0 · qf ,

Up

2ω

)
(2.44)

and φ̃0(q(`)) the Fourier transform of the initial atomic state φ0:

φ̃0(q) =
1

(2π)3/2

∫
dre−iq ·rφ0(r). (2.45)

The energy conservation implicit in equation 2.43 is

q2
f

2
+ Up + `ω = ωγ − Eb. (2.46)

With the (2π)−3/2 normalization chosen for the Volkov waves, the relation be-

tween the transition matrix element and the scattering amplitude is

ffi(`) = (2π)2Tfi(`). (2.47)

The differential cross-section dσ/dΩ = (qf/qi)|f |2 with qi = qf (` = 0) is

dσ(`)
dΩ

=
qf

qi

(2π)4

4

∣∣∣∣∣A0,γ · qf φ̃0(qf )J`

(
α0 · qf ,

Up

2ω

)∣∣∣∣∣
2

. (2.48)

The total cross-section in the `th channel is obtained by integration over the angular

variables, σ(`) =
∫

dΩqf/qi|f |2.

To the extent that the dependence of qf on ` can be neglected, equation 2.48

reduces to

dσ(`)
dΩ

= J2
`

(
α0 · qf ,

Up

2ω

)
dσ

dΩ
, (2.49)

with dσ/dΩ as the laser field-free differential photoionization cross-section. This result

is similar to the result expressed by equation 2.34 for laser-assisted scattering.
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The typical signature of the presence of an assisting laser field is the square of

a Bessel function. From equation 2.49 it is possible to obtain an approximate expres-

sion for the differential probability that the photoelectric effect is accompanied by the

exchange of n laser photons

dPn

dΩ
=

dσ(n)∑
` dσ(`)

= J2
n

(
α0 · qf ,

Up

2ω

)
, (2.50)

where the summation formula, equation 2.30, together with the result J0(0, 0) = 1 was

used.

If the dependence of qf on the number of exchanged photons is retained, the

results are more involved. As an example, consider the probability that the photoelectric

effect is accompanied by the exchange of n laser photons

Pn =
σ(n)∑
` σ(`)

. (2.51)

Assuming that the main effect of the assisting field is to redistribute the prob-

ability current into different photon-exchange channels, it is possible to approximate

the sum
∑

` σ(`) by the total field-free cross-section σFF and use Pn = σ(n)/σFF to

obtain the probability. In this approach, the influence of the laser field A on the initial

state, as well as the influence of the sample potential φ on the final continuum state,

are neglected. The former is justified even for weakly bound systems as long as φ is a

short-range potential [74], while the latter holds in the soft photon limit. Thus, the ratio

of the laser-assisted and the field-free photoemission cross-section can be derived [70] as

follows:

Pn =
dσ(n)/dΩ

dσ/dΩ
= J2

n

(
α0 · qf ,

Up

2ω

)
≈ J2

n

(
α0 · qf

)
(2.52)

In the approximation of equation 2.52 the ponderomotive potential is neglected.

As is the case in the soft photon limit, the target atom properties cancel and the prob-
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ability depends only on the electron and laser field properties. It is therefore expected

that, to the extent that the soft photon limit approximation is justified, the target

properties are negligible.

In summary, the laser-assisted photoelectric effect can be considered to result

from “dressing” of the free-electron wave function. When an electron is photoejected

in the presence of an intense laser field, the electron is accelerated by the laser field. If

the interaction occurs continuously over several optical cycles, the electron undergoes

oscillations. This leads to ponderomotive energy shifts, and, in the presence of atomic

nuclei or solids that can absorb momentum, to the generation of sidebands in the pho-

toelectron spectrum. The appearance of sidebands corresponds to the absorption and

stimulated emission of photons from the laser field.



Chapter 3

Experimental Setup

3.1 Introduction

The dynamics of an electronic excitation and the following relaxation process

can be followed directly by using the pump-probe technique. Experimentally, this is

realized by controlling the time delay between the pump and probe pulses: A first laser

pulse (pump) excites the system under investigation and a second time delayed pulse

(probe) samples the excited state of the system. By varying this time delay after a

spectrum has been acquired, it becomes possible to follow the temporal evolution of

the excitation process and its subsequent relaxation into the steady state. With the

availability of fs-laser and HHG photons, a whole range of time-resolved techniques

have become available. As photoemission samples electronic states, time-resolved x-ray

photoelectron spectroscopy is able to sample the evolution of excited states above the

Fermi level and in some cases laser induced changes at the core levels.

The time-resolved EUV photoemission spectrometer that we have used for our

experiments (see figure 3.1) consists of two major components - an ultra-high vacuum

(UHV) chamber and the EUV and IR beamlines.

3.2 EUV and IR Beamlines

The laser system used for these experiments is a commercial multipass Ti:sapphire

amplifier (KM Labs “Dragon”). At an energy per pulse of 2 mJ and a repetition rate
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Figure 3.1: Experimental setup for observing the laser-assisted photoelectric effect from
surfaces.
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of 2 kHz, this laser produces 25 fs pulses with a central wavelength of 780 nm. The

laser beam is directed through a beam splitter, which separates the beam into two.

Depending on the experiment approximately 10 - 30 % of the energy is used for the

IR beam, while the remaining energy is used for the EUV beam. Since in this thesis

a number of experiments using different EUV and IR wavelengths are discussed, each

will be examined separately.

3.2.1 IR beamline

The IR beam (10 - 30% of the laser energy) is directed through a computer-

controlled delay stage in order to control the time delay between EUV and IR pulses.

These pulses are then loosely focus into the UHV chamber and subsequently redirected

to the sample at a small (≈ 1◦) angle with respect to the EUV beam. The IR beam

spot size at the sample is varied between 0.2 and 1.2 mm by moving a focusing lens.

The IR beam is chopped at a frequency of 1 kHz, and the electron detector is gated

to record EUV+IR and EUV-only spectra alternately. This allows us to distinguish

emission caused solely by the IR beam from two-color (EUV+IR) photoemission.

Furthermore, in order to experimentally verify the wavelength dependence of

laser-assisted photoemission, we performed experiments with two different IR wave-

lengths:

• 780 nm: Chapters 4 and 5 discuss experiments where the IR wavelength is

780 nm (the fundamental frequency of the laser system). In these experiments,

the IR pulse duration is broadened to 35 - 40 fs by dispersion as it propagates

through various optical elements in the delay line.

• 1300 nm: The experiment discussed in chapter 6 studies the dependence of

the LAPE sideband height for different IR wavelengths. We used an optical

parametric amplifier (OPA) [79] to convert the 780 nm light into 1300 nm light.
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In this experiment, the pulse duration of the IR beam is ≈ 90 fs.

3.2.2 EUV beamline

The remaining 70 - 90 % laser energy is up-converted by phase matched high-

harmonic generation (see section 2.1) in a noble gas-filled, hollow waveguide [66] (see

figure 3.2). Just as with the IR beam, the experiments discussed below make use of the

two different EUV energies:

• 43 eV (27th harmonic, 29 nm): In this case, Argon is the noble gas used to

efficiently generate this photon energy through HHG. The argon pressure in-

side the hollow waveguide is ≈ 45 torr. This photon energy was used for the

experiments discussed in chapters 4 and 6.

• 91 eV (57th harmonic, 13.5 nm): ≈ 500 torr of Helium is used to generate this

photon energy. The experiment covered in chapter 5 makes use of this photon

energy.

Figure 3.2: Picture of a HHG waveguide v-groove holder engineered by the Kapteyn-
Murnane group.

Since HHG produces a semi-continuum spectrum, frequency discrimination is

needed in order to use the HHG photons for photoemission. In our experiments, we
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use a pair of multilayer mirrors [80], one flat and one curved, to spectrally select the

desired harmonic and to focus the EUV beam onto the Pt surface with a spot size of

approximately 100 µm. For the 43 eV photons, this pair of multilayer mirrors is made by

periodically growing magnesium and silicon carbide (silicon and molybdenum for the 91

eV photons) thin-films on a superpolished glass substrate to form a Bragg reflector for

the incoming photons. The wavelength with the maximum reflectivity is equal to twice

the thickness of the Mg:SiC (Si:Mo) stack of the multilayer mirrors. Figure 3.3 shows

the reflectivity vs wavelength plot of a single Mg:SiC multilayer mirror. The wavelength

of the maximum reflectivity of the multilayer mirror is near the 27th harmonic of the

driving 780 nm pulse. Figure 3.4 shows the reflectivity curve for a Si:Mo multilayer

mirror. Experimentally the photon flux at the 27th harmonic is higher than at the

57th harmonic; however, the multilayer mirrors for the shorter wavelength photons have

higher reflectivity.
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Figure 3.3: Reflectivity curve for a single Mg:SiC multilayer mirror.

Additionally, a 200 nm thick aluminum or zirconium filter is used to maintain

a pressure differential between the high-order harmonic generation cell and the UHV



39
0.6

0.5

0.4

0.3

0.2

0.1

R
e

�
e

c
ti

v
it

y
 (

%
)

9694929088

Photon energy (eV)

57th

harmonic

59th

harmonic

Figure 3.4: Reflectivity curve for a single Si:Mo multilayer mirror.
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Figure 3.5: Transmission of the aluminum and zirconium filters. The green curve rep-
resents the transmission of an oxidized aluminum filter.

chamber, and to block the copropagating IR light while transmitting the EUV beam.

The aluminum filter transmits the 43 eV photons, while the zirconium filter transmits

the 91 eV light (see figure 3.5).
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3.3 UHV Chamber

The UHV chamber is pumped by a 500 l/s turbo pump (Balzers TMU-520-SG)

and a 270 l/s ion pump (Varian VacIon Plus 300 noble diode) to achieve a base vacuum

pressure of under 1×10−10 mbar after a standard UHV bake out. To prevent the earth’s

magnetic field from penetrating into the vacuum chamber, the chamber is shielded

internally by double layers of µ-metal. This prevents the course of photoelectrons from

being distorted by external magnetic fields. A platinum(111) single crystal is mounted

inside the chamber by spot-welding it onto two parallel tantalum heating wires, which

are in turn spot-welded to a manipulator mounted vertically from the top port of the

chamber (see figure 3.8). The manipulator has the capability of performing three-axis

translational and azimuthal rotational motion with respect to the platinum sample.

In addition, the manipulator’s inner tube can be filled with liquid nitrogen, providing

cooling for the sample.

A high current power supply (HP 6269B) is connected to the manipulator and

drives the tantalum wires that heat the platinum sample. A proportional-integral-

derivative (PID) temperature controller (Omega CN77000) controls this power supply.

A K-type thermocouple is also spot-welded to the back of the platinum sample for mea-

suring the sample’s instantaneous temperature. The measured temperature feeds into

the PID temperature controller as a feedback signal to control the high current power

supply. Using this feedback control scheme, the electrical heating can be nicely bal-

anced by the liquid nitrogen cooling; therefore, the sample temperature can be reliably

controlled over a wide temperature range, from 79 to 1200 K, and the temperature can

be increased or decreased at a rapid rate.

A custom-built, time-of-flight (TOF), electronic kinetic energy analyzer is used

for detection (see Appendix B). Two shielding layers of µ-metal are installed around the

inner wall of the TOF tube to insulate it from the earth’s magnetic field. The total tube
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length is Ltube = 600 mm and the inner diameter is 40 mm, which provides an electron

collection solid angle of S ' 2×10−3 sterradians. At the end of the TOF tube, a custom-

built, large area (40 mm), fast-response detector detects the electrons. A double micro-

channel plate (MCP) is used at the front of the detector to obtain the gain necessary to

detect single electrons. The MCPs amplify the single electron signal to detectable signal

levels (∼ 100 mV) by a secondary electron cascade process . The detector has timing

resolution of about 200 ps. Impedance matching of the whole electron detector allows it

to operate with a GHz frequency bandwidth. The key ideas of impedance matching are

adapted from the design of A. Stolow [81], and a cone-shape anode design ensures that

the fast electronic signal propagates into the coaxial cable with no noticeable reflection.

The output signal is subsequently delivered to a high frequency pre-amplifier, followed

by a constant fraction discriminator (ORTEC 9327), ensuring that the electron arrival

time is independent of output signal intensity fluctuations. An all solid-state time-to-

digital converter (TDC) (ACAM AM-F1) measures the electron flight times, referenced

to a start signal from the laser system.

The real electron flight time is actually referenced to the moment when the EUV

pulse arrives at the sample, also the moment when the sample starts to emit electrons.

This moment appears on the TOF spectrum as an EUV scattered light peak. The peak

is a result of the EUV pulse being scattered/reflected from the sample surface, with the

scattered EUV light then triggering the detector. There is a 2 ns time delay between

this EUV peak and the real start time, resulting from the propagation of the EUV

light from the sample to the detector. This time difference is negligible since the fastest

photoelectrons need more than 150 ns to reach the detector. By subtracting the time

of the EUV start peak from the measured flight time, the actual electron kinetic energy

Ekin can be calculated (see Appendix B).

As shown in figure 3.6, the EUV and IR beams irradiate the sample at a variable

angle θ with respect to the surface normal. In order to prevent light reflected off the
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sample from hitting the detector, the TOF tube is tilted up with respect to the plane

of incidence by an angle of 20◦. Consequently the observation angle φ with respect to

the surface normal is given by cosφ = cos 20◦ cos(90− θ).

surface normal

laser beam

p-polarization

TOF

θ
ϕ

20°
Pt sample

Figure 3.6: Geometry for the photoemission measurements: p-polarized IR light im-
pinges on the Pt sample at an angle θ with respect to the surface normal. ϑ = 90 − θ
is the angle of the polarization vector with respect to the surface normal. The detector
is titled by 20◦ with respect to the plane of incidence. The corresponding observation
angle ϑ with respect to the surface normal is given by cosφ = cos 20◦ cosϑ.

For standard surface diagnostics, the UHV chamber is equipped with a Low En-

ergy Electron Diffraction (LEED) Spectrometer and an Auger Electron Spectrometer

(AES) (OCI BDL800IR), which monitor the condition of the sample’s surface. The

diffraction pattern of the LEED can reveal the local order of the sample surface, while

surface contamination can be seen using the AES. A residual gas analyzer (RGA) (Ley-

bold Inficon Transpector) is installed on the UHV chamber for monitoring the ambient

chamber gas content. In addition, Thermal Desorption Spectra (TDS) [82] can be taken

by the RGA, measuring the partial pressure of a target molecule while the temperature

of the sample is steadily raised.
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3.4 Sample Preparation

For sample preparation and cleaning, an argon ion sputter gun is installed in

the UHV main chamber. The sputter gun can be used to remove the topmost several

mono-layers of the platinum sample, and therefore sample surface contaminations are

simultaneously removed. Rapid thermal annealing can subsequently be performed to

reconstruct the surface order. However, on a day to day basis, we usually obtain a

thermal desorption spectrum of oxygen adsorbed on Pt(111) to assess the cleanliness of

the sample.

Thermal desorption spectroscopy is a well-known and commonly used technique

for characterizing chemical reaction processes on surfaces. The idea of TDS is to adsorb

the molecules under study to the metal surface at a low, non-reactive temperature.

The temperature of the metal surface is subsequently increased at a constant rate to

a temperature well above the temperature where the adsorbates react and desorb. By

measuring the yield of the desorbing molecular species and the corresponding desorbing

temperatures, information about adsorption energy of the adsorbates, activation energy,

and the reaction channels of the chemical reactions can be extracted. For oxygen on

platinum (111), TDS can help us understand the oxygen chemisorbed states and their

corresponding properties.

Figure 3.7 shows the TDS spectrum of O2 on Pt(111) taken using our setup.

Oxygen was initially dosed onto the platinum sample at 77 K, to saturation coverage.

Two distinct desorption peaks can be observed in the TDS spectrum: an intense α-O2

peak at 145 K, and a weaker high temperature β-O2 peak (the symbols of α and β

are used for identification purposes only; the oxygen molecules desorbing from these

two peaks are the same). The TDS spectrum of O2/Pt can be explained by superoxo

oxygen (O−
2 ) dominating at the bridge site at high coverage, when oxygen is dosed to

full coverage at liquid nitrogen temperature. When the surface temperature is heated
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Figure 3.7: TDS for Pt(111) covered with O2. The rate of temperature increase is 5
K/sec.

above 145 K, a large fraction of oxygen molecules desorb from the platinum surface,

since the oxygen molecules have gained enough energy to overcome the energy barrier for

desorption. Once some of the oxygen molecules desorb, the oxygen coverage becomes

much lower on the platinum surface, and there will not be enough oxygen molecules

left on the surface to cluster at adjacent bridge sites. The oxygen molecules now tend

to move from the bridge site to the three-fold hollow sites to lower their total energy,

leading to a state transition from the superoxo (O−
2 ) into the peroxo (O2−

2 ) state for

the remaining oxygen molecules. When the surface temperature increases above 200 K,

the intermolecular bond of the adsorbed oxygen molecule will gain enough energy to be

broken. This causes the oxygen molecule to dissociate into two identical oxygen atoms,

and the two oxygen atoms absorb on two different three-fold hollow sites on a platinum

surface. Since atomic oxygen has a much higher adsorption energy, it will remain on

the platinum surface until the surface temperature reaches temperatures higher than

600 K. Finally, the atomic oxygen will desorb and recombine to form oxygen molecules
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and leave the platinum surface.

In our experimental setup we use a custom-built gas doser for precision gas dosing.

The major benefit of using a gas doser versus using a gas leak valve is that a doser allows

a much higher local pressure to be created around the sample area while keeping the rest

of the chamber in high vacuum. This also minimizes the opportunity for gas molecules

to adsorb at the UHV main chamber wall, preventing prolonged pump down times after

gas dosing. In addition, if experimentally required, continuous gas dosing to the sample

would not cause serious problems. Maintaining the high vacuum condition of the rest

of the system is needed to ensure the functionality of other highly sensitive equipment.

For example, the working pressure of the MCP electronic detector must be lower than

1× 10−6 mbar.

3.5 Finding Temporal and Spatial Overlap

The spatial and temporal overlap between the EUV and the IR beams at the

sample is obtained using a multi-step procedure. A preliminary spatial overlap is ob-

tained by moving the sample holder (figure 3.8) so that the EUV and IR beams hit a

phosphor screen that is moved in place of the Pt(111) surface. The beams are observed

and aligned using a CCD camera that images the phosphor from outside the chamber.

The temporal overlap is obtained by moving the sample holder to another po-

sition, where the beams pass through a beta barium borate (β-barium borate, BBO),

frequency-doubling crystal. The aluminum filter in the EUV beamline is replaced by a

thin (0.355 mm) sapphire window to allow the IR light from the high-harmonic EUV

beamline into the UHV chamber. A cross-correlation between the two IR fields then

locates time zero. The position of time zero must be corrected for the sapphire window

group delay, which is 934 fs. At this point, the Pt(111) sample is moved into place. Since

the position of the phosphor screen along the light direction is not exactly the same as

the Pt(111) sample, the spatial overlap must be readjusted. This is done using LAPE
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Figure 3.8: Schematic of the phosphor screen, Pt(111), BBO and quartz crystals holder.

(see section 4.4) itself, by observing the highest-energy photoelectrons as a measure of

spatial and temporal overlap.

However, the above mentioned procedure can only be used for experiments where

780 nm light is used for the IR beam. In the experiments from chapter 6 we used

1300 nm light to “dress” the electrons photoemitted by the EUV light. Therefore, the

method described above on how to find temporal overlap cannot be used. Instead we

made use of the optical Kerr effect [83].
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The optical Kerr effect is a change in the refractive index of a material in response

to an electric field. In our case, the electric field is due to the light itself. It is distinct

from the Pockels effect in that the induced index change is directly proportional to the

square of the electric field instead of to the magnitude of the field. Under the influence of

the applied field, the material becomes birefringent, with different indices of refraction

for light polarized parallel to or perpendicular to the applied field. The difference in

index of refraction, ∆n, is given by

∆n = n‖ − n⊥ = KE2λ0 (3.1)

where λ0 is the wavelength of the light, K is the Kerr constant, E is the amplitude of

the electric field, n‖ is the index of refraction in the direction of the applied, and n⊥ is

the index at right angles to E . This difference in index of refraction causes the material

to act like a waveplate when light is incident on it in a direction perpendicular to the

electric field. If the material is placed between two “crossed” (perpendicular) linear

polarizers, no light will be transmitted when the electric field is turned off, while nearly

all of the light will be transmitted for some optimum value of the electric field. Higher

values of the Kerr constant allow complete transmission to be achieved with a smaller

applied electric field. This effect only becomes significant with very intense beams such

as those from ultrafast lasers.

In order to find time zero through the optical Kerr effect, we move the sample

holder to a position where both beams pass through a quartz crystal. We place two

“crossed” polarizers in the probe 1300 nm beamline, while we set the pump 780 nm

light polarization at 45◦ from the probe light polarization (figure 3.9). We then monitor

the intensity of the probe beam while changing the optical path-length of the pump

beamline. When both pulses hit the quartz crystal at the same time, the intensity

of the probe beam after the second polarizer increases. A measurement of the probe
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light intensity versus time locates temporal overlap between both pulses. As mentioned

before, in order to find time zero between the EUV pulse and the 1300 nm pulse, we

need to correct for the delay induced by the sapphire window.

polarizer

polarizer detector

Δt ≠ 0

quartz

crystal

s-pol

p-pol

45° from

s-pol

pump

probe

polarizer

polarizer detector

Δt = 0
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Figure 3.9: Schematic of experimental setup for finding temporal overlap when the IR
pulse wavelength is different than 780 nm. In this case we use of the optical Kerr effect
to find time zero.



Chapter 4

Laser-Assisted Photoemission from Surfaces

4.1 Introduction

The purpose of this chapter is to extract from EUV+IR photoemission data

unambiguous signatures of all the processes that occur when a surface is illuminated

simultaneously with an EUV and intense IR fields, i.e. above-threshold photoemission,

heating of the valence electron distribution, and LAPE. Above-threshold photoemission

and hot electrons are so-called initial state effects (i.e. signal originates from atoms that

have not interacted with the EUV light), whereas LAPE is a final state effect in that

it is specific to the EUV-excited atoms. Comparing the relative magnitudes of these

effects allows us to develop methods to single-out the continuum free-free transitions

corresponding to LAPE. We found that LAPE is the dominant process over a wide

range of IR intensities and polarizations typically employed in experiments investigating

charge-transfer dynamics in surfaces and surface-adsorbate systems. This result shows

the feasibility of extending the variety of time-resolved measurements using LAPE that

have been observed and employed in atomic and molecular samples, to solid surfaces.

4.2 Aspects of Surface LAPE

In principle, the concept of the laser-assisted photoelectric effect should apply

not only to atoms but to solid surfaces as well. It should also result in the convolution

of sideband shifts onto the entire continuous EUV photoemission spectrum from the
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solid. However, due to the manifold different excitation paths and energy dissipation

channels, the interpretation of energy shifts in the photoemission spectra from solid

surfaces is more complicated than in the gas phase. The following sections discuss

possible influences of the strong IR light on the photoemission spectra from solids.

4.2.1 Momentum conservation and ground state dispersion

A basic difference between photoemission from crystal surfaces, when compared

to photoemission from atoms, concerns the exchange of momentum. This is restricted to

integer multiples of the reciprocal lattice vector h̄G in a crystal, due to the periodicity

of the lattice. However, the presence of a surface removes the periodicity in one half-

space and softens momentum conservation. In the case of EUV photoemission, the

electrons have a very short escape depth on the order of 5 Å, according to the universal

curve [12, 84]. They thus sense only one or two atomic layers. The surface can then

act as a continuous source or sink of momentum normal to the surface [85], and the

electron can be excited into a surface state, often called inverse LEED state. Along the

surface normal, the latter is essentially a plane wave. For an IR laser pulse impinging

on a metal surface, the electric field components parallel to the surface nearly vanish

because of the boundary conditions. The remaining field, i.e. the component that is

able to dress the photoemitted electrons, thus points along the surface normal, where

the surface can balance momentum conservation. In this direction, the interaction of

the emitted electron with the IR laser can be described by replacing the plane wave

part of the LEED final state by a Volkov wave.

However in EUV photoemission, part of the spectrum arises from direct transi-

tions, e.g., the emission from d-bands into s-bands in transition metals. This photoe-

mission process conserves the momentum q‖ parallel to the surface. As the “dressing”

is associated with a momentum change along the surface normal, the direction of emis-

sion of the electron is changed, except for electrons emitted normal to the surface.
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For angle-resolved photoemission spectroscopy with infinite resolution, or laser-assisted

photoemission, the detected sidebands stem from electrons emitted from different ini-

tial states and at slightly different angles compared with the electrons that did not lose

or gain photons of energy h̄ω from the IR field. Due to the dispersion of the valence

bands in solids, the corresponding energies can be shifted leading to a deviation of the

sideband energy spacing compared with the IR photon energy. However, in the soft

photon limit, the relative momentum change associated with the exchange of a photon

between the photoelectron and the IR field is small. At an observation angle of 45◦, the

absorption or emission of a 1.6 eV photon by a 36 eV electron leads to ∆k‖ = 0.05 Å−1,

which is about 0.02 of the total Brillouin zone. The corresponding energy shift due to

dispersion is at most 50 meV, which is significantly smaller than the IR photon energy

(1.59 eV) and even below the energy resolution of our detector. Thus, we neglect these

dispersion energy shifts in this work.

4.2.2 Resonant interband and intraband transitions

Another difference between atoms and surfaces is the quasi-free behavior of elec-

trons in a band, due to the delocalization of the electrons from individual ions. At the

Fermi edge of Pt, however, the energy spectrum is dominated by d-bands, which deviate

significantly from the free-electron like sp-bands. Due to the strong localization of the

d-electrons to the crystal ions, the d-bands are narrow and exhibit only low dispersion.

They can be described in the tight binding approximation and resemble bound elec-

trons in atoms [86]. Ground state dressing of the d-electrons is therefore neglected in

the soft photon limit for the same reasons as in atoms [87]. For the broader sp-bands,

the tight binding approximation does not hold. Although the electrons can move freely,

they cannot respond to the IR light in the same way as electrons in the continuum.

At low frequencies, the interaction of light with a metal is dominated by intraband

absorption. In this process, which corresponds to the classical IR absorption picture,
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electrons can absorb any photon energy from the IR field and are promoted into unoc-

cupied levels above the Fermi edge. This mechanism thus only affects a small fraction

of the electrons in a narrow window around the Fermi edge, and does not lead to side-

band peaks. Moreover, resonant k‖-conserving interband transitions are only possible

in certain directions when energy and momentum conservation are fulfilled. Contrary

to the case of continuum electrons, only absorption is possible from the ground state

since stimulated emission is forbidden by the Pauli principle, as the lower lying states

are filled. The presence of such resonant interband transitions should thus be visible

by an enhancement of the positive sideband; i.e., conduction-band electrons can absorb

photons from the laser field. The dependence of this contribution on the EUV+IR time

delay should follow the lifetime of the intermediate states, which is approximately 100

fs for transition metals [88]. Both effects are not observed in our experiment.

4.2.3 Non-resonant interband transitions

Due to the high IR intensities applied in LAPE experiments, non-resonant IR

interband transitions into virtual levels occur, which can serve as intermediate states

for multiphoton ionization. Such transitions have been studied theoretically in atoms in

different limiting cases. For electrons in excited Rydberg states of atoms, non-resonant

absorption and emission of microwave photons into virtual states can lead to dressing

analogous to the continuum [89]. As unoccupied real levels above and below the initial

Rydberg state are densely spaced, both absorption and emission are equally likely,

which leads to symmetric sidebands. For electrons in an atomic ground state, symmetric

sidebands can occur when the photon energy of the dressing beam is considerably smaller

than the spacing between the atomic levels. In this case, which is usually fulfilled only

for light in the far IR or microwave region, the distance of the virtual states after

absorption and emission are approximately equally spaced from the closest unoccupied

level [90].
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In our experiment, the electrons are in the ground state and the photon energy is

not resonant with any direct interband transition on a Pt(111) surface. Non-resonant

absorption is closer to resonance with an unoccupied real state than stimulated emission,

since unoccupied levels are only available above the ground state. Dressing of the

ground state is thus expected to preferentially enhance the positive sideband leading

to asymmetric amplitudes. In the light-metal interaction volume, however, the electron

number reaches the same order of magnitude as the number of photons per pulse applied

in our experiment. As a consequence, only a very small fraction of the electrons is excited

into the virtual states, leading only to a negligible contribution to the positive sideband

in the EUV photoemission spectrum. This is in contrast to gaseous atoms where the

atom density is usually much lower than the photon density. In the case of dressing of

the final state, only the small number of photoemitted electrons plays a role - so that

in the continuum a significant fraction of the electrons can be dressed.

4.2.4 Dressed band structure

Theoretical investigations of intense field effects in solids predict the opening

of band gaps [91,92] whenever direct multiphoton transitions are possible. These band

gaps are closely related to the intensity-dependent Autler-Townes splitting [93] of atomic

levels in the presence of a resonant or near-resonant strong laser beam. At a photon

energy of 1.6 eV, the laser is not resonant with any direct interband transition [94],

so that ground state dressing is expected to play a minor role in our experiment. The

strong IR laser thus influences the electrons only after photoemission, leading to the

final state dressing picture similar to the experiments done in gaseous atoms.

4.2.5 Competing strong field effects

For applications of LAPE in EUV pulse duration measurements, the sideband

amplitude range, after equation 2.50 An = J2
n(x) for small values of the argument x, is
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of special interest. In SI units x can be written as

x =

√
16πα

meh̄

IEkin

ω4
IR

. (4.1)

For small x, A1 can be approximated by A1 ≈ x2/4 leading to

A1 ∝ IEkin

ω4
IR

. (4.2)

In this regime, the sideband height depends linearly on the IR laser intensity,

which makes it a suitable observable for EUV+IR cross-correlation measurements as well

as for time resolved spectroscopy. Additionally, A1 depends on the kinetic energy Ekin

of the dressed electron and on the IR photon energy ωIR. Figure 4.1 shows the intensity

required to generate 1st-order sideband amplitudes of A1 = 0.1 versus the photoelectrons

kinetic energies Ekin for 800 nm light. For kinetic energies below 100 eV, an intensity of

at least 1011 W/cm2 is necessary. For slower electrons, the required intensity increases

dramatically. This intensity range is only 1 to 2 orders of magnitude below the damage

threshold of metal surfaces. Also, the excitation of non-thermal hot electrons leads

to changes in the spectra similar to those caused by the photoelectric effect. Finally,

the illumination of metal surfaces at such high intensities leads to significantly stronger

electron emission and higher kinetic energies than from gaseous atoms, due to field

enhancement and space-charge-induced Coulomb explosion.

In past work, it was shown that above-threshold photoemission (ATP) can be

significant from surfaces at much lower laser intensities than in atoms, due to field

enhancement effects [95]. Above-threshold photoemission is the photoemission of elec-

trons from a surface by absorption of more photons than is required to overcome the

work function. This effect can be understood, similar to LAPE, by the rate-limiting

multi-photon ionization of the sample through absorption of the minimum number of

photons needed, and followed by redistribution of these electrons in the continuum by
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Figure 4.1: Calculated IR intensity required to generate first order sideband heights
of A1=0.1 for wavelengths of 800 nm and 1600 nm, respectively, as a function of the
kinetic energy of the electrons. For kinetic electron energies of 36 eV and an 800 nm
dressing wavelength, laser intensities greater than 1011 W/cm2 are required.

absorption of additional photons [96]. For ultrashort Ti:sapphire laser pulses at 780 nm,

intensities on the order of 1014 W/cm2 are needed to cause a substantial emission of

electrons by multiphoton ionization of gaseous atoms; i.e. above-threshold ionization.

However, it has been known for a long time that surface plasmons can lead to substan-

tial field enhancement (up to a factor of 103) corresponding to intensity enhancements

of 106 on a metal surface [95]. This effect results in phenomena such as surface en-

hanced Raman scattering. Although forbidden by energy and momentum conservation

on perfectly flat surfaces, these surface plasmons can be excited on rough surfaces. Due

to the corresponding field enhancement, ATP can happen at intensities as low as 108

W/cm2 [95]. These enhancements not only lead to higher kinetic energies of the ATP

electrons from surfaces than the ATI electrons from atoms, but also the number of elec-

trons is considerably larger. Additionally, the first step in ATP, multiphoton ionization,

is stronger than in atoms, because of the low ionization potential (work function) of
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atoms. Finally, the sample particle density is higher than in typical experiments on

atoms. As a consequence, many electrons can be emitted from a very small volume of

the solid sample by a single intense laser pulse, which leads to a Coulomb explosion as

the electrons repel each other [35, 97]. This way, some of the electrons are accelerated

and can gain a significant amount of extra kinetic energy, while others are decelerated

and may not escape the surface. Surface preparation thus plays a major role in the

ability to successfully observe LAPE.

4.3 Above-Threshold Photoemission

As was discussed above, the IR laser intensity at 800 nm required to generate

sidebands is on the order of 1011 W/cm2. Since the parallel component of the electric

field nearly vanishes at the surface of a good conductor, the laser polarization must

be perpendicular to the surface. Figure 4.2 shows a photoemission spectrum taken

for p-polarized IR light as the laser intensity is varied around 1011 W/cm2. No EUV

light was incident in this measurement. Since the ponderomotive potential at these

intensities is <0.1 eV and is much less than the work function of Pt (5.8 eV), no “channel-

closing” occurs, and at least 4 IR photons are required to photoeject electrons from the

surface. The lowest intensity curve shows multiphoton photoemission by 4 photons, with

a small contribution of above-threshold photoemission by 5 photons. As the intensity is

increased, two effects can be observed. First, above threshold photoemission becomes

stronger. The 5-photon edge increases and new channels with 6 and 7 photons appear.

However at higher laser intensities, the separation of subsequent edges is measurably

larger than the IR photon energy. This occurs because the number of photoelectrons

increases dramatically and leads to a Coulomb explosion of the electron cloud, due

to their mutual repulsion [35]. As a result, faster electrons at the front of the cloud

are accelerated, while slower electrons at the back are decelerated. This effect already

becomes very strong at the moderate laser intensities applied here.
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Figure 4.2: Multiphoton-induced photoemission spectra taken at different laser inten-
sities ranging from 130 to 590 GW/cm2 using IR light only. ATP (above threshold
photoemission) and space-charge acceleration generate electrons with kinetic energies
of tens of eV.

In contrast to experiments on gaseous samples, the higher target densities and

lower ionization potentials in solids lead to stronger multiphoton ionization, above-

threshold photoemission, and as a consequence, to stronger space-charge acceleration.

To detect LAPE from solids with Ti:sapphire laser pulses at 800 nm, EUV photon ener-

gies of at least 30 to 40 eV are required so that the photoejected electrons corresponding

to the Fermi edge have energy significantly higher than the IR-induced ATP electrons.

However, even if the EUV photoelectron Fermi edge lies beyond the high energy ATP

electrons, its shape can still be altered by the space-charge if too many IR-induced elec-

trons are emitted. It is therefore important to reduce space-charge effects as much as

possible.

The measurement shown here was performed on a sample that was cleaned as

described before. This is necessary since any surface roughness can lead to strong

local enhancements of the IR field at the surface [95], which dramatically increases the
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number and energy of IR-ejected electrons. Due to the strong susceptibility of these

effects to surface roughness, the IR-induced electron spectra differ strongly from day to

day, and figure 4.2 can thus only be taken as an example. We observe the creation of

hot spots on the Pt(111) surface resulting from IR laser intensities above 1012 W/cm2

at pulse duration ∼ 30 fs. These hot spots result in a huge increase in high energy

electrons resulting from the IR field. Apart from using shorter pulse durations to raise

this damage threshold, the use of lower IR photon energy as the dressing field would help

to circumvent this problem. In the present experiment, however, IR-induced electrons

can be kept sufficiently low by thorough sample preparation and by restricting the IR

laser intensity to moderate values.

4.4 Extraction of the Sideband Structure

As mentioned before, LAPE has been extensively studied in the gas phase, where

the discrete nature of the photoelectron spectrum makes the sidebands easy to distin-

guish. To extract this peak-like sideband structure from the continuous spectra of solid

surfaces, the EUV+IR spectrum must be deconvolved from the EUV-only spectrum

using a fitting procedure. Figure 4.3 shows a series of photoelectron spectra around

the Fermi edge, at an IR peak intensity on the order of 1011 W/cm2 and for relative

time delays between the IR and EUV beams ranging from -100 fs to +100 fs. Negative

time delays denote that the EUV pulse arrives after the IR pulse. The IR beam was

polarized in the plane of incidence (p-polarized). The EUV-only spectrum is only shown

for the -100 fs measurement (dashed line). At this time delay, both the EUV-only, as

well as the EUV+IR spectra, show the typical d-band structure of clean Pt(111). This

Pt d-band peak near the Fermi edge, although 0.9 eV wide, is nevertheless a very use-

ful characteristic peak around which to observe sidebands. While the spectral shape

is unaffected by the presence of the IR field, the EUV+IR spectrum is slightly shifted

to higher electron energies as compared to the EUV-only spectrum, due to the space-
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charge induced Coulomb explosion. We have observed this space-charge-induced shift

to be present for time delays between at least -1 ps and +1 ps. This can be explained by

the fact that the photo-emitted electrons are traveling slowly enough that they do not

escape from the range of the space-charge field of the IR-induced electron cloud during

the time frame of the experiment. Thus, the EUV photoelectron energies are slightly

shifted even when the IR pulse comes considerably after the EUV. This space-charge

effect increases strongly with the IR intensity. At very high intensities it not only shifts

the EUV+IR spectra, but also changes its shape (see e.g. figure 4.13). However in figure

4.3, the space-charge effect is rather low, indicating an effective IR intensity in the low

1011 W/cm2 range. The space-charge shift is determined from the -100 fs curves and

all EUV+IR spectra are corrected for it before subsequent analysis.

In the photoemission spectrum shown in figure 4.3 near that which corresponds to

zero time delay between the laser and EUV pulses, we observe a very strong shape change

at the Fermi edge. Insight into the origin of this change can be gained by calculating the

average kinetic energy of the photoelectrons above 20 eV, both with and without the IR

pulse present. (Below 20 eV photoelectron kinetic energies, the EUV+IR spectrum is

dominated by low-energy electrons from above-threshold photoemission.) No significant

IR-induced increase of the average kinetic energy was found around zero fs. Indeed, the

calculated average photoelectron kinetic energies with and without the IR were identical,

within 0.1 meV, at all time delays. This indicates an essentially equal redistribution

of electrons to lower and to higher kinetic energies in the presence of the IR field that

modifies the photoelectron spectra. Consquently, this result excludes interpretations

of a photoelectron spectrum modified by image potential states, ground state dressing,

or hot electrons [98], since in all cases the average kinetic energy should be increased

by the presence of the IR field. We therefore interpret the Fermi edge modification

near time zero to be the result of the laser-assisted photoelectric effect. Viewed in a

perturbative two-step model, the electrons photo-emitted by the EUV beam can absorb
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Figure 4.3: Observed photoelectron spectra from Pt(111) as a function of time-delay
between the IR and EUV beams. For -100 fs time delays, the EUV-only spectrum
(dashed line) is also shown. A slight shift of the spectrum due to IR-induced space-
charge can be seen, but this does not change the shape of the spectrum and can thus
be corrected for. The strong modification at the Fermi edge of the time zero spectrum
is due to laser-assisted photoemission.
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or emit photons from the IR field, leading to sidebands in the photoelectron spectrum.

In an atomic system, the EUV photoelectron spectrum consists of discrete atomic peaks,

and the LAPE sidebands are easily distinguished. From a surface, the photoemission

spectrum consists of a continuous distribution due to the band structure of the solid.

Nevertheless, the high density-of-states at the Fermi edge for Pt(111) allows sideband

peaks to be discerned at ± 1.6 eV.
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Figure 4.4: Calculated LAPE response function using equation 4.3 assuming the gener-
ation of two sidebands.

To quantitatively extract the sideband intensities in the case of photoemission

from Pt in the presence of an intense IR field, we modeled the absorption and emission

of up to two IR photons by a photo-electron of kinetic energy E0 by

f(E − E0) =
1− 2A1 − 2A2√

2πσ2
e(E−E0)2/2σ2

+

∑
±

(
A1√
2πσ2

e(E−E0±h̄ω)2/2σ2
+

A2√
2πσ2

e(E−E0±2h̄ω)2/2σ2

)
(4.3)

(see Figure 4.4). Since the kinetic energies of the affected electrons are large compared
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to the IR photon energy (soft photon limit), we assume that the influence of the ground

state on the free-free transitions is negligible. In particular, this LAPE response function

is considered independent of the electron’s kinetic energy over the fit range around the

Fermi edge. Consequently, the EUV+IR spectrum is expected to be generated by a

convolution of the EUV-only spectrum with the LAPE response function of equation 4.3.

We therefore fit this convolution to the combined EUV+IR photoemission spectrum,

allowing the sideband intensities A1 and A2, as well as the width σ and the peak

separation h̄ω, to be fit parameters. The factor in front of the first Gaussian peak is

chosen to normalize the response function to 1. The parameters A1 and A2 thus give the

fraction of electrons scattered into the first and second sidebands respectively. Figure

4.5 shows the result for zero time delay between the IR and EUV beams. The black line

gives the photoemission spectrum without the IR pulse present. The red line shows the

photoemission spectrum with the IR pulse present. Finally, the blue line shows the fit to

the EUV+IR curve by convolving the LAPE response function from equation 4.3 with

the unperturbed spectrum. The inset of figure 4.5 shows the LAPE response function

associated with the resulting fit parameters: A1 = 0.241 ± 0.004; A2 = 0.013 ± 0.003;

σ = 0.23 ± 0.02 eV; and h̄ω = 1.59 ± 0.02 eV. The inset is multiplied by
√

2πσ2, so

that the peak heights reflect the corresponding intensity parameters A1 and A2.

The fit to the sideband separation of h̄ω = 1.59 eV corresponds very well to the

photon energy of the IR beam, while the width σ reflects closely the convolution of

the laser bandwidth (≈ 0.1 eV) and the detector resolution at the high energy part

of the photoelectron spectrum (≈ 0.2 eV). Initially, we allowed the response function

to be asymmetric using different intensity parameters A±1,2 for the positive and nega-

tive sidebands. However, this fit generally yielded sideband heights that were identical

for the high- and low-energy sidebands, as would be expected for the LAPE in this

weak-field regime (see figure 4.6). The quality of the resulting fit strongly supports the

interpretation of these data as surface LAPE. This is further corroborated by the fact



63

1200

1000

800

600

400

200

0

co
u

n
ts

40353025

electron energy (eV)

0.6

0.4

0.2

0.0

 
 2

π
 σ

 f(
E

-E
0
)

-4 0 4
E-E0 (eV) EUV+IR

 EUV only
 !t

√




Figure 4.5: Photoemission spectrum at zero time delay between the EUV and IR fields,
taken from the data shown in figure 4.3. Observed photoemission spectrum with (red
line) and without (black line) the IR pulse present. The blue line shows the fit to the
EUV+IR curve by convolving the LAPE response function from equation 4.3 with the
unperturbed spectrum. The inset shows the LAPE response function associated with
the fit.

that no sidebands are observed when the polarization of the IR light is perpendicu-

lar to the direction of detection (s-polarized, see figure 4.15a). However, hot electrons

can be observed for both polarizations of the IR field. These hot electron-energy dis-

tributions persist for significantly longer times than the LAPE response (hundreds of

femtoseconds), and are discussed below.

By fitting the photoelectron spectra for all other time delays, with h̄ω and σ

fixed to the values derived from the time zero photoemission spectrum, we determine

the strengths A1 of the first-order sideband as a function of delay between the IR and

EUV pulses (figure 4.7b). The small error bars show the large sensitivity of the fit to

the sideband heights, which is due to the fact that the positive sidebands show up in a

region well beyond the Fermi edge where the EUV-only spectrum exhibits a small count

rate. For a cross-correlation measurement, an observable which is linear in the laser
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Figure 4.6: Identical spectrum to that shown in figure 4.5, where the positive and
negative first-order sideband heights are allowed to vary during the fit. However, no
significant asymmetry is generated as a result of this fit.

intensity IL is required. As shown in figure 4.7a, A1 fulfills this requirement for small

IL, where A1 is approximated by the asymptote A∗1 = x2/4, and, following equation 4.1,

x2 ∝ IL. For larger intensities, however, A1 levels off and exhibits a sublinear behavior.

To ensure a linear dependence for all data points, the sideband heights A1 are thus

replaced by the corresponding values A∗1 of the asymptote. A Gaussian fit yields a

full width at half maximum of 33 ± 2 fs, in accordance with the expected EUV pulse

duration of ∼ 10 fs and the IR pulse duration on the order of 35 fs, respectively [50].

Figure 4.8 shows a LAPE measurement at an angle of about ϑ = 5◦ (see figure

3.6) between the IR polarization (p-polarized) and the surface normal, close to grazing

incidence. At this sample angle, which corresponds to an observation angle of about

20◦ with respect to the surface normal, the d-band peak at the Fermi edge is even

more pronounced than in the previous geometry, and it dominates the broader d-band

structure at 30 eV. As a result, the sideband characteristics of the LAPE process become

even more obvious. The steps due to the first- and second-order positive sidebands are
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Figure 4.7: (a) The solid line shows the square of the Bessel function A1 = J2
1 (x),plotted

versus x2 ∝ I. The dotted line depicts the asymptote behavior for small x: A∗1 = x2/4.
For a cross-correlation measurement, a linear intensity dependence of A1 is required,
which is only fulfilled for small x. (b) Measured cross-correlation of the IR (with 30 fs
pulse duration) and the expected ≈ 10 fs duration EUV pulses as a function of time
delay. The measured sideband heights A1 are replaced by the corresponding values A∗1
of the asymptote, so that linear intensity dependence is ensured for all data points.
A Gaussian fit yields 33 ± 2 fs, limited by the duration of the IR pulse duration. A
Gaussian fit to the uncorrected A1 data yields 37 ± 3 fs.
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more pronounced and the first-order negative sideband is visible. Moreover, like in the

previous data set, the EUV+IR spectrum can again be reproduced from the EUV-only

data by convolution with the symmetric sideband function of equation 4.3. This result

has been found at several other sample angles as well, which are not shown here. The

universal applicability of this fit procedure to data taken at different sample angles

excludes band structure effects, e.g. the opening of band gaps [91, 92], from being the

cause of the observed IR-induced modifications to the photoemission spectra.
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Figure 4.8: LAPE spectrum taken at a different sample angle of ϑ = 5◦. Due to the
larger d-band peak at this angle, the negative sideband is more clearly visible.

Figure 4.9 shows a time series of LAPE spectra (red curves) between -40 fs and

40 fs in steps of 5 fs. The black curves represent the EUV-only spectra and the blue

curves are the fits. In this data set, the space-charge turns out to be stronger than in the

previous measurement. This may be due to higher surface roughness, which depends on

the cleaning procedure and thus changes from day to day. The corresponding shift to

higher energies of the EUV+IR spectra with respect to the EUV-only curve is already

corrected-for in figure 4.9. In addition, the data at -40 fs (where the EUV pulse comes
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after the IR pulse) reveal a slight smearing of the EUV+IR spectrum, caused by the

space-charge induced Coulomb explosion. Despite this smearing, the fit procedure still

qualitatively reproduces the EUV+IR spectra, especially the step-like structure in the

spectra that show strong LAPE. Quantitatively however, the space-charge distortion

will lead to systematic deviations of the fit parameters A1 and A2. These sideband

heights are plotted versus time delay in figure 4.10. A1 grossly follows the expected

Gaussian cross-correlation characteristics as in the previous data set. However, it does

not go to zero at the wings, primarily because of the space-charge effects. Moreover,

the background is not constant, but is higher for large time delays. This background

is most likely composed of a constant part, due to the space-charge effect, and above

time zero, a time-dependent part from hot electrons. These effects will be discussed in

more detail in the following sections, but they will not be taken it into account in the

discussion of the present data set. A tentative Gaussian fit of the A1 curve in figure

4.10 yields a width of 38 ± 5 fs, similar to the previous measurement.

Due to the larger number of data points, the present time series makes it possible

to investigate the time dependence of the smaller second-order sideband height A2 (see

figure 4.10). It follows a similar Gaussian curve with a width of 35 ± 3 fs, in agreement

with the time dependence expected from the pulse lengths. Despite the contributions

from hot electrons and space-charge, we can perform a coarse check of equation 2.50 by

comparing the maxima of A1 and A2. For the observed Amax
1 = 0.25 ± 0.02 we expect,

after An = J2
n(x), an accompanying Amax

2 = 0.026 ± 0.06, which agrees reasonably with

the measured value of 0.038 ± 0.002.

Figure 4.11 shows an alternative analysis of the data using the d-band peak at the

Fermi edge. After subtraction of the EUV-only curves in figure 4.8 from the EUV+IR

data, two maxima arise around 34 eV and 37 eV, originating from the the positive and

negative first-order sidebands, respectively. Additionally, the depletion of the d-band

peak leads to a minimum in the subtracted data. These three extrema are plotted
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Figure 4.10: Amplitude of the first-order (blue circles) and second-order (red squares)
sideband intensity versus time delay. The fits result in FWHM of 37 ± 5 fs and 35 ± 3
fs for the first- and second-order sidebands, respectively.

versus time delay in figure 4.11. Gaussian fits result in widths of 36 ± 4 fs for the

positive sideband, 37 ± 6 fs for the negative sideband, and 38 ± 5 fs for the 0th order,

which agree with each other and with the pulse widths within their error margins. In

summary, dressing of pronounced peak-like structures in the electron spectra of solids

can be detected by a direct comparison of the EUV-only and the EUV+IR data and

by monitoring the sideband heights or, more sensitively, by the depletion of the pho-

toemission peak. Alternatively, if the structure is more complicated, the convolution

of the EUV-only data with a sideband function has to fit to the EUV+IR data. In

any case, the dressing makes it possible to measure the time when electrons are ejected

from surfaces or adsorbates by photoemission or subsequent Auger decay. To achieve

optimum time resolution, other IR-induced effects such as space-charge acceleration or

hot electron excitation must be minimized.

As scattering of photo-emitted electrons within the material leads to large angle
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and energy changes, scattered electrons are effectively removed from the part of the

spectrum near the Fermi edge that we analyze. The observed electrons thus essentially

originate from a thin layer defined by their ≈ 5 Å mean free path. We believe that

the finite transit time through this layer ultimately limits the resolution of surface-

LAPE for characterizing EUV pulses or for measuring ultrafast inner-shell electron

dynamics in solids. In our case, this value is < 200 attoseconds, and thus does not

limit our measurement. Still higher resolution could be obtained by increasing the EUV

photon energy, and thus the emitted photoelectron energies, so that they escape more

quickly. Therefore, this result also opens up new possibilities for studying femtosecond-

to-attosecond correlated electron dynamics in solids.
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4.5 Laser Intensity Dependence of LAPE from Surfaces

To study the intensity dependence of the first-order sidebands, we first investi-

gated the influence of the sample on the effective intensity on the surface. To this end,

the IR light was p-polarized and the surface was rotated horizontally to three different

angles ϑ between the IR polarization and the surface normal. ϑ = 0◦ denotes grazing

incidence with the polarization being perpendicular to the surface. ϑ = 90◦ denotes

normal incidence and parallel polarization with respect to the surface. Figure 4.12

shows the amplitude A1 of the first-order sideband extracted at three different angles.

Towards ϑ = 90◦, A1 decreases strongly. This sample angle dependence can be fit with

a cos2 consistent with the assumption that only the electric field exactly at the surface

interacts with the photoemitted electron. As the parallel component E‖ vanishes here,

only the perpendicular field E⊥ = Ein cosϑ remains. For moderate laser intensities, A1

is linear in IL and therefore follows Iin cos2 ϑ.

Figure 4.13 depicts a series of photoemission spectra taken at different IR peak

intensities. EUV+IR (red lines) and EUV-only (black lines) at time zero as well as

EUV+IR at -100 fs time delay (blue) are shown. The -100 fs curves reflect the influence

of the space-charge of the IR-induced low-energy electrons on the EUV photoelectrons

around the Fermi edge. At low intensities, it results in a shift to higher energies due to

acceleration, whereas the shape of the spectrum is unaffected. At the highest intensity

shown, the space-charge also changes the shape of the spectrum. After correcting for

the space-charge shifts using the -100 fs spectra, the sideband heights A1 are determined

using the fit procedure described in the previous section, and results are shown in figure

4.14. The measurement taken near 600 GW/cm2 is still below the damage threshold

of the surface. However, at this intensity the space-charge created by the IR beam on

the sample starts changing the shape of the EUV+IR spectrum as compared to the

EUV-only spectrum, making the extraction of the sideband amplitude more difficult.
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Figure 4.12: First-order sideband height as a function of the sample angle. The sample
is shown to influence the effective dressing field, because the component of the electric
field perpendicular to the surface is reduced due to boundary conditions. The data
agree with the expected cos2 reduction in the effective intensity. The inset illustrates
the definition of the sample angle (surface normal) for 0◦ and 90◦ with respect to the
IR polarization.

We thus used a EUV+IR spectrum taken at -100 fs as a background spectrum for the

convolution, since it shows the same distortions due to the space-charge effect as the

EUV+IR spectrum, but does not exhibit the sidebands. This procedure leads to the

larger uncertainty for this data point. At even higher laser intensities, electrons from

ATP begin to overlap with the Fermi edge in the spectra and bury the LAPE signature.

However, such high laser intensities are only necessary for testing the validity of the

simple theoretical description of surface LAPE given earlier.

The laser intensity is also corrected for the sample angle, so that it corresponds

to the perpendicular component of the electric field. This corrected laser intensity-

dependence is then fit to An = J2
n(a

√
I). Here, a is a fit parameter and n = 1 denotes

the number of absorbed or emitted IR photons. Qualitatively, we find excellent agree-
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light at time zero as well as EUV+IR for a delay of -100 fs (blue lines) for different IR
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the IR-induced low-energy electrons on the XUV photoelectrons around the Fermi edge.
At low intensities, it results in a shift to higher energies due to acceleration. At the
highest intensity shown, the space-charge also changes the shape of the spectrum.
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ment between our data and this model. The quantitative comparison is limited by the

knowledge of the actual IR beam intensity. The peak IR intensity corresponding to

the perpendicular electric field at the surface was calculated by taking into account the

sample angle. This intensity is likely to be an overestimation of the effective dressing

intensity for two reasons. First, the EUV beam spot size is estimated to be a significant

fraction of the IR beam spot size. And second, a possible misalignment of the spatial

EUV+IR overlap would decrease the effective intensity. From the kinetic energies of the

electrons around the Fermi edge and the laser photon energy, the first-order sideband

amplitude is expected to peak at 540 GW/cm2. From the fit we find the maximum of

the Bessel function at 960 GW/cm2, which is within our error margin for the effective

intensity. Note also that our highest data point has an amplitude of A1 = 0.30, very

close to the maximum of the square of the first order Bessel function of 0.348. This

shows that essentially all detected photoelectrons are dressed.

For applications such as measurement of pulse duration or surface electron dy-

namics, it is desirable to use lower IR pulse intensities in the linear regime, where the

cross-correlation A1(τ) directly reflects the time behavior under study. At these laser

intensities, we found LAPE to be the dominant process. The presence of space-charge in-

duces only a small overall shift in the spectra that can be corrected for. Above threshold

photoemission can be suppressed below 600 GW/cm2 by using a flat surface [95]. The

excitation of hot electrons has been found to cause significantly smaller modifications

of the photoemission spectrum than LAPE even at rather high laser intensities [99].

However, the presence of such hot electrons can be distinguished from LAPE since their

presence increases the average electron kinetic energy around the Fermi edge.

Our data show that laser-assisted photoemission from a Pt(111) surface can be

observed for IR intensities up to 600 GW/cm2, below what is needed to observe heating,

ATP, or desorption at metal surfaces [37]. This result is important for applications of

surface LAPE to the study of attosecond electron dynamics in solids and in surface-
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Figure 4.14: Extracted sideband intensity A1 as a function of the effective IR beam
peak intensity, perpendicular to the surface. The influence of the sample angle has been
taken into account. The sideways intensity follows the theoretically expected square
of the first-order Bessel function. The maximum of the curve is a factor of two higher
than expected from the argument of the Bessel function (equation 4.1). This is within
our experimental uncertainty in the determination of the effective dressing intensity
because of insufficient knowledge of the spatial overlap between EUV and IR pulses on
the sample.

adsorbate systems.

4.6 Hot Electrons

At high IR laser intensities (IL > 5 × 1011 W/cm2), a significant number of

electrons within the conduction band will be excited, resulting in a non-equilibrium hot

electron distribution at the Fermi edge. The number of excited electrons depends only

on the laser fluence absorbed by the metal. Hot electron excitation is thus expected

regardless of the polarization, although energy coupling onto the surface can vary, to

some extent, with polarization. In order to observe hot electrons, but suppress LAPE, we

acquired the time series of photoemission spectra shown in figure 4.15a using s-polarized

IR light at a high intensity of about 1012 W/cm2. For time delays greater than -60 fs, a
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slight influence of the IR laser light is observed in the EUV+IR spectra. However, this

effect is considerably smaller than in the previous measurements with p-polarized light.

We analyze these excess electrons in two different ways. First we subtract the EUV-only

spectra from the corresponding EUV+IR spectra. The difference in these spectra show

a peak above the Fermi edge stemming from the excess electrons. Figure 4.16 shows

the integrated area of this peak versus time delay. The second approach to analyze

these data is by calculating the average kinetic energies 〈Ekin,IR〉 and 〈Ekin,EUV〉 above

the ATP distribution (i.e. >33 eV in this case). In figure 4.16, the solid line shows,

as a function of time delay, the normalized difference (〈Ekin,IR〉-〈Ekin,EUV〉)/〈Ekin,EUV〉,

i.e. the laser-induced increase of the kinetic energy. After proper scaling, the curves

are shown to follow the same characteristics: an increase in electrons > EF at -60 fs

followed by an exponential decay as the time delay increases. In this case, the IR pulse

serves as a pump for the process observed here. This time behavior is fundamentally

different from the cross-correlation found for LAPE, and indicates the excitation of a

comparatively long-lived hot electron distribution.

Figure 4.15b shows another time series taken with p-polarized IR light at a laser

intensity of 5× 1011 W/cm2, which is half the intensity used with the s-polarized light

data discussed above. These data clearly show a LAPE signal at -40 fs, visible again

as a comparably strong step-like modification of the Fermi edge. In addition, excess

electrons are visible beyond the Fermi edge for time delays exceeding the EUV+IR

cross-correlation time. We again corrected for the small space-charge effect and then

evaluated the excess electrons and the kinetic energy increase (figure 4.17). In this

measurement, the time dependence of the excess electrons exhibits a two-component

structure. We ascribe the peak at -40 fs to LAPE. The corresponding spectrum could

be fitted in the way described above. The subsequent slow decay is due to hot electrons.

A fit yields a decay time of about 260 fs, in agreement with the measurement using s-

polarized light. The kinetic energy curve reflects only the hot electron contribution to
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Figure 4.15: (a) Photoemission spectra around the Fermi edge for s-polarized IR light
at high laser intensity (1012 W/cm2). The electric field at the surface vanishes in this
case, so that no dressing is expected. However due to the absorption of IR light, a
hot electron distribution is excited, and is visible at the Fermi edge for relative time
delays later than -60 fs (time zero in this measurement). (b) Photoemission spectra for
p-polarized IR light at half the intensity applied in a) (5 × 1011 W/cm2). Hot electrons
are visible at positive time delays. LAPE can be observed at -40 fs (time zero), clearly
dominating the hot electron distribution and distinguishable by its step-like shape.
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the excess electrons since LAPE does not change the net kinetic energy. This shows

that the slow decay can be attributed to electrons that gain kinetic energy on average,

whereas the peak is due to electrons that are redistributed symmetrically due to LAPE.
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Figure 4.16: Excess hot electrons (dots) at the Fermi edge for s-polarized IR light. These
hot electrons follow a sharp rise and slow exponential decay. The fit (dashed) yields a
lifetime of about 270 ± 60 fs. This behavior is also found for the average kinetic energy
(solid line) and is consistent with expected hot electron lifetimes.

4.7 Conclusion

In this chapter the laser-assisted photoelectric effect from a solid surface was in-

vestigated. By illuminating a Pt(111) sample simultaneously with ultrashort 1.6 eV and

42 eV pulses, we observed sidebands in the extreme ultraviolet photoemission spectrum.

Sideband amplitudes were extracted very accurately from the continuous spectra over a

wide range of laser intensities. Our results agree with a simple model, in which LAPE is

described by EUV photoemission followed by the interaction of the photoemitted elec-

tron with the laser field. This strong effect can definitively be distinguished from other

laser surface interaction phenomena, such as hot electron excitation, above-threshold
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Figure 4.17: Excess hot electrons (dots) at the Fermi edge for p-polarized IR light. In
this case, the excess electrons show a two component structure. For large time delays
they decay exponentially. The fit results in a lifetime of 260 ± 80 fs, in agreement
with the value found for s-polarized light (270 ± 60 fs). Around time zero, the electron
distribution exhibits a peak which is due to LAPE. The average kinetic energy, which
is insensitive to LAPE, still follows the exponential decay behavior characteristic of hot
electron decay.

photoemission and space-charge acceleration.



Chapter 5

Direct Measurement of Core-Level Relaxation Dynamics in Complex

Systems

5.1 Introduction

The results presented in chapter 4 are important for the study of ultrafast,

femtosecond-to-attosecond time-scale electron dynamics in solids and surface-adsorbate

systems. By studying the evolution of the sideband height at different time delays be-

tween EUV and IR pulses, we can extract information about the electron dynamics. If

the electron to be studied is directly photoemitted by the EUV pulse, then the tempo-

ral evolution of the sideband height allows us to characterize the EUV pulse duration.

However, if the electron under study is a secondary electron, which means the electron

is photoemitted some time after the EUV pulse hits the sample, then the temporal evo-

lution of the sideband height encodes information about the time it took for the electron

to be photoemitted. In the case of adsorbates (atoms or molecules), a comparison of the

time it takes for this electron to be photoemitted while the atom/molecule is absorbed

on a substrate or in gas phase gives us information about charge-transfer time scales

between the adsorbate and the substrate.

Charge-transfer processes between substrates and adsorbates are of great im-

portance in many areas of surface science [100]. Various approaches have been used

to obtain information about charge-transfer time scales, including line-shape analy-

sis [101], core-hole clock spectroscopy [102, 103], and direct time-domain pump-probe
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experiments [104,105]. Line-shape analysis has been successfully applied to the study of

core-hole lifetimes in isolated molecules and atoms, where spectral lineshapes are mainly

homogeneously broadened. Thus, the spectral linewidth is unambiguously related to the

dynamics of simple decay processes, because no further energy and momentum dissipa-

tion processes exist.

However, in the case of adsorbates on solid surfaces, inhomogeneous contributions

due to the substrate (distortions, dislocations, and impurities) and adsorbate-substrate

vibrations can increase the linewidth. Charge-transfer processes between the adsorbate

and substrate can increase the homogeneous linewidth. For adsorbate states, in general,

a clear separation between homogeneous and inhomogeneous broadening is not always

possible. Time domain measurements promise to directly observe dynamics unaltered

by additional inhomogeneous contributions. However, these experiments require a time

resolution comparable to typical electronic charge-transfer time scales, which are often

in the range of a few fs, and in some cases can even be sub-femtosecond. As a result,

real time experiments [106] have proven to be very challenging.

Core-hole clock spectroscopy is a method that seeks to overcome the limita-

tions of pure energy- or time-domain methods, by using a sequence of energy-resolved

measurements in conjunction with an adsorbate core level as an internal “reference

clock” for investigating fast electron relaxation dynamics [102, 103]. This approach

has demonstrated that adsorbate-to-substrate electron transfer processes can proceed

on attosecond-to-femtosecond timescales. However, this technique requires accurate

knowledge of core-hole lifetimes in adsorbate-substrate systems, which may differ from

the core-hole lifetime of the same atom/molecule in the gas phase. In investigations to

date, the lifetime of these core states has been inferred through energy-domain mea-

surements, assuming that the lifetime of these states is not changed from that of a free

atom measured using high resolution atomic spectroscopy.

The first time-resolved studies of electronic and charge-transfer dynamics at sur-
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faces investigated valence band resonances of chemisorbed and physisorbed atoms and

molecules on metallic surfaces [107,108]. These efforts reported a strong influence of the

substrate on the resonance lifetimes, even for physisorbed systems, due to good over-

lap of the electronic wavefunctions. These experiments used time-resolved two-photon

photoemission, driven by a combination of ultraviolet and infrared (UV+IR) photons

with energies up to a few eV. Therefore, these studies explored adsorbate states in the

valence and conduction bands just below the vacuum level. To date however, inves-

tigations of core energy levels have been performed only in the energy domain [109].

Recently, the development of high-harmonic generation (HHG) sources [5, 25, 110] has

made it possible to access the ultrafast dynamics of both valence and core levels [37,98].

Here we present the first time-domain measurement of Auger decay from a com-

plex materials system - an adsorbate on a surface (Xe/Pt(111)), see figure 5.1. By

comparing laser-assisted photoemission from a Pt substrate with the delayed laser-

assisted Auger decay from Xe, we measure the core-hole lifetime for the 4d vacancy in

atomic Xe absorbed on a Pt(111) surface to be 7 ± 1 fs. This measurement is possible

despite the many complexities that result from the metallic substrate, such as above

threshold photoemission, hot electrons, and space-charge effects. It is also the first

measurement of the lifetime of core holes in Xe/Pt, since there exists no spectroscopic

measurement of the linewidth of these transitions. The extracted lifetime for the Xe/Pt

4d core-hole is consistent with high-resolution linewidth measurements of Xe in the

gas phase, clearly validating our approach. Furthermore, our results demonstrate that

time-resolved measurements are possible that can definitively identify the nature of any

spectral broadening in more tightly bound systems, such as chemisorbed systems. This

measurement is the first time-domain observation of highly excited states in a complex

system, i.e. not in an isolated atom environment.

As mentioned in chapters 2 and 4, in a laser-assisted process, an atom is irradi-

ated simultaneously by an ultrafast soft x-ray (SXR) and a laser beam. Characteristic
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Figure 5.1: Schematic of the experiment. Ultrafast SXR and IR pulses are focused
into a Xe/Pt(111) surface, where the kinetic energy of the photoemitted electrons is
measured by a time-of-flight detector. An electron from the Xe N4 (4d) shell is ejected
by the SXR, followed by filling of the core-hole by an O2,3 (5p) shell electron and ejection
of a secondary (Auger) electron from the O2,3 shell. In the presence of the IR beam,
sidebands appear in the photoelectron spectrum of both Xe and Pt. By comparing the
sideband amplitude vs time delay for the Pt and Xe, we can extract the lifetime of the
Xe 4d core hole.
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sidebands appear surrounding the SXR photoemission peaks, corresponding to simul-

taneous absorption and emission of laser photons. The magnitude and shape of these

sidebands change as the time delay between the SXR and laser beams is changed, en-

coding information about the underlying electron dynamics.

5.2 Sample Preparation

Before dosing the surface with Xenon, the Pt surface was cleaned via three cycles

of oxygen annealing at 450 ◦C and flashing to 1000 ◦C. After dosing the Pt(111) sur-

face with a monolayer of Xe at a temperature of 84 ◦K, three distinct features can be

distinguished in the photoelectron spectrum (see figure 5.2). Around the Fermi edge,

corresponding to photoelectron kinetic energies of ∼ 85 eV, we observe the d-band of Pt.

At photoelectron kinetic energies between 22 and 26 eV, we detect the Xe 4d core-levels,

while at energies between 35 and 42 eV, we observe the Xe NOO Auger electrons. These

Auger electrons are emitted when an electron from the Xe N4 (4d) shell is ejected by

a 90.8 eV SXR, followed by filling of the core-hole by an O2,3 (5p) shell electron and

ejection of a secondary (Auger) electron from the O2,3 shell, as shown in figure 5.1.

5.3 Results and Discussion

In the presence of an intense laser field, sidebands appear in the Xe/Pt(111)

photoemission spectrum (see figure 5.3) over the entire energy range. By comparing the

sidebands surrounding the Pt d-band peaks (corresponding to the fast process of direct

photoemission), with the sidebands surrounding the Auger peaks of Xe (corresponding

to the slower process of Auger decay), we can directly measure the lifetime of the 4d core

hole of Xe/Pt(111). In this way, we take advantage of the precise timing information

inherent in laser-assisted photoemission.

In order to extract the sideband height from our data we follow the same steps

described in section 4.4. However, for low IR intensities, careful comparison of theory
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Figure 5.2: Photoelectron spectra for clean (red) and Xe dosed Pt (blue).

and experiment have shown that the sideband height can be modeled by the square of

a Bessel function A1 = J2
1 (x) [70], with the argument given by equation 4.1.

For small intensities, A1 approaches the asymptote A∗1 = x2/4, and becomes

linear in the IR laser intensity I:

A∗1 ≈
IEkin

ω4
IR

. (5.1)

Here, Ekin represents the kinetic energy of the photoemitted electron, and ωIR

the IR photon energy. In this linear regime, A1 directly provides a suitable observable

to follow the electron dynamics. At higher intensities, however, A1 levels off and shows

a sub-linear behavior. To obtain a signal linear in I throughout the entire intensity

range, we project the sideband heights onto the asymptote by replacing all measured

A1 by the corresponding values [99].

Figure 5.4 shows photoemission spectra for the case of SXR only, as well as the

optimal overlap of both IR and SXR beams in space and time on the Xe/Pt(111) sample.
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Figure 5.3: Photoelectron spectra for Xe/Pt(111) with (red) and without (black) the
presence of the IR pulse.
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Figure 5.4: Extraction of the LAPE/LAAD sideband amplitudes for Xe/Pt(111) at
zero time delay between the IR and SXR beams. (a) Photoelectron spectra near the
Pt d-band; (b) near the Xe Auger NOO bands; and (c) near the Xe 4d peaks. The red
and black lines represent the spectra with and without the IR pulse, respectively. The
blue lines show the fit to the SXR+IR curve when the LAPE response function from
equation 4.3 is convolved with the SXR-only spectrum. The insets show the extracted
LAPE/LAAD response function associated with the fit, demonstrating the dependence
of the sideband amplitudes on the photoelectron energy.
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These spectra clearly show strong sidebands surrounding the Pt d-band, with weaker

but still detectable sidebands surrounding the Xe Auger NOO peaks and the Xe 4d

peaks.

Equation 5.1 implies that the ratio of the sideband heights of the Pt d-band and

the Xe 4d peaks should be equal to the ratio of their corresponding photoelectron kinetic

energies:

A∗d−band

A∗Xe

=
Ekin(d-band)

Ekin(Xe)
. (5.2)

To verify this experimentally, one can consider the first-order sideband height at

the Pt d-band (A∗d−band), with a value of 0.26 ± 0.01, for a photo-emitted electron kinetic

energy of 85.1 eV. For the first-order sidebands surrounding the Xe 4d peak (A∗Xe), their

height is 0.08 ± 0.01, corresponding to an electron kinetic energy of 24.8 eV. Thus, the

sideband height ratio yields 3.43 ± 0.02, while the electron kinetic energy ratio is 3.4.

This good agreement of the extracted sideband heights with that predicted by theory,

coupled with the excellent agreement of the fit from equation 4.3 and the experimental

data over a very broad energy range (blue and red curves of figure 5.4), confirms that

laser-assisted photoemission (LAPE) and laser-assisted Auger decay (LAAD) processes

are responsible for all the large changes in the SXR photoemission spectrum of Xe/Pt

in the presence of an intense IR beam.

Figure 5.5 shows a series of photoelectron spectra at a peak IR laser intensity of

1.3 × 1011 W/cm2, for relative time delays of -50 fs to 50 fs between the SXR and IR

beams. Negative time delay corresponds to the SXR pulse arriving after the IR pulse.

The IR beam polarization was chosen parallel to the direction of detection in order to

maximize the laser-assisted photoemission sidebands. Due to the low intensity of the

IR beam used in this experiment, we do not observe above-threshold photoemission

effects [95,96] at the kinetic energies of the Xe 4d peaks, or space-charge effects [35,97]
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Figure 5.5: Photoelectron spectra from Xe/Pt(111) as a function of time delay. Negative
time delays denote that the SXR pulse arrives after the IR pulse. The time evolution
of the redistribution of electrons due to the IR dressing at the Pt d-band and at the
Xe Auger photoelectron peaks can be observed. The spectra shown in the lineouts
correspond to the photoelectron spectrum at zero (red) and at -50 (black) fs time delay
between the SXR and the IR pulses.
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at the Fermi edge. In figure 5.5, the time evolution of the redistribution of electrons

can be observed, both at the Pt d-band and in the region of the Xe Auger peaks. The

spectra shown in the lineouts correspond to the photoelectron spectrum at zero (red)

and at -50 (black) fs time delay between the SXR and IR pulses.

For each time delay, the sideband height at the Pt d-band and at the Xe Auger

peaks are independently obtained. The results for the projected first-order sideband

amplitudes are plotted in figure 5.6. The left and right axes have been scaled with

respect to each other in order to match the ratio between the kinetic energies of the

Pt d-band and the Auger peaks. The time evolution of the sideband height for the Pt

d-band electrons (A∗d−band) corresponds to a cross-correlation between the SXR and the

IR pulses. A Gaussian fit yields a FWHM value of 36.1 ± 1.5 fs, centered at time zero.

Since our IR pulse duration is 35.5 ± 1.2 fs, measured using the Frequency Resolved

Optical Gating technique [111], we obtain a SXR pulse duration of 6.6 ± 6.1 fs from

the cross-correlation signal.

In contrast to the sideband signal extracted from the Pt d-band (red curve), the

sideband signal corresponding to the Xe Auger electrons (A∗Auger) (black curve) is clearly

shifted by ∼ 6 fs with respect to time zero. Moreover, a Gaussian fit yields a broadened

FWHM of 40.1 ± 2.1 fs. The observed time shift and broadening are the result of

the inherent lifetime of the Xe 4d core-hole. By fitting the Auger sideband curve with

the convolution of a decaying exponential and the direct photoelectron cross-correlation

obtained from the Pt d-band data, we obtain a Xe 4d core-hole lifetime of 7.1 ± 1.1 fs.

Thus, by comparing laser-assisted photoemission and Auger decay, the characteristic

delay of the Auger emission can be precisely measured, making it possible to obtain

fairly good resolution even using a relatively long 35 fs IR pulse.

Achieving temporal overlap between the SXR and the IR pulses during the data

acquisition time was of crucial importance to accurately extract the core-hole lifetime. In

order to test the stability of the temporal overlap, we acquired our data in 10 increasing
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Figure 5.6: Sideband height vs time delay for the Pt d-band and Xe Auger photo-
electrons. The sideband height for the Pt d-band (red curve) corresponds to a cross-
correlation between the SXR and the IR pulses. In contrast, the Auger sideband height
(black curve) is clearly shifted by 5.9 ± 0.2 fs with respect to time zero, and is also
broadened with respect to the Pt d-band curve. The shift and broadening are due to
the inherent lifetime of the Xe 4d core hole. From these curves we extract a Xe 4d
core-hole lifetime of 7.1 ± 1.1 fs.

time-delay scans, each with time duration of 45 minutes. The IR beam was chopped

at 1 kHz, and the TOF detector was gated to record SXR+IR and SXR-only spectra,

alternately. The peak of the LAPE signal (from the Pt d-band electrons curve) for all

scans was compared to extract a slow time-zero jitter between the SXR and the IR

pulses. Combining this time jitter, which is mainly caused by mechanical vibrations in

our experimental setup, with the statistical error obtained from our fit, we can determine

the core-hole lifetime with an accuracy of ± 1.1 fs.

As mentioned before, our measured Xe 4d core-hole lifetime is consistent with a

recent gas phase energy-domain measurement (see figure 5.7), that measured a width

of 111 ± 3meV (6.3 ± 0.2 fs) for Xe 4d states [8]. The close correspondence between

our measurements and previous energy-domain measurements demonstrates that this
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technique can extract core-hole lifetimes in the time domain [53], thereby identifying the

nature of any spectral broadening in more tightly bound systems, such as chemisorbed

systems.
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Figure 5.7: Xe 4d photoelectron lines measured at 117.0 eV photon energy. The solid
line shows the result of the least-square fit to the data points given by circles. Figure
reproduced from reference [8].

5.4 Conclusion

By comparing laser-assisted photoemission from a Pt(111) substrate with the de-

layed laser-assisted Auger decay from Xe, we report the first time-domain measurement

of a core-hole lifetime of a complex system - in this case an adsorbate on a substrate.

Furthermore, we have experimentally proven the validity of equation 5.1 as a good the-
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oretical model for describing LAPE from surfaces. Future experiments can investigate

more tightly bonded chemisorbed systems. In these systems, the stronger chemical

bond (and hence enhanced charge-transfer process) between substrate and adsorbate is

known to influence the linewidth, broadening it compared with the isolated atom case.

As well as uncovering the mechanisms that influence charge-transfer at surfaces, these

experiments will also provide an exact surface core-hole lifetime as a reference for other

charge-transfer techniques such as core-hole clock spectroscopy.



Chapter 6

Laser-Assisted Photoemission with Long-Wavelength IR Pulses

6.1 Introduction

As mentioned in chapter 4, for ultrashort Ti:sapphire laser pulses at a wavelength

of 780 nm, intensities on the order of 1011 W/cm2 are typically required to generate

observable LAPE signals. At such high intensities, the IR laser can itself lead to electron

emission through multiphoton and above-threshold ionization (ATI), or in the case of

emission from a solid surface, above-threshold photoemission (ATP). These multiphoton

emission processes often result in a large flux of electrons from the sample that can

obscure the detection of sidebands. These processes are so-called initial state effects

(i.e. signal originates overwhelmingly from atoms that have not interacted with the

EUV light), whereas LAPE is a final state effect in that these processes are specific to

the EUV-excited atoms.

The ATP process is particularly problematic for ultrafast measurements of surface

electron dynamics. In ATI and ATP processes, electrons can absorb many more photons

than the photoionization threshold, and thus are ejected at high kinetic energies. In the

case of ATI in atoms, these electrons generally still have sufficiently low kinetic energies

that they are separated in energy from the EUV-induced electrons, and thus are not a

major problem. However, past work has shown that ATP from surfaces can be significant

at much lower laser intensities than in atoms, due to field enhancement effects [95]. For

example, in the series of experiments discussed here, 780 nm IR pulses with a peak
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intensity of 1.4 × 1011 W/cm2 generate ATP photoelectrons with kinetic energy up to

23 eV. These ATP electrons can make it impossible to detect the LAPE signal from

dynamic processes that generate free electrons with low kinetic energies. Processes such

as Auger decay [53] and interatomic Coulombic decay [112,113] often result in low-energy

electrons, and thus their spectroscopic signatures are buried in a large background of

ATP electrons. Furthermore, the high flux of ATP electrons from a very small surface

area leads to a Coulomb explosion of the electron cloud, in which fast electrons are

accelerated and slow electrons are decelerated because of Coulomb repulsion between

them [35, 97]. This space-charge effect can distort the photoelectron energy spectrum

and also smear the LAPE signal [99]. Thus, for many studies in time-resolved surface

electronic dynamics, it is critical to identify approaches for reducing ATP and space-

charge initial state effects. Moreover, even in the case of time-resolved studies in isolated

atoms, there are cases where a reduction in ATI signal can be desirable.

This chapter shows that the use of a strong-field dressing laser pulse at longer

IR wavelengths dramatically reduces ATP and space-charge effects while maintaining

a robust surface LAPE signal. Comparing LAPE photoemission spectra from a clean

Pt(111) surface taken using 780 nm and 1300 nm dressing wavelengths demonstrates

that the LAPE signal is significantly enhanced while the number and kinetic energies of

ATP electrons are reduced and the space-charge effects are suppressed. This remarkable

improvement results from the favorable wavelength scaling of both the LAPE and ATP

effects combined. Therefore, this new approach to laser-assisted photoemission allows

us to probe ultrafast dynamics in solids and surface-adsorbate systems over a large

final-state energy range. In particular, this methodology promises to make possible the

study of time-resolved, low kinetic-energy processes on surfaces for the first time.
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6.2 Results and Discussion

As discussed in chapter 4, for low IR intensities, careful comparison of theory and

experiment [70, 96] has shown that the sideband height can be modeled by the square

of a Bessel function A1 = J2
1 (x), with the argument given by equation 4.1. And, for a

small argument x, A1 can be approximated by A1 ≈ x2/4 leading to equation 4.2:

A1 ∝ IEkin

ω4
IR

.

Equation 4.2 shows that the amplitude of the LAPE sidebands can be increased by

1) increasing the IR intensity I, 2) increasing the kinetic energy Ekin of the electron to be

dressed, or 3) decreasing the frequency ωIR of the dressing field. Option one, increasing

the IR intensity, is generally undesirable because it increases the ATP electron flux and

may also damage or induce desorption from the surface [95]. Option two, increasing the

photoelectron kinetic energy, is not generally applicable. For processes such as Auger

decay or interatomic Coulombic decay, the ejected electron kinetic energy is determined

by the energy level structure of the system, and cannot be varied by changing the energy

of the incoming photons. Therefore, the best option for increasing the LAPE signal level

is to tune the wavelength of the IR dressing pulses to wavelengths longer than the 780

nm wavelength typical of a Ti:Sapphire laser. This approach is particularly compelling

given the λ4 dependence from 4.2. Tuning to longer wavelengths can be done in a

straightforward way using an optical parametric amplifier (OPA) [79]. This approach is

also desirable since the OPA process can be used to generate pulses significantly shorter

than the (Ti:sapphire) driving laser. However up to this point, the predicted scaling of

the LAPE process to longer wavelengths has not been verified experimentally, and the

wavelength dependence of processes such as ATP had not been systematically explored.

Figure 6.1 shows the observed photoemission spectra in the energy region near

the Fermi edge in the case of illumination of a clean Pt(111) crystal. Here, the EUV and
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Figure 6.1: Laser-assisted photoelectric effect with (a) 780 nm and (b) 1300 nm driving
pulses. Both spectra are measured at zero time delay between the EUV and IR pulses.
The red and black lines represent the photoemission spectra with and without the IR
pulse present, respectively. The blue lines show the fit to the EUV+IR curve when the
LAPE response function from equation 4.3 is convolved with the EUV-only spectrum.
The insets show the LAPE response functions associated with the fit. In (a) the 780
nm pulses with peak intensity I780nm = 1.4× 1011 W/cm2 generate sidebands A1(780nm)

= 0.13 ± 0.01, while in (b) the 1300 nm pulses with peak intensity I1300nm = 2.4× 1010

W/cm2 generate sidebands A1(1300nm) = 0.18 ± 0.01. Compared with the 780 nm pulses,
the 1300 nm pulses create a greater LAPE signal at much lower intensities.
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IR pulses are temporally coincident, so that the photoemitted electrons experience the

peak dressing laser intensity. The red and black lines give the photoemission spectra

with and without the IR pulse present, respectively. The blue lines show the fit to

the EUV+IR curve using the fitting procedure introduced in section 4.4. The insets of

figure 6.1 show the LAPE response function associated with the resulting fit parameters.

In figure 6.1a 780 nm pulses were used to drive LAPE, while in figure 6.1b 1300 nm

pulses were used. The figure demonstrates that LAPE driven by 1300 nm pulses shows

notably larger sidebands than when 780 nm pulses were used, even though the 1300 nm

laser intensity was much lower than the 780 nm laser intensity. Therefore, these data

directly indicate that the use of 1300 nm pulses very significantly enhances the LAPE

signal [114].

In addition to increasing the strength of the LAPE signal, the lower-intensity

of the 1300 nm pulses also dramatically reduces ATP photoelectrons. This happens

both because the intensity is lower and because longer-wavelength photons have less

energy, thus ATP requires a larger number of photons. This leads to a considerably

smaller cross-section for ATP. Theoretical calculations of the ATP cross-section depend

on other factors such as the IR intensity, the IR polarization, the work function of

the sample, and the time duration of the pulses. Detailed discussions can be found in

references [115–118]. Figure 6.2 shows EUV-only and EUV+IR spectra over the full

energy range for the cases where LAPE was driven by 780 and 1300 nm pulses. ATP

is the main contributor to the difference in the low-energy range. By comparing the

difference in the low-energy range in both spectra, we find that the lower-intensity 1300

nm pulses introduce significantly fewer electrons with lower kinetic energies than the

higher-intensity 780 nm pulses. Thus, ATP is suppressed when lower-intensity, longer-

wavelength pulses are applied.

The suppression of ATP, without a reduction of the LAPE signal, is especially use-

ful for studying dynamics in surface-adsorbate systems. In many interesting processes
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Figure 6.2: Photoemission spectra with EUV pulses and (a) 780 nm pulses (b) 1300 nm
pulses. Black curves represent the spectra with the EUV light only, while red curves
represent the spectra in the presence of both EUV and IR pulses at zero time delay.
In the lower energy range, the difference between the red and black curves is caused
by above threshold photoemission. At the Fermi edge, the difference is caused by the
laser-assisted photoelectric effect. The intensity required for 780 nm pulses to obtain
observable LAPE signal introduces a large amount of photoelectrons in the low energy
range up to 23 eV. In contrast, with the 1300 nm pulses, the intensity used produces
ATP photoelectrons with kinetic energies of less than 7 eV.
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in these systems, the electrons to be studied are photoemitted with low kinetic energies.

When longer-wavelength IR pulses are used, ATP generates fewer low-energy electrons,

therefore offering a wider energy range in which to detect an unobscured LAPE signal.

Furthermore, IR-induced multiphoton or thermal desorption of the adsorbate will also

be strongly suppressed.

Besides these improvements, strongly reduced space-charge effects using 1300 nm

dressing pulses were also observed (see figure 6.3). In the combined EUV+IR spectrum

using 780 nm dressing pulses, a clear shift of the photoemission spectrum to higher

energies is seen with respect to the EUV-only spectrum. As explained before, this shift

is caused by the Coulomb repulsion of the numerous photoelectrons generated as a result

of ATP. In contrast, space-charge effects are suppressed in the 1300 nm spectrum. This

leads to a more accurate calculation of the LAPE signal and eliminates the need to

correct for space-charge shifts in the LAPE sideband fit, as was done with the data

shown in figure 6.1a.

In addition to the advantages mentioned above, the results allow us to exper-

imentally verify the ω−4
IR dependence of the LAPE sideband strength. Equation 4.2

shows that at low-dressing laser intensities, the first-order sideband height is directly

proportional to the intensity of the driving pulse and the kinetic energy of the electron

to be dressed, while it is inversely proportional to the frequency of the driving pulse

to the fourth power. Using our experimental results from figure 6.1 we can verify the

relationship -

ω4
780nm

ω4
1300nm

=
A1(1300nm)I780nm

A1(780nm)I1300nm
. (6.1)

The predicted frequency ratio yields 7.7, while the experimentally determined

factor on the right side of equation 6.1 yields 8.0 ± 0.4. This excellent agreement

between our experimental data and equation 6.1 demonstrates that the theoretical model
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Figure 6.3: Comparison of the space-charge effect around the Fermi edge at -100 fs time
delay. For 780 nm pulses, the large amount of low-energy photoelectrons generated
through ATP causes a shift of the whole spectrum around the Fermi edge. This effect
is greatly suppressed with 1300 nm pulses, because fewer photoelectrons are generated
from the IR pulse through ATP at this wavelength.
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presented in references [70, 119] is correct for describing LAPE from surfaces. The 4

% discrepancy found in our data is mainly caused by errors in the measurement of the

beam size and the spatial overlap between the EUV and IR beams on the sample.

6.3 Conclusion

This chapter reports data that clearly demonstrate several advantages to using

longer-wavelength pulses to drive the laser-assisted photoelectric and Auger effects from

surfaces. In previous work studying electron dynamics in surface-adsorbate systems,

using the correct IR dressing laser intensity was a critical issue. This is because the

range of intensities over which LAPE signal could be observed without introducing too

much ATP, was quite narrow. By moving to a dressing wavelength of 1300 nm, the

enhanced LAPE signal, suppressed ATP, and reduced space-charge noise dramatically

improve the range of laser intensities over which good LAPE signals can be observed.

This new approach to LAPE and LAAD will therefore be critical for enabling time-

resolved studies of ultrafast electronic processes at surfaces.



Chapter 7

Outlook

7.1 Angle-Resolved Photoemission with High Harmonics

7.1.1 Motivation

Currently, our electron detector cannot resolve the emission angles of the photo-

electrons emitted from the sample. In many surface science experiments, resolving the

emission angle is not critical to understanding the details behind the mechanism under

study. For some experiments, however, obtaining angular information and therefore

the dispersion of the electronic band structure, will improve our understanding of the

processes occurring on the sample. The development of electron analyzers capable of

recording in parallel the kinetic energy Ekin and the momentum k‖ of the photoemitted

electrons, allows the investigation of the sample’s electronic band-structure Ekin(k‖).

The results shown in this section were performed with one of these new detectors

in the laboratory of Prof. Martin Aeschlimann at the University of Kaiserslautern.

This experiment is a result of the ongoing collaboration between the Kapteyn/Murnane,

Aeschlimann and Bauer groups.

7.1.2 Introduction

In recording the momentum-resolved electronic structure E(k) of a surface, angle-

resolved photoemission spectroscopy (ARPES) has emerged as a leading experimental
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technique. ARPES identifies static key properties of complex systems, such as adsorbed

molecules [120] or high-temperature super conductors [121]. The ultrafast dynamics in

these systems associated with nuclear motion or phase-transition after intense laser

irradiation, provide valuable information on fundamental physical properties. These

ultrafast dynamics can be mapped by the measurement of E(k) as a function of time

using femtosecond time-resolved ARPES. In particular, by recording the energy distri-

bution as well as the momentum distribution of the photoemitted electrons, a complete

characterization of the different steps involved in these processes becomes possible. To

drive such an experiment, powerful femtosecond and attosecond light sources in the

EUV-regime, such high-order harmonic generation, are required.

In the past, exclusively time-of-flight (TOF) electron analyzers have been used

in photoemission spectroscopy (PES) experiments in combination with HHG, because

they exhibit a relatively high detection efficiency [40,50, 98, 122,123]. The drawback of

these types of analyzers is their restricted energy resolution for kinetic electron energies

beyond 10 eV, which is the energy regime typically probed in conventional EUV-PES.

Furthermore, in their conventional configuration, these analyzers are only efficient in

terms of energy detection. With respect to mapping of angular distribution of pho-

toemitted electrons, only very specific and complex TOF configurations (for instance

multi anode-systems) can provide the required efficiency. In order to achieve reasonable

time- and angle-resolved PES (TR-ARPES), a parallel detection for energy and mo-

mentum of the photoemitted electrons is indispensable. In recent years, hemispherical

energy analyzers have been developed which are equipped for parallel (and therefore

efficient) detection of a multitude of energy channels, as well as momentum channels, of

photoemitted electrons. This development has enabled an electron analyzer system for

angle-resolved photoemission spectroscopy using a low-repetitive, low-intensity, HHG

light source with high-energy and high-angular resolution independent of the electron

kinetic energy.



105

The main challenge for this experiment is to show that ARPES at a reasonable

count rate can be performed using a kHz fs-HHG source. This section, presents the

first ARPES data achieved using a 1 kHz HHG light source and a hemispherical energy

analyzer, equipped with a 2D-detector for parallel energy and momentum detection

[124]. The results show that ARPES using high harmonic light at a photon energy of

41.85 eV can be performed with an angular resolution better than 0.6◦ (corresponding to

0.03 Å−1 at Ekin = 36 eV). A comparison of the HHG PES-spectra with corresponding

data recorded with a conventional He discharge lamp (hν = 40.81 eV) allows us to

determine that the total bandwidth of the HHG-light transmitted by the non-dispersive

monochromator is 801 ± 10 meV, which is capable of supporting EUV pulses as short

as 3 fs.

In comparison with femtosecond light sources in the visible or VUV regime, the

use of high-harmonic light for time-resolved experiments has three main advantages:

• The high photon energies delivered by the HHG source extend the information

accessible by time-resolved photoemission experiments to deeper-lying electronic

states, even into the regime of classical core-level spectroscopy.

• The use of intense femtosecond pump-pulses in time-resolved photoemission

experiments often gives rise to a parasitic electron background in the kinetic

energy range of up to about 10 eV, resulting from multiphoton photoemission

processes [63,98]. Therefore, to extract the relevant primary (probe) photoemis-

sion signal out of this background, the significantly higher photon energy (and

consequently electron kinetic energy) delivered by a HHG source is desirable.

• Finally, for a given acceptance angle of the energy analyzer, the use of high

photon energies significantly extends the accessible momentum range of the

photoemitted electrons.
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Figure 7.1: Angle resolved PE-spectra of the Shockley surface state and a series of
quantum-well states of 40 ML Ag/Cu(111) recorded at photon energies of (a) 6 eV (4th

harmonic of the Ti:Sapphire oscillator) and (b) 21.22 eV (He I line of the discharge
VUV-lamp). An increase in photon energy enables access to electronic states at higher
binding energies and extends the experimentally accessible momentum space.

This last issue is highlighted in figure 7.1, which displays angle-resolved photoe-

mission data of ultrathin silver films (40 ML) on Cu(111), recorded at photon energies

of 6 eV (fourth harmonic of the Ti:Sapphire oscillator, figure 7.1a) and 21.22 eV (He I

line of the discharge VUV-lamp, figure 7.1b). The plots map the kinetic energy distri-

bution of the photoemitted electrons as a function of the emission angle θ. The series of

dispersive states visible in both maps are due to the Shockley surface state (top-most

feature) and quantum well states (higher binding energy states), the latter ones local-

ized within the silver film [125,126]. The component of the electron momentum parallel
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to the surface, k‖, is conserved in the photoemission process. For a given emission angle

θ and kinetic energy Ekin, its absolute value can be calculated to:

k‖ =

√
2me

h̄2 Ekin sin θ. (7.1)

This equation directly implies that for a given analyzer acceptance angle, a higher

electron kinetic energy allows for a deeper view into momentum-space. The apparent

difference in the dispersion of the quantum well states as a function of the emission

angle between figure 7.1a and figure 7.1b is a direct consequence of this property. The

constant acceptance angle of ± 7◦ for both measurements transforms into a k‖ interval

of about ± 0.09 Å−1 for initial state energies close to the Fermi edge at 6 eV excitation

(Ekin ≈ 2 eV), and into a k‖ interval of about ± 0.25 Å−1 for the same initial states but

for excitation energies of 21 eV (Ekin ≈ 16 eV). In terms of probing transient changes in

E(k) within time-resolved photoemission experiments, the use of ultrashort EUV pulses

instead of UV-pulses will obviously extend the accessible states not only with respect

to energy but also with respect to momentum.

7.1.3 ARPES using femtosecond high harmonic light

Figure 7.2 shows two photoemission maps of the Cu(111) surface for momentum

values between 0.7 Å−1 and 1.52 Å−1 (corresponding to electron emission angles between

13.3◦ and 28.3◦). The left spectrum (figure 7.2a) has been recorded with the He II line

of the gas-discharge lamp with a photon energy of hν = 40.81 eV. The right spectrum

(figure 7.2b) is the corresponding photoemission map recorded with the 27th harmonic

of a Ti:sapphire laser system, corresponding to an energy of hν = 41.85 eV. For both

maps, identical analyzer settings have been used, corresponding to an energy resolution

of 200 meV. Two dominant features can be identified in the two spectra: the barely

dispersive copper 3d-bands between 2 eV and 4 eV binding energy, and the sp-band

which splits off the d-band at about 0.85 Å−1. The sp-band is characterized by its
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distinct parabolic dispersion. Contributions to the HHG-spectrum due to lower and

higher order harmonics are not visible in the spectrum. The upper limit of such a

contribution can be deduced from the intensity ratio between the dominant d-band

feature at 3 eV binding energy and the signal from the adjacent harmonics located at

± 3.1 eV from this feature (see figure 7.3a).

This estimation shows that any contribution from the 29th harmonic is suppressed

by a ratio of better than 1:25, while the corresponding value for the 25th harmonic is

better than 1:7. The increased suppression of the 29th harmonic in comparison to the

measured/calculated multilayer mirror reflectivity is achieved by tuning the high-energy

cutoff of the harmonic generation process right above the 27th order. The residual

photon flux of the 27th harmonic available for photoemission spectroscopy after the

aluminium filter and the monochromator is ∼ 8×103 photons/pulse compared to ∼ 107

photons/pulse delivered by the HHG lightsource. Therefore, the integration time for

the HHG-spectrum is raised to about 50 minutes in comparison to 10 seconds for the

conventional He II spectrum. Nevertheless, these spectra show that the high harmonic

light source is suitable for reasonable mapping of the electronic band structure of a

surface.

Evident however, is an overall energy broadening of the photoemission features

in the HHG spectrum in comparison to the He II spectrum. Due to the rather low

HHG-light intensity after the monochromator, the broadening cannot be attributed to

space-charge effects, as will be discussed in the following subsection. Therefore, the

broadening only reflects the intrinsic bandwidth of the femtosecond HHG light pulses

(time-bandwidth product for Gaussian-shaped and bandwidth-limited pulses ≈ 0.44).

The achievable time-resolution of a time-resolved ARPES experiment will be discussed

in the following subsection. Furthermore, it will be demonstrated that in comparison

to the results obtained with the He II light source, the momentum resolution is not

affected by the excitation with the HHG light.
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Figure 7.2: Photoemission maps of the Cu(111) sp-band at finite angle with (a) the He
II line and (b) the HHG light source, after selecting the 27th harmonic. The analyzer
resolution was set to 200 meV. The HHG-spectrum is broadened due to the energy
bandwidth of 801 ± 10 meV of the fs-HHG pulses. The red lines mark the integration
areas for the energy and momentum distribution curves as shown in figures 7.3 and 7.4.
Note that there are no harmonic sidebands observable.

7.1.4 Energy distribution curves

Energy distribution curves (EDC) from the He II data and the HHG data, as

shown in figure 7.3a, have been derived from the PE-maps (figure 7.2) by a signal

integration along k‖, as indicated by the red marked area centred around k‖ = 1.15

Å−1. Both d-bands and sp-bands are clearly resolved as peaks at about 3 eV binding

energy and right at the Fermi-level, respectively. All spectral features, d-bands, sp-band

peak, and Fermi edge, are strongly broadened in the HHG-spectrum in comparison to

the He II spectrum.
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Figure 7.3: (a) Electron distribution curves EDC extracted from the photoemission
maps in figure 7.2 (k‖ = 1.15 Å−1). (b) Gaussian fits of the sp-band peak. The decon-
volution of the Gaussian of the sp-band peak in the HHG-spectrum with the Gaussian
linewidth of the sp-band peak in the He II spectrum gives a Gaussian bandwidth of 801
± 10 meV for the HHG-light. (c) EDC extracted from the photoemission maps in figure
7.2 at a different k‖ value (k‖ = 1.25 Å−1). The blue EDC is derived by convoluting
the original He II spectrum with a Gaussian of 801 meV to mimic the broadening due
to the bandwidth of the HHG light.

With the use of a low-repetition, high-intensity light source for photoemission

spectroscopy, one must be aware of space-charge effects leading to distortions in the

photoemission spectrum. As a consequence of using pulsed radiation with high flu-

encies, the photomitted electrons leave the surface in short pulses with a fairly high

electron density. Space-charge effects due to the Coulomb repulsion between the elec-

trons within such a pulse distort the spectral distribution of these electrons and result
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in a considerable loss in both energy resolution and angular resolution [35, 127]. The

strength of these distortions is governed by the number of photoemitted electrons and

the kinetic energy of the electrons.

A comparison of photoemission spectra recorded with different incident photon

yields enables the quantification of space-charge effects. The number N of photoemitted

electrons per pulse and area A in this experiment is about 2 orders of magnitude larger

than in the experiments done with the monochromator (see figure 7.3). The difference

(quadratic subtraction) of the width of the d-band feature in both spectra is, however,

less than 500 meV. Based on this result, an upper value can be given for the space-charge

broadening in the spectra recorded with the monochromator following the
√

N/
√

A

dependence, as given in reference [35]. This shows that the maximum contribution

to the energy broadening for the experiments with a single harmonic is 56 meV. The

quadratic addition of this value to the intrinsic linewidth of d-band and sp-band feature

as deduced from the He II spectrum results in a line broadening of the peak FWHM well

below 5 meV, a value that cannot be resolved with the analyzer settings (pass energy)

used in the experiments.

The comparison of the sp-band peak width of the He II and the HHG spectrum

can therefore be used to determine the bandwidth of the EUV-pulse. For both spectra,

gaussian fits were performed to the sp-band peak and the corresponding peak FWHM

(see figure 7.3b) was determined. Quadratic subtraction of the He II-spectrum FWHM

from the HHG-spectrum FWHM gives the lower limit for the spectral bandwidth of the

HHG radiation. This value is equal to the HHG bandwidth, since the contribution of

the He II light linewidth to the spectral broadening of the EDC is negligible. For the He

II sp-band peak, a FWHM of 0.51 eV was measured in comparison to 0.95 eV derived

from the HHG-spectrum. This gives a bandwidth-value for the HHG radiation of 0.801

± 10 eV. To verify the validity of this approach we convolved the He II EDC at a

different k‖ (k‖ = 1.25 Å−1) with a Gaussian representing the HHG spectra distribution
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with the derived bandwidth of 801 meV. A comparison of the resulting EDC with

the corresponding HHG EDC is shown in figure 7.3c. The convolution result matches

perfectly with the measured Fermi-edge distribution and the sp-band peak (blue line

in (c)). The differences in the d-band peak between convolved EDC and the measured

HHG-EDC can be assigned to the different polarizations of the two light sources used in

the experiment (unpolarized for the discharge lamp and p-polarized for the HHG-light)

due to polarization and state sensitive transition matrix elements.

The bandwidth of the EUV-HHG pulses of 801 ± 10 meV is capable of supporting

a temporal pulse width of 3 fs. This value is the upper limit of time-resolution achievable

in a pump-probe experiment using the described HHG beamline. Since there are no

further dispersive elements in the beamline, it can be assumed (without measurement)

that this pulse length is actually operative in our experiment. Using chirped or shaped

laser pulses should further narrow the HHG bandwidth in the future [128].

7.1.5 Momentum distribution curves

Figure 7.4 shows the momentum distribution curves (MDCs) derived from the

red-lined areas of figure 7.2 at an energy just below the Fermi-level. As was the case

for the EDC, a clear broadening in comparison to the He II-MDC was observed. In

the following, it will be shown that this broadening is related to the energy broadening

of the PE-spectrum by the bandwidth of the HHG radiation and that the momentum

resolution is not affected by the use of the femtosecond HHG pulse. Let us first consider

the momentum spread in the PE spectrum due the momentum vector of the HHG-

light itself. The total momentum added by the absorption of a 42 eV photon to an

electron is about 0.02 Å−1. The momentum spread delivered by the different frequency

components contributing to the selected harmonic is consequently much smaller (0.0004

Å−1 for 801 meV bandwidth) and therefore cannot account for the observed broadening

of the HHG-MDC.
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Figure 7.4: Momentum distribution curves (MDCs) extracted from the photoemission
maps in figure 7.2. The MDC marked by open squares was derived after convoluting
the He II EDCs with the HHG bandwidth of 801 meV for all different k‖ values.

Another point to consider with respect to momentum resolution is the spot size

of the EUV light at the surface, which determines the source diameter for photoemit-

ted electrons. In our setup, the HHG-light is focused by the second mirror of the

monochromator to a spot-size of about 100 µm to guarantee a high angular resolution.

By comparison, the He II light is not focused onto the sample and exhibits a beam

diameter of 600 µm. Therefore, the spot size cannot account for the broadening of the

MDC trace, either. To check to what extent the spectral energy broadening due to

the finite bandwidth of the HHG affects the MDC, the following convolution procedure

was performed. EDCs for a series of k‖ values measured with the He II lamp were

convolved with a 801 meV Gaussian to again mimic the energy broadening of the HHG

EDCs. From these EDC-series, we then extract a purely “energy broadened” MDC and

compare this spectrum with the measured HHG-MDC (see figure 7.4). Evidently, the

simulated and measured MDC agree almost perfectly. Therefore, it can be concluded
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that the use of the HHG-light source does not degrade the momentum resolution of the

ARPES experiment.

A detailed specification of the analyzer’s momentum resolution using the He dis-

charge lamp (beam diameter of 600 µm) shows an effective angle resolution of 0.6◦,

corresponding to a momentum resolution of 0.03 Å−1 at a kinetic energy of 36 eV. Due

to the smaller HHG spot size in comparison to the He II light, we expect that the

angular resolution in the HHG experiment even exceeds this value.

7.1.6 Conclusions

This section presented angle-resolved photoemission spectra recorded by exci-

tation with femtosecond high harmonic light using a 2D imaging energy analyzer for

parallel energy and momentum detection. The bandwidth of the transmitted EUV

light is 801 ± 10 meV, and thus broad enough to support pulses as short as 3 fs. By

these means, an angular resolution in the HHG photoemission experiment of better

than < 0.03Å−1 could be achieved. Yet, the relatively long integration times required

to record a complete photoemission map are somewhat unsatisfactory. This constraint

can, however, be overcome by some modifications to the experimental setup. Femtosec-

ond amplifier systems with equivalent pulse specifications as the system used in this

work but driven at repetition rates as high as 20 kHz are commercially available and

will reduce typical measurement times by a factor of 20.

Finally, at the Kapteyn/Murnane group we have acquired a 2D imaging energy

analyzer similar to the one described in this section, and will install it in the next few

months. Besides reproducing these results, future prospects of time-resolved ARPES

include studies of ultrafast processes of systems characterized by transient changes in

the electronic structure E(k). This may include, for instance, the ultrafast dynamics

associated with highly correlated systems such as high-temperature superconductors,

the interaction of adsorbates and surfaces, or the dynamics of phase transitions such as
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laser-induced melting processes in conventional metals.

7.2 Chemisorbed System

As was shown in chapter 5, the dynamics of the excitation and decay of a

core electron of an adsorbed atom or molecule are still poorly understood. The core-

photoionization process is accompanied by vibrational or electronic excitation, charge-

transfer from the substrate, and internal rearrangement. This process can leave the

adsorbate-substrate complex in a variety of possible excited states immediately after

ionization. The lifetime of these excited states compared to the lifetime of the core hole

will dictate the nature of the radiationless decay spectra.

In chapter 5 a proof of principle experiment was performed to show that the core-

hole lifetime of an adsorbate on a substrate can be directly measured. In the immediate

future, we want to expand this study to more tightly bonded chemisorbed systems.

In these systems, the stronger chemical bond (and hence enhanced charge-transfer) be-

tween substrate and adsorbate is known to influence the linewidth broadening compared

with an isolated atom. The two systems that we are contemplating are Cs/Pt(111) [9]

and CO/Pt(111) [10]. Cs adsorbed on Pt(111) (figure 7.5(a)) is the experimentally

simplest system to study. In this case, we will use 91 eV photons to create a core hole

and follow its dynamics through surface LAPE, just as we did with Xe/Pt(111). Car-

bon monoxide adsorbed onto Pt(111) (figure 7.5(b)) is an interesting system to study;

however, it is experimentally harder. Two reasons why CO/Pt(111) is a more complex

system to study are: 1) The photon energy necessary for the generation of a core hole

is around 300eV, and 2) the estimated core-hole lifetime is about 1 - 2 fs, which means

that in order to time-resolve this process we would need IR pulses shorter than 30 fs.

This would require the use of self-phase modulation fibers to compress the IR pulse

duration to < 10 fs.
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Figure 7.5: a) Experimental Auger-electron spectrum of atomic cesium after background
substraction (from reference [9]). b) Photoabsorption spectra of the C 1s → 2π transi-
tion for gas-phase CO and CO adsorbed on Pt(111) (from reference [10]).

7.3 Interatomic Coulombic Decay

The Interatomic Coulombic Decay (ICD) process with its underlying dynamics

was theoretically predicted over a decade ago [112]. Recently, its occurrence was exper-

imentally confirmed in large Ne clusters [129] as well as in Ne2 [130]. The Interatomic

Coulombic Decay is a fast decay process occurring via electron emission in loosely bound

inner valence ionized atomic or molecular clusters. The mechanism that is the basis of
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the ICD is an efficient energy transfer between neighboring monomers. The theoretical

approach from Cederbaum predicts that after excitation the inner valence hole local-

ized in one of the monomers is filled by an outer valence electron of the same monomer.

The energy gained in this transition is transferred to a neighboring monomer, which

uses it to emit one of its outer valence electrons (see figure 7.6). ICD is different from

Auger decay since the electron does not emerge from the excited particle, but from its

neighbor. Furthermore, this emission is not mediated by the overlap of the participating

waves functions but rather by an energy transfer via a virtual photon.
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Figure 7.6: a) After excitation, the inner valence (inner) hole is localized in monomer
A. b) Emission of an outer valence (outer) electron from monomer B after the tran-
sition of energy from the neighboring monomer A. c) Doubly ionized cluster with two
outer valence holes localized in two different but neighboring monomers. Adapted from
reference [11].

The efficiency of the energy transfer mechanism on which the ICD is based is

strongly dependent on the nuclear distance between monomers, so that basically only

neighboring monomers are involved in the process. In particular, if the monomers

are very close to each other, the double ionization potential is too high and the ICD

is energetically forbidden; if they are too far apart the energy transfer mechanism is

not effective. Through energy domain measurements, the lifetime of the inner valence

ionized state has been assumed to be on the order of a few to one hundred fs. Con-

sequently, nuclear dynamics and electronic decay can occur on comparable time scales
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and interplay significantly.

Because there is an interest in obtaining a value for the lifetime of the inner valence

ionized state, we propose the time-resolved study of the electron dynamics involved in

the interatomic Coulombic decay using laser-assisted photoemission. This experiment

would be similar to the one presented in chapter 5, with the difference being we would

have to dose Ne onto the Pt(111) surface. We would follow the temporal behavior

of the sideband heights for the Pt d-band and the ICD electrons; thus, obtaining a

value for the lifetime of the ICD process. However, this experiment presents certain

difficulties: 1) In order to dose Ne onto the Pt(111) surface, we would need to cool

down the sample to ≈ 14 ◦K, which is something that we cannot do at the moment.

2) The characteristic energies of the ICD electrons are a few eV, which means that in

order to see the appearance of sidebands we would have to be careful that ATP does not

mask the LAPE signal. As was demonstrated in chapter 6 by using longer-wavelength

light the ATP signal can be reduced; thus, we might need to use IR wavelengths longer

than 2000 µm. Although we have encountered the above mentioned difficulties, we have

been working on the required changes to the experimental setup for the temporal study

of ICD.

7.4 Double Auger Decay

As was discussed in chapter 5, deep inner shells are known to decay by cascade

emission of Auger electrons, corresponding to transitions between successive inner-shell

levels. The first accessible inner shell, on the other hand, is expected to decay by

emission of a single Auger electron only. However, a weaker channel was discovered in

noble gases, with emission of two electrons, known as the double Auger process [131]. Its

interest lies in the strong electron correlation from which it originates. One important

question concerns its dynamics: is it a direct double Auger process where both Auger

electrons are emitted simultaneously, or is it a cascade process with subsequent emission
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of electrons?

This question could be answered by studying the temporal evolution of the LAPE

signal from the Auger and double Auger electrons. This experiment would be similar

to the one presented in chapter 5, except that in this case we need to be concerned with

the signal from the ATP electrons. The kinetic energy of the double Auger electrons is

in the order of a few eV. Therefore, in order to study the dynamics of the double Auger

decay we would have to combine our results from chapters 5 and 6. Current studies

of this effect in Xe atoms suggest that the dominant path is a cascade process with a

rapid (6 fs) ejection of a first Auger electron followed by the slower (> 23 fs) emission

of a second Auger electron [132].



Chapter 8

Conclusion

This thesis reports the first experimental observation of laser-assisted photoemis-

sion from a surface, its potential for the study of charge transfer in adsorbate-substrate

systems, and a full comparison of surface LAPE with an atomic-based theoretical ap-

proach.

The observation of surface laser-assisted photoemission is significant for three

reasons. First, it represents new physics - the extension of atomic dressed states to sur-

face dressed states is not obvious, because of complex spatially-dependent laser electric

fields present at the surface. Second, surface LAPE will make it possible to charac-

terize lower-flux and higher-energy XUV pulses, since the target atoms are orders of

magnitude more dense on a surface compared to a gas. Finally, surface LAPE has the

potential to study ultrafast, femtosecond-to-attosecond time-scale electron dynamics

in solids and in surface-adsorbate systems. This is in contrast with measurements to

date in atomic systems, where dynamics are generally only homogeneously broadened

and where time-domain studies have duplicated information that can be obtained from

spectroscopic studies.

This work also presents the first direct time-resolved observation of the lifetime

of core-excited states of an atom adsorbed onto a surface. The ability to directly mea-

sure the core-hole lifetime of an adsorbate on a substrate is of utmost importance for

spectroscopic techniques such as core-hole clock spectroscopy, which use this value as a
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reference for investigating fast electron relaxation dynamics. Our results demonstrate

that time-resolved measurements that can identify the nature of any spectral broadening

in more tightly bound systems, such as chemisorbed systems, are possible.

Furthermore, the results shown in this thesis agree with a simple atomic-based

theoretical model. Surface LAPE can be distinguished from other laser-surface inter-

action phenomena, such as hot electron excitation, above-threshold photoemission, and

space-charge acceleration. By using longer-wavelength IR pulses it has been possible

to simultaneously increase the surface LAPE signal and suppress the undesirable pro-

cesses of above-threshold photoemission, therefore enabling ultrafast studies of surface-

adsorbate systems and attosecond electron dynamics over a wider energy range.
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Appendix A

Laser-Assisted Dynamics

A.1 Ponderomotive Potential and Maximal Classical Excursion

The ponderomotive potential Up is defined as the kinetic energy of an electron

in the E field, averaged over an optical cycle. Using Newton’s second law (in atomic

units), F = r̈ , where F = E , we can extract ṙ by

ṙ =
∫

dtE , (A.1)

where the electric field E is given by

E = − ∂

∂t
A, (A.2)

therefore,

ṙ = −A (A.3)

Now we can calculate the averaged kinetic energy of the electron
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〈KE〉 =

〈
1
2
ṙ2

〉

=

〈
1
2

[
−A0 cos(ωt− k · r)

]2
〉

=

〈
1
2
A2

0 cos2(ωt− k · r)

〉

=
1
2
A2

0

〈
cos2(ωt− k · r)

〉

〈KE〉 =
A2

0

4
=

E2
0

4ω2
= Up . (A.4)

From Newton’s second law we can also obtain the maximal classical excursion α0

of the electron in its oscillatory motion in the field. Starting from equation A.3

ṙ = −A

ṙ = −A0

∫ t

0
dt′ cos(ωt′ − k · r)

r = −A0

ω
sin(ωt− k · r),

(A.5)

where the maximum value of sin(ωt− k · r) = 1. Thus, the maximal classical excursion

α0 is

α0 =
A0

ω
= −E0

ω2
. (A.6)

A.2 Volkov Wave Function

In this section we will derive the Volkov wave as a function of generalized Bessel

functions. We will start from equation 2.20 and solve the integrals

ψV (r , t) =
1

(2π)3/2
exp i

[
q · r −

∫ t

0
dt′

(
q2

2
+ A(t′) · q +

A(t′)2

2

)]
. (A.7)
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First integral:

∫ t

0
dt′

q2

2
=

q2

2
t. (A.8)

Second integral:

∫ t

0
dt′A(t′) · q =

∫ t

0
dt′q ·A0 cos(ωt′)

= q · A0

ω
sin(ωt)

= q ·α0 sin(ωt). (A.9)

Third integral:

∫ t

0
dt′

A(t′)2

2
=

∫ t

0
dt′

A2
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2
cos2(ωt′)
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2
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2ω

)

= Up

(
t +

sin(2ωt)
2ω

)
. (A.10)

By inserting the solved integrals A.8-A.10 into equation A.7, the Volkov wave

function is given by

ψV (r , t) =
1

(2π)3/2
exp i

[
q · r − q ·α0 sin(ωt)− Up

2ω
sin(2ωt)−

(
q2

2
+ Up

)
t

]
, (A.11)

which is the same as equation 2.23. We can now make use of equation 2.24 to rewrite

the Volkov wave function in terms of generalized Bessel functions
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ψV (r , t) =
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Up
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A.3 S-Matrix Element in Laser-Assisted Scattering

Here we will derive the S-Matrix element in the case of laser-assisted scattering. If

we substitute the initial and final Volkov wave functions of equation 2.25 into equation

2.29 we obtain

(S − 1)B
fi = −i

∫ ∞

−∞
dt〈ψ(f)

V | V | ψ(i)
V 〉

= −i

∫ ∞

∞
dt

∑
n,m

Jn

(
qf ·α0,

Up

2ω

)
Jm

(
q i ·α0,

Up

2ω

)
e
i

(
q2
f
2
− q2

i
2

+(n−m)ω

)
t

×
〈

1
(2π)3/2

eiqf ·r
∣∣∣∣∣V

∣∣∣∣∣
1

(2π)3/2
eiq i·r

〉
. (A.13)

If we introduce the momentum transfer qf = q i + Q, the last factor of equation

A.13 can be identified as the Fourier transform Ṽ (Q) defined in equation 2.33:

Ṽ (Q) =

〈
1

(2π)3/2
eiqf ·r

∣∣∣∣∣V
∣∣∣∣∣

1
(2π)3/2

eiq i·r
〉

=
1

(2π)3

∫
d3rV ei(qf−q i)·r

Ṽ (Q) =
1

(2π)3

∫
d3rV eiQ ·r .

(A.14)

Thus, the time integral in equation A.13 is readily evaluated
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(S − 1)B
fi = −i2π

∑
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We define the new summation index ` = m− n, and equation A.15 reads

(S − 1)B
fi = −i2π
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n,`

δ
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q2
f
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i
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The summation formula

∞∑

k=−∞
Jn∓k(u, v)Jk(u′, v′) = Jn(u± u′, v ± v′) (A.17)

may be applied to the product of generalized Bessel functions and the summation over

n, and we obtain
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where Jn(u, 0) = Jn(u) was used to relate the generalized Bessel function to the ordinary

one.



Appendix B

Time-of-Flight Electron Analyzer

B.1 Electron Analyzer

When count rates are low, it is advantageous to try to detect every emitted

electron within the energy range of interest. Using a pulsed photon source, the time-

of-flight analyzer (TOF) can be employed (figure B.1), where in theory every single

electron is counted.

Sample

lflight

lsample ldrift

Photon

e-

Anode

MCP

Detector

Decoupling

capacitor

v ~          / tlflight flight

Figure B.1: Geometrical schematics of a Time-of-Flight (TOF) analyzer.

This is basically a stop watch technique triggered by a pulse from the light source

and stopped when the photoelectron is detected after flying through a defined drift

stretch. One of the limiting factors of such an analyzer is the restriction on the maximal

count rate, since every single electron has to be registered and counted by the electronics.
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The electronics have a certain dead time where they cannot register events.

B.2 Time to Energy Conversion

A time-of-flight analyzer physically measures the time of flight of a particle, i.e.

electron, and not its energy Ekin. Therefore, the acquired data has to be normalized

into an energy-dependent spectrum. The conversion from a time of flight distribution,

to an energy-dependent spectrum is made by calculating the energy axis according to

the kinetic energy. Here, each time bin ti corresponds to a certain Ei width which varies

in bin width according to a 1/t2 law (since Ekin = mel
2/(2t2)). To obtain the number of

events N(Ei) per energy bin Ei as a function of the counts N(ti) in the corresponding

time bin, the counts have to be renormalized (figure B.2).

t E

N(t) N(E)

Δt ΔE

N(t  )
3

N(E  )
3

E  
3

t
3

Figure B.2: Conversion from the acquired time of flight distribution N(t) to an energy
spectrum N(E).

The total number of events, i.e. the surface under the spectral curves, is the same

for the time and energy domain. For the counts N in every bin of width ∆t or ∆E this

is

∣∣∣∣∣
∑

i

N(ti) ·∆t

∣∣∣∣∣ =

∣∣∣∣∣
∑

i

N(Ei) ·∆E

∣∣∣∣∣ (B.1)

and converting to infinitesimal notation,
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∣∣∣∣∣
∫

N(t) · dt

∣∣∣∣∣ =

∣∣∣∣∣
∫

N(E) · dE

∣∣∣∣∣. (B.2)

Differentiating both sides by dt,

N(t) = N(E) ·
∣∣∣∣∣
dE

dt

∣∣∣∣∣ = N(E) · me

e
· l2

t3
(B.3)

gives a way to renormalize the counts N(Ei) in every energy bin Ei

N(Ekin
i ) =

e

me
· t3i
l2
·N(ti) (B.4)

with

Ekin
i =

1
2
· me

e
· l2

t2i
(B.5)

where

• l = ldrift + lsample.

• N(ti): Measured counts in bin ti.

• N(Ei): Calculated number of counts in bin Ei.

• l: Total drift length of the electron.

• ldrift: Length of the TOF tube.

• lsample: Distance from the sample to the entrance of the TOF.

• ti: Time of flight of the electron over the drift stretch.

• tstop−start: Elapsed time between the laser trigger and electron detection.

• toptical start: Elapsed time between the laser trigger and the optical detection

peak.
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• me: Electron mass.

• e: Electron charge.

From equation B.5 it is clear that the bin width Ekin
i is not constant, but instead

proportional to −1/t2. This means that it decreases with an increase in flight time and

binding energy.

The MCP detector can detect not only particles, but also photons. This is used

to obtain the time zero (optical peak, see figure B.3) for calculating the time of flight

ti. The sensitivity of the MCP increases for shorter wavelengths, so that when using

high order harmonics the optical back scattering from the harmonic beam on the sample

is enough to induce a significant signal on the MCP. Thus, the time of flight ti is the

difference between the time evolved between the trigger and the detection tstop−start and

the optical peak in the flight time spectrum toptical start, which remains constant within

an experiment:

ti = tstop−start −
(

toptical start −
ldrift + lsample

c

)
. (B.6)

The last term in equation B.6 refers to the time correction due to the time elapsed

between registering the optical peak at the MCO and its arrival at the sample surface.

This time delay of a pulse traveling at the speed of light is in our case ∼ 2 ns and

therefore virtually negligible compared with the electrons’ flight time.
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Figure B.3: Time of flight (top) to energy (bottom) conversion. The direct optical
reflection of the sample induces the optical peak, which is used as time zero.


