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Strontium optical lattice clocks at JILA recently demonstrated record-high accuracy and sta-

bility. These advances were enabled by an ultrastable laser with fractional frequency stability of

1× 10−16 at 1 second. This laser allows us to study systematic shifts of the 1S0 to 3P0 clock tran-

sition with unprecedented precision. Density-dependent frequency shifts represent an unavoidable

perturbation for clocks based on many atoms. Our studies of atomic interactions in an optical

lattice clock system uncover the nature of these interactions and reveal important many-body

atomic correlation effects in this open quantum system. By extending our measurements to all ten

nuclear-spin sublevels of the clock states, we observe the first direct evidence of SU(N) symmetric

interactions in alkaline earth(-like) atoms. Using the techniques we developed in these studies, we

also demonstrate a novel technique for measuring the frequency noise spectrum of an ultrastable

laser. We discuss designs for the future direction of our experiment which will place 87Sr atoms

within a high finesse cavity that is resonant on the 1S0 to 3P1 transition. We will use this system

to study collective effects in cavity quantum electrodynamics. Most notably, strong atom-cavity

coupling can enhance the spectroscopic sensitivity of our clock by creating spin-squeezed states via

quantum non-demolition measurements. As a precursor to future work studying cavity-mediated

collective behavior, we use the unique atomic structure of 88Sr to investigate free-space retarded

dipolar coupling in an optically thick sample of atoms.
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Chapter 1

A brief introduction to the strontium clock

Starting with solid chunks of metallic strontium sitting in a steel tube, we are able to create

the most stable and accurate clock [1, 2], a novel optical spectrum analyzer for ultrastable lasers [3],

and an incredible laboratory for exploring many-body physics [4] and quantum magnetism [5]. This

chapter tells the story of how the above results are possible: how we cool, trap, prepare, probe, and

detect in our optical lattice clock experiments. This topic has previously been discussed in great

detail [6, 7, 8, 9, 10, 11] and, with that in mind, we aim to introduce unfamiliar readers with the

general operation of our experiment, rather than give an exhaustive account of every experimental

detail.

1.1 The strontium apparatus

Figure 1.1 shows a drawing or our experimental vacuum chamber. The vacuum chamber

itself is composed of two parts that can be physically separated with a gate valve. The oven side

of the chamber consists of the effusive atomic oven, transverse cooling, and atomic beam shutter.

Differential pumping apertures ensure that the oven side of the chamber has a minimal effect on

the background pressure in the science side of the chamber. Within the oven, a reservoir of several

grams of solid strontium is heated to ∼ 400 ◦C where the vapor pressure of strontium is sufficient

to provide enough gaseous strontium to feed our atom traps, though they always hunger for more

atoms. Strontium exits the oven through a millimeter sized nozzle which we heat to ∼ 600 ◦C to

avoid buildup of strontium within the nozzle.
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Figure 1.1: An annotated drawing of our experimental vacuum chamber showing where various
lasers and other technical components are integrated into our experiment. Thick blue and red lines
represent laser light used for magneto-optical trapping at 461 nm and 689 nm, respectively. The
thin red line represents the path of the clock laser, which is overlapped with the lattice light, drawn
here as a thin orange line. The horizontal lattice that is used in some of our work is represented
by the thin orange line along the H1 axis.

Upon exiting the oven, the atoms experience their first interaction with laser light. For

the initial cooling and trapping of strontium, we use the 1S0 to 1P1 (blue) transition at 461 nm

(Fig. 1.2) because the 32 MHz natural linewidth of this transition allows us to apply a large force

on the atoms. Counter-propagating transverse cooling beams containing ∼ 10 mW of power and

tuned 10 MHz below resonance are directed perpendicular to the atomic beam in two orthogonal

directions to collimate the rapidly expanding beam of atoms. Transverse cooling results in a atom

number gain of ∼ 4 in the magneto-optical trap (MOT) based on the blue transition (blue MOT),
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which we describe in the following section. The atom beam then passes through a differential

pumping aperture, after which it encounters an atomic beam shutter that can be used to block the

beam during interrogation of the clock transition.a Next, the atoms pass through an additional

differential pumping aperture and gate valve, which can be closed to physically separate the oven

side of our chamber from the science side.

The science portion of our chamber begins with a Zeeman slower where 50 mW of laser light

tuned ∼ 1 GHz below the unperturbed transition resonance is kept on resonance with the moving

atoms by balancing the change in Doppler shift as the atoms slow down with a variable Zeeman

shift along the slower, created by a solenoid of variable winding number. Light scattering from the

Zeeman slower laser brings the atoms to rest (along the slowing axis) at the center of our main

science chamber. Figure 1.1 shows how the subsequent components of our experiment (e.g. MOT,

optical lattice, clock laser) are introduced to the atoms.

1.2 One MOT two MOT red MOT blue MOT

To cool the atoms to the µK temperatures that are necessary for loading into our 87Sr

optical lattice and for achieving the most optically thick sample of 88Sr atoms, we employ two

separate MOTs based on the blue and 1S0 to 3P1 (red) transitions (Fig. 1.2). As demonstrated in

Fig. 1.3, fermionic 87Sr has hyperfine structure resulting from its nuclear spin, I = 9/2, whereas

bosonic 88Sr with I = 0 lacks hyperfine structure. Due to the different hyperfine splittings and

linewidths involved, we will see that the presence of hyperfine structure affects the blue and red

MOTs differently. For 88Sr , both MOTs are relatively simple, with the only complication being

the re-pumping lasers that are necessary in the blue MOT due to decay from 1P1 to 1D2. In the

absence of nuclear spin, both MOTs operate on total angular momentum J = 0 to J = 1 transitions.

For these values, the MOT operation is simple to describe. Three orthogonally oriented pairs of

circularly polarized, counter-propagating laser beams are overlapped at the atoms and detuned one

linewidth below the transition they operate on. Each beam has a polarization that is orthogonal to

a We have never observed a frequency shift of the clock transition resulting from the atomic beam
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Figure 1.2: A strontium level diagram. Solid lines indicate all the laser driven transitions involved
in operating and optical lattice clock. Dashed black lines indicated population leaks that create
the need for re-pumping lasers in the blue MOT. The dashed red line indicates the decay pathway
that allows the re-pumping lasers to transfer atoms back to the ground state via 3P1 decay. The
hyperfine structure present in 87Sr is neglected in this diagram.

its counter-propagating partner (σ̂+ or σ̂−). Field gradients are matched with the beams such that

when an atom travels too far in a given direction, the magnetic field shifts the proper transition

closer to resonance with the corresponding laser beam to push the atom back towards trap center.

Adding a large nuclear spin of 9/2 to this formula can complicate MOT operation, or, with exactly

the same quantum numbers, it can matter very little, as we will see below.
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Figure 1.3: A level diagram for the hyperfine splitting in the 1P1 and 3P1 states used for MOT
trapping. For the 1P1 state, the hyperfine splitting between 87Sr energy levels is drawn to scale and
the natural linewidth of the transitions and trapping laser linewidth are represented by translucent
blue rectangles. For the 3P1 state, the natural linewidths are much narrower than the solid lines
used to draw the center frequencies. The trapping and stirring lasers necessary for 87Sr blue and
red MOT operation are represented with pale blue and red arrows, respectively.

1.2.1 The red MOT

To gain a greater insight into both 87Sr MOTs, we begin by describing the red MOT. There

are three factors that couple together to make the red MOT more difficult to achieve in 87Sr than

in 88Sr . (i) The Landé g-factor of the ground state is effectively zero compared to that of the

excited state since the ground state has total electronic angular momentum J = 0 and the nuclear

g-factor is smaller than the electronic g-factor by the ratio of the electron mass to proton mass.

(ii) the nuclear spin of 9/2 is large enough (> 1) such that we have σ± transitions that do not

change the sign of the total angular momentum projection along the quantization axis. (iii) The

hyperfine splitting is large compared to the transition natural linewidth. For the MOT operation

we still require that we operate on a J to J ′ = J + 1 transition so that the σ̂± polarized light

can excite any of the ground nuclear-spin magnetic sublevels. Figure 1.4(a) demonstrates how
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(i-iii) contribute to make some of the ground sublevels not trappable. We see that in the example

shown, the atom has traveled away from the trap center in the x̂ direction such that the field has

shifted excited state levels with mF ≤ −1/2 down in energy and states with mF ≥ 1/2 up in

energy. For σ− transitions from ground states with mF ≤ 1/2, the MOT transition shifts lower in

frequency, bringing the transition closer to resonance with the σ− polarized laser beam such that

it pushes the atoms back to the trap center. However, for ground state mF > 1/2 the red MOT

transition actually increases in frequency, meaning that these states are not trapped by the MOT

laser beams. In the example illustrated by Fig. 1.4(a), one might also worry that for ground states

with mf < −1/2, both σ− and σ+ transitions are brought closer to resonance with the magnetic

field. However, as the atom moves away from trap center, σ− transitions are shifted into resonance

before σ+ resonances for these states due to the mF dependent g-factor. Additionally, Fig. 1.4(b)

shows that the Clebsch-Gordan coefficients favor the σ− transitions in these sublevels.

To circumvent the problem of non-trapped states, we also apply light tuned to the 1S0 to

3P1 , F = 9/2 state (Fig. 1.3) with identical polarization and geometry to the MOT beams. The

g-factor for this state is smaller than that of the F = 11/2 state, which allows atoms to scatter light

on the F = 9/2 transition over a larger distance from trap center. The Clebsh-Gordan coefficients

further show that the scattering rates for σ± light is near unity and slightly favors the opposite

transitions as the F = 11/2 MOT light (Fig. 1.4(b)). These factors combine to make the F = 9/2

light efficient at randomizing or “stirring” the value of mF for the atoms, allowing the MOT to

operate efficiently on all atoms.

1.2.2 The blue MOT

Although the blue MOT operates with all the same quantum numbers as the red MOT, it

does not demonstrate the same complication, and we are able to use a single frequency to create a

MOT just as with 88Sr . The reason for this fortuitous simplification is that condition (iii) is no

longer satisfied. When the MOT light is tuned one linewidth below the F = 11/2 MOT transition,

the F = 9/2 stirring transition is actually only 17 MHz above the frequency of the MOT light (Fig.
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Figure 1.4: (a) An illustration demonstrating the non-trapped states in the 87Sr red MOT. (b)
Ratio of σ+ to σ− transition strengths calculated from Clebsch-Gordan coefficients for the 1S0 to
3P1 transition with excited total angular momenta of F ′ = 11/2 (blue) and F ′ = 9/2 (purple).

1.3). Thus, the single MOT frequency acts as both stirring and trapping light.

The main vice of the blue transition is that it has a small probability to decay to the 1D2

state, which can decay to the metastable 3P2 . To pump all the atoms out of 3P2 and back to the

ground state through 3P1 , two re-pumping lasers are required that act on the 3P2 to 3S1 transition

at 707 nm and the 3P0 to 3S1 transition at 679 nm. The 3P0 state is populated by decay from 3S1.

For 87Sr , the 3S1 state has hyperfine structure so we modulate the re-pumping lasers over several

GHz to address all hyperfine states. This technique also allows us to address the 88Sr resonances

over a long period of time without actively controlling the frequency of the re-pumping lasers.

1.2.3 Putting it all together

Both the blue and red MOTs are incredible tools for cooling and trapping strontium atoms.

The strong blue MOT is able to capture large numbers of atoms (See [9] for in-depth analysis of blue

MOT trapping and cooling) and the narrow red MOT is able to cool them to a final temperature of

∼ 1 µK (The many regimes in which this MOT can operate are explored in [10]). However, putting



8

50 G/cm

4 G/cm

11 G/cm

300-500 ms 110 ms 100 ms 55 ms

Blue MOT

Broad. Red SF Red

Fi
el

d 
gr

ad
ie

nt

87Sr

1000-1500 ms 30 ms 50 ms 55 ms88Sr

A-H off

Figure 1.5: A timing diagram of the different magnetic field gradient strengths that are used for
the magneto-optical trapping of 87Sr and 88Sr .

these two tools together is a non-trivial task, owing to their vastly different natural linewidths.

After initially loading atoms in the blue MOT , we extinguish the blue MOT light, greatly decrease

the magnetic field gradient and modulate the frequencies of the red MOT light to broaden their

linewidth by about 1 MHz. The use of this “broadband” red MOT achieves spatial mode-matching

with the blue MOT. At this point, the few mK temperature of the blue MOT has been reduced

to ∼ 100 µK. Next, the magnetic field gradient is increased to compress the MOT cloud, after

which, we cease the broadband modulation of the red MOT lasers. The red mot lasers have a

linewidth below 1 kHz so that we can determine the final temperature and atomic density of the

“single frequency” red mot with the intensity and frequency of the MOT lasers [10]. For 87Sr clock

operation we optimize these parameters to maximize the number of atoms loaded into our optical

lattice. In our work with 88Sr , it is advantageous for us to maximize the optical thickness of the

red MOT cloud, which does not necessarily maximize the atom number. Figure 1.5 demonstrates
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the exact timing and field gradients used in our MOT trapping of 87Sr and 88Sr .

1.3 A magic wavelength optical lattice

For the final preparation of 87Sr atoms before spectroscopy, we transfer the atoms into an

optical trap where the atoms are attracted to the intensity maximum of the trapping light due to

the interaction between the light and the dipoles induced in the atoms (See [12] for an overview

of this effect). The attractive force we use to trap our atoms is intimately related to a shift of the

potential energy of the atomic state. Obviously, this could have disastrous consequences for clock

operation, but, for our trap we choose the wavelength such that the energy shifts for both clock

states are identical. The wavelength at which this occurs is known as the magic wavelength and for

87Sr it is 813.4 nm. Of course, it is often the case that science dispels magic and for our “magic”

wavelength this is true at some level. First, the atomic energy level shifts depend on not only the

intensity of the trapping light, but also the polarization of this light and its orientation relative to

the atom’s quantization axis (determined by an applied magnetic field). We can separate the shift

of the clock transition proportional to lattice intensity into three components [13, 14]

∆νLatt(ωLatt) = I0(κs(ωLatt) + κv(ωLatt)mF ξêk · êB + κt(ωLatt)β), (1.1)

where ωLatt is the frequency of the light, ξêk = −iε̂ × ε̂∗ is the degree of circularity, and β =

(3|ε̂ · êB|2 − 1)[3m2
F − F (F + 1)], with ε̂ the polarization vector for the light and êB a unit vector

in the direction of the applied magnetic field. κs(ωLatt) determines the scalar portion of the shift,

which only depends on the light intensity. κv(ωLatt) determines the the vector component of the

shift, which depends on the polarization of the light and its orientation relative to the magnetic

field, as well as the mF level of the atom. κt(ωLatt) determines the tensor component of the shift,

which depends on the magnitude of the light polarization vector along the magnetic field as well as

the magnitude of mF . Thus, we see that there is no one magic wavelength for 87Sr , but that the

magic wavelength depends both on the atomic structure and the experimental setup of the applied

magnetic and light fields. Second, higher order contributions to the intensity shift contribute with
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a different dependence on intensity. For example, hyperpolarizability, proportional to the square

of intensity has been measured at extremely high lattice depths [15]. Additionally, magnetic dipole

(M1) and electric quadrapole (E2) shifts are proportional to the square root of intensity [14]. For

our current clock accuracy and operating conditions, these higher order effects do not contribute

at the 10−18 fractional frequency level and our lattice is still magical.

For our 87Sr optical lattice clock, the single frequency red MOT is overlapped with a one-

dimensional (1D) optical lattice created by the interference pattern of a retro-reflected 813.4 nm

laser beam. Although the lattice light creates a conservative potential, the stark shift of the red

MOT transition caused by the lattice light allows the MOT to efficiently load atoms into the lattice.

The beam focus is centered on the atoms and the Rayleigh range of the beam is much longer than

the ∼ 30 µm standard deviation of the MOT cloud so that the individual lattice sites can be

treated as identical. The number of atoms in each site is determined using a Poissonian probability

distribution with a mean value corresponding to the Gaussian density profile of the MOT. The

lattice is about 19◦ from vertical, traveling along the plane made by the vertical and H1 axes of

our vacuum chamber (Fig. 1.1). The lattice is polarized along H2. When we use a two-dimensional

(2D) lattice, a second lattice along H1, also linearly polarized along H2, is ramped on after the red

MOT is extinguished. The first lattice is then ramped off and back on to ensure that all atoms are

trapped at the intersection of the two beams.

1.4 Spectroscopy in an optical lattice

We can operate with trap depths between 5 and 30 µK and with atom temperatures between

1 and 7 µK, but typically the atom temperature is much lower than the trap depth so that we can

approximate our trap as a harmonic oscillator. In this approximation we can use our lattice to

characterize both the trap and the atom temperature. From the expressions for trap frequencies

derived in Appendix A, Ωx = Ωy = 1
w

√
4V0
m and Ωz = 2π

λ

√
2V0
m , we get an expression for the trap



11

-100 - 50 0 50 100

0.0

0.1

0.2

0.3

0.4

0.5
Ex

ci
ta

tio
n 

fr
ac

tio
n

Detuning (kHz)

a b

n=1
n=0

n=2

n=1
n=0

n=2

νz = 80 kHz

600 400 200 0 200 400 600
0.0

0.1

0.2

0.3

0.4

0.5

0.6

DetuningHz

Ex
ci

ta
tio

n
Fr

ac
tio

n

νr = 590 Hz

Figure 1.6: (a) The drawing overlaid on the plot depicts the process of exciting atoms in oscillator
level n to oscillator levels n − 1, n, and n + 1. The plotted excitation fraction versus detuning,
which uses a high intensity 80 ms clock laser pulse, shows a measurement of the longitudinal trap
frequency. Below the n to n carrier transition frequency (green points) we excite atoms from n to
n − 1 in the longitudinal direction (red sideband). Above the carrier frequency, we excite atoms
from n to n + 1 (blue sideband). The steep edges of these features occur at the longitudinal trap
frequency and excitation closer to the carrier results from trap anharmonicity. (b) A measurement of
the radial trap frequency. We intentionally misalign the clock laser beam so that we may excite the
radial sidebands. The measured excitation fraction versus detuning shows small peaks above and
below the carrier (green) at the radial trap frequency corresponding to the blue and red sidebands,
respectively.

depth in terms of the measured trap frequency along the longitudinal axis of the lattice,

V0 = ν2
z

m2λ4

h2
Erec, (1.2)

where νi = Ωi/(2π), m is mass of an atom, λ is the lattice wavelength, h is Planck’s constant, and

Erec = h2/(2mλ2) is the recoil energy of a lattice photon. We also get an expression for the lattice

beam waist in terms of the ratio of longitudinal trap frequency to radial trap frequency,

w0 =
νz
νr

λ√
2π
. (1.3)

We can measure the trap frequencies directly owing to the strong confinement along the

longitudinal axis of the lattice provided by the cos2 kz modulation of light intensity. Since νz is

much larger than the recoil frequency, νrec = Erec/h, and the transition linewidth, we are operating

in the Lamb-Dicke and resolved sideband regime where the 1S0 to 3P0 (clock) transition is free
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Figure 1.7: (a) The two plotted excitation fraction versus detuning curves demonstrate the temper-
ature dependence of the area underneath the sidebands. The blue curve corresponds to Tz = 2.1
µK and the red curve corresponds to Tz = 3.3 µK. The area underneath the curves is filled in and
the blue curve is offset by 0.2 for clarity. (b) The measured excitation fraction versus detuning
for probing the clock transition along the radial direction. The radial temperature determines the
width of this resonance via Doppler broadening.

from Doppler and recoil effects. The motional effects manifest as sideband transitions that drive

an atom in the nth oscillator level to the (n± 1) level. Figure 1.6 demonstrates our measurements

of the trap frequencies. With the clock laser aligned to the lattice laser, we subject the atoms to

an intense 80 ms pulse of clock laser light. Atoms in 1S0 (|g〉) are excited to 3P0 (|e〉) at the

clock transition frequency and at ∼ νz below(above) the transition frequency, corresponding to

the red(blue) sideband. The sideband excitation extends toward the carrier for several kHz since

trap anharmonicity makes longitudinal sideband frequencies depend on the atom’s oscillator level

in the radial direction. We can also observe the radial sideband frequency by adding an intentional

misalignment between our clock and lattice lasers. We can operate with νz between 40 and 100

kHz, limited by atom loss at low trap frequencies and laser power at large trap frequencies. For a

reference νz of 80 kHz, we have measured νr to be between 450 and 600 Hz, indicating that over

the past 6 years our lattice spot size has varied between 24 and 32 µm.

The measured longitudinal sidebands can also tell us about atom temperature in this dimen-

sion, Tz. It was shown that the ratio of the area underneath the red and blue sidebands is related
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to temperature by [16],

Ared

Ablue
= 1− e−E0/kBT∑

nz=0 e
−Enz/kBT

, (1.4)

where the sum should go over the number of levels that exist in the trap (∼ 6 for 80 kHz) and

Enz = hνz(nz + 1
2)− νrec

2 (n2
z + nz + 1) is the energy of the nz oscillator level including the effect of

anharmonicity, modeled as a quartic distortion. Figure 1.7(a) shows measurements of the sidebands

at two different temperatures. We can also extract the radial temperature from the shape of the

blue sideband [16, 17], however, a much simpler method is to probe the clock transition in one of

the radial dimensions. In this case, we fit the measured resonance to a Gaussian of the form,

Pe(ν) = Ae
−(ν0−ν)

2σ2
d , where σd = ν0

√
kBTr
mc2

, (1.5)

with kB being the Boltzmann constant and c being the speed of light. Figure 1.7 shows two

example measurements of Tr, which were obtained by fitting a Gaussian of the form in Eqn. 1.5 to

the measured excitation fraction versus detuning.

1.5 State preparation

Often we wish to prepare a specific nuclear spin state or mixture of nuclear spin states at

a particular temperature. To accomplish this we apply a small magnetic field of ∼ 100 mG along

the H2 axis of our vacuum chamber (Fig. 1.1) to establish a quantization axis. Using a beam of

σ+(−) light resonant on the 1S0 to 3P1 , F = 9/2 transition and propagating along H2, we can

populate all the atoms in the mF = +(−)9/2 state. We can also reduce the power or duration of

this polarizing light in order to vary the mF = +(−)9/2 population between 10% and 100% of the

total atom number, leaving the remaining atoms mostly in mF = +(−)7/2 with a smaller number

of mF = +(−)5/2 atoms. We can also address the atoms with light resonant on the 1S0 to 3P1 ,

F = 7/2 transition and linearly polarized along H2. This prepares all the atoms in the mF = ±9/2

states and we can adjust the imbalance between the two populations by adjusting the polarizing

laser frequency.
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Figure 1.8: (a) A timing diagram demonstrating when the clock laser is on during Rabi spectroscopy.
(b) The measured |e〉 state fraction versus detuning for Rabi spectroscopy with an 80 ms π-pulse.
The black line is the calculated line shape from Eqn. 1.7 with an amplitude that is fit to the
data. The inset demonstrates the probe time dependence of the measured linewidth as well as the
onset of decoherence. It shows the measured excitation fraction versus detuning for a 3 s excitation
pulse. (c) A timing diagram demonstrating when the clock laser is on during Ramsey Spectroscopy.
(d) The measured excitation fraction versus detuning for Ramsey spectroscopy where detuning is
scanned over a large range such that we can see the complicated structure predicted in Eqn. 1.8.
The blue line represents the prediction of Eqn. 1.8 with an amplitude that is fit to the data. The
inset shows the measured excitation fraction versus detuning using Ramsey spectroscopy for π/2-
pulse times of 750 µs and a free evolution time of 80 ms that is scanned ±50 Hz from resonance.
Here, we can neglect the the complicated structure predicted by Eqn. 1.8 and fit the data to a cos2

function.

Any in-lattice cooling is performed during the first half of polarization preparation because

the cooling light generally depolarizes the atoms. We apply sideband cooling of Tz and Doppler

cooling of Tr using the 1S0 to 3P1 , F = 11/2 transition. When we work with a completely

unpolarized sample, the F = 9/2 transition is more effective for cooling although it pushes the

atoms toward the mF = −9/2 state, increasing this state’s population from 10% to 13% of the

total population.
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1.6 Clock spectroscopy

With the atoms prepared in the desired nuclear-spin sublevels, we are ready to measure the

frequency of their 1S0 to 3P0 transition. Before spectroscopy we increase the applied magnetic

field so that spectroscopic features from different nuclear spin states are well separated (∼ 0.5 to 2

G). The clock laser is linearly polarized along H2 such that we only drive ∆mF = 0 (π) transitions.

The lifetime of the 3P0 state is ∼ 150 s, corresponding to a ∼ 1 mHz natural linewidth. The

first consequence of this long lifetime is that we do not need to consider the effect of spontaneous

emission on the time scales that we probe our atoms (≤ 3 s). The second is that the linewidth we

measure is Fourier-limited by the timing of our spectroscopy sequence. The interaction between

atoms and clock laser can be modeled with the Hamiltonian

Ĥ =
1

2
~Ω(r, t)σ̂φ(t)− 1

2
~∆(t)σ̂z, (1.6)

where Ω(r, t) ≡ 〈g| d̂ · E0(r, t) |e〉 /~ is the Rabi frequency with d̂ being the dipole operator and

E0 the amplitude of the electric field, ∆(t) = ωL − ωa is the detuning of the clock laser frequency

ωL from the atomic transition frequency ωa, and σ̂φ(t) = cosφ(t)σ̂x + sinφ(t)σ̂y with σ̂i being the

Pauli spin matrices.

Let us first consider the simple case of Rabi spectroscopy where the clock laser is applied to

the atoms for a time t = 0 to T with uniform Rabi frequency Ω(r, t) = Ω0, detuning ∆(t) = ∆0,

and phase of the clock laser σ̂φ(t) = σ̂x. In this case, the probability for an atom to be in |e〉 is

given by

pRabi
e (T,∆0) =

Ω2
0

Ω2
∆0

sin2 Ω∆0T

2
, (1.7)

where Ω∆0 =
√

Ω2
0 + ∆2

0. We typically operate the clock with TΩ0 = π (a π-pulse), such that the

fracion of atoms in |e〉 is maximized at ∆0 = 0. The full width at half-maximum (FWHM) of Eqn.

1.7 for a π-pulse is given by δω/(2π) ≈ 0.799/T . Figure 1.8(b) shows measured Rabi line shapes for

an 80 ms π-pulse and a 3 s π-pulse. While the 80 ms pulse demonstrates the line shape predicted

in Eqn. 1.7, the 3 s π-pulse shows that the onset of decoherence makes the measured resonance
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feature deviate from this prediction. Decoherence can occur from laser frequency noise or from

atomic interactions, as we will see in Chapters 2 and 3, respectively. In principle, photon scattering

from the lattice laser can also cause decoherence, however, under typical experimental conditions

calculations of lattice photon scattering predict less than 0.1 scattering events per second [8].

In addition to Rabi spectroscopy, our work makes extensive use of Ramsey spectroscopy,

where two laser pulses are applied to the atoms, separated in time. The most common implemen-

tation of this is to have two pulses of time t = π/(2Ω0) (a π/2-pulse) separated by a time τ . Once

again we assume a uniform Rabi frequency during the pulses and a constant detuning and phase of

the clock laser. Then using Eqn. 1.6 we get that the probability to be in |e〉 after the final pulse is

pRamsey
e (τ,∆0) =

Ω2
0

Ω4
∆0

[
Ω∆0 cos

(
∆0τ

2

)
sin

(
πΩ∆0

2Ω0

)
− 2∆ sin

(
∆0τ

2

)
sin2

(
πΩ∆0

4Ω0

)]2

. (1.8)

Figure 1.8(a) displays the pulse timing for this implementation of Ramsey spectroscopy and Fig.

1.8(b) demonstrates two experimental implementations of Ramsey spectroscopy. The first shows

that when ∆0 is stepped across a range that is comparable to Ω0 we observe the complicated

structure predicted in Eqn. 1.8. In a second example (Fig. 1.8(b) inset), the Rabi frequency

Ω0 = 2π × 333 Hz, is large compared to the scan range of detuning ∆0 = ±2π × 50 Hz. Here,

we see that the observed fraction of atoms in |e〉 versus detuning fits well to the limit of Eqn. 1.8

for ∆0 � Ω0, cos2(∆0τ
2 ). This simple case has a FWHM of δω/(2π) = 1/(2T ). To account for

decoherence, we add an amplitude and vertical offset that is allowed to fit to the data.

In the subsequent work described in this thesis, we use many variations on this prototypical

example of Ramsey spectroscopy. One variation that we commonly use is to change the time of the

first Ramsey pulse. This allows us to examine the effects of interactions during the free evolution

time, τ , with different superpositions of |g〉 and |e〉 (See Chapters 3 and 4). We also have the ability

to change the phase of the second Ramsey pulse relative to that of the first pulse. Furthermore,

by adding a π-pulse in the middle of the free evolution time we can cancel certain decoherence

mechanisms (Chapter 4). Adding a train of π-pulses that are equally spaced throughout τ can be

used to either avoid or focus on noise processes with a specific frequency dependence (See Chapter
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Figure 1.9: This diagram demonstrates the electron shelving technique for counting the number
of |g〉 (Ng) and |e〉(Ne) atoms after clock laser excitation. First, the |g〉 atoms are counted by
fluorescence from the |g〉 to 1P1 transition. This measurement heats |g〉 atoms out of the trap but
leaves |e〉 atoms unperturbed. Next, |e〉 atoms are re-pumped to |g〉 via decay through the 3P1

state using 707 nm and 679 nm light resonant on the 3P2 to 3S1 and |e〉 to 3S1 transitions. Finally,
the atoms in |g〉 are counted again to measure the number of atoms originally in |e〉.

2). We can even cancel the accumulation of pulse timing errors by changing the phase of our laser

such that each applied π-pulse has a phase opposite that of the preceding π-pulse.

1.7 Atomic state Detection

To measure the final populations in |g〉 and |e〉 we employ the electron shelving technique

(Fig. 1.9). First we count the number of |g〉 atoms by probing the atoms with a retro-reflected laser

beam resonant on the |g〉 to 1P1 transition. We detect 461 nm fluorescence with a photomultiplier

tube (PMT). The large scattering rate from this transition heats atoms out of the lattice. After all

the |g〉 atoms are removed from the trap, we re-pump the |e〉 atoms to |g〉 by exciting transitions

from both |e〉 and 3P2 to 3S1 with the blue MOT re-pumping lasers. Atoms decay back to |g〉 via

3P1 decay. Finally, we count the number of atoms originally in |e〉 by counting the number of |g〉

atoms again. For Ng atoms measured in |g〉 and Ne atoms in |e〉 the fraction of atoms in |e〉, or

excitation fraction, is given by ne = Ne
Ne+Ng

≡ n.
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Since the measured excitation fraction is so central to our work, an understanding of the noise

processes that affect this measurement is extremely useful. There are two fundamental noise sources

that contribute to the noise we observe. Quantum projection noise (QPN) arises from the fact that

our measurements of Ng and Ne deterministically project an atom in state |ψ〉 = α |g〉+ β |e〉 into

either |g〉 or |e〉 with probabilities α2 or β2, respectively. The variance in our measurements of Ng

and Ne arising from QPN is given by ∆N2
g,eQPN

= Nng,e(1 − ng,e) [18], where ng =
Ng

Ne+Ng
is the

fraction of atoms in |g〉. Propagating the error while accounting for the correlation between the two

measurements (if an atom is projected into |g〉 by our measurement, it is expressly not projected

into |e〉 and vice versa) gives that the variance in n due to QPN is given by,

∆n2
QPN =

n(1− n)

N
. (1.9)

Photon shot noise (PSN) of the scattered light we collect from our atoms is another funda-

mental process that arises due to the particle nature of light. For measurements of Ng and Ne we

collect ηg,e = NphNg,e photons where Nph is the average number of photons collected per atom.

The variance in the number of photons collected due to PSN is ∆η2
g,e = ηg,e which gives that the

variance in a measurement of Ng,e arising from PSN is given by ∆N2
g,ePSN

= Ng,e/Nph. Unlike

with QPN, the variance of Ng arising from PSN is uncorrelated with that of Ne because PSN only

depends on the number of photons collected. Therefore, the variance of n arising from PSN is given

by,

∆n2
PSN =

n(1− n)

NphN
. (1.10)

Combining the scattering rate of the 1S0 to 1P1 transition, the average scattering lifetime of atoms

in the lattice before they are heated out of the trap, our detection geometry, and the quantum

efficiency of our PMT, we estimate that we detect ∼ 100 photons per atom such that PSN is

always much lower than QPN in our system.

In addition to these fundamental noise processes, technical noise can also affect our measure-

ment of n arising from our detection electronics, fluctuations in the atom number [19], and noise in

the ultrastable laser used to excite the clock transition (the Dick effect) [20, 21, 22]. The variance
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.

in n due to electronic noise ant atom number fluctuations scales at 1/N2. In our system, these

are only important if our atom number is very low (N < 100). For typical clock operation where

we interrogate 1000 atoms with an ultrastable laser having a 1 s fractional frequency stability of

1× 10−16, the Dick effect is the dominant source of noise. We demonstrate clock stability about a

factor of 2 worse than what we expect from QPN alone [1].

1.8 Feedback from the atomic signal

During clock operation, the measured value of excitation fraction is used to feed back upon

the clock laser, so that it remains at the clock transition frequency. Our clock laser is initially set

to our best estimate of the clock transition frequency, ωL = ωold. We add in an offset of ±∆HW
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to ωL such that we probe the atoms at ∆1 = ωold −∆HW − ωa and ∆2 = ωold + ∆HW − ωa where

we measure the excitation fractions n1 and n2, respectively. Here, ±∆HW is the detuning where

the excitation fraction is equal to half its maximum value. For small deviations of ωL from ωa, the

slope of n(∆) at ∆HW relates the difference between n2 and n1 to the true detuning of the clock

laser such that ωold−ωnew = (n2−n1)
2

δn
δ∆

∣∣
∆=∆HW

. The clock laser is tuned to new best estimate for

the clock transition frequency, ωnew, and the measurement is repeated. For clock operation, these

measurements are made for atoms prepared in the mF = +9/2 and the mF = −9/2 states to infer

the field-free transition frequency.

We can also use this procedure to measure systematic shifts of the clock transition. Between

two subsequent measurements, we modulate an experimental condition such that the difference

between even numbered measurements and odd numbered measurements will resolve the frequency

shift associated with the changed condition. For example, we may perform all odd measurements

at a high density and all even measurements at a low density to extract the density dependent

shift of the clock transition. On such short time scales, the effect of laser drift is negligible on

our measurements since we are able to cancel laser drift to below 1 mHz/s. However, we can also

remove a polynomial drift of order N − 2 from any N -measurement sequence by using the analysis

technique described in [23].

1.9 Clock Performance

There are two measures of clock performance, accuracy and stability. Stability measures the

mean deviation in the clock’s frequency over a particular period of time whereas accuracy measures

the clock’s mean offset from an ideal value. To demonstrate a clock’s stability one can compare it

to a more stable reference. For a clock with state-of the art stability this is no longer an option so

one can compare two clocks of similar stability and then the single clock stability can be found by

dividing the stability of the comparison by
√

2. True accuracy below the 10−16 fractional frequency

level is not possible because the second is defined in terms of the ground hyperfine splitting of

the caesium-133 atom, which is only known with a fractional systematic uncertainty of 1 × 10−16
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Table 1.1: Total Systematic Uncertainties for the Sr1 and Sr2 clocks. The quantities below are in
fractional frequency units multiplied by 10−18. The reported uncertainties are 1σ standard errors,
determined by the square root of the quadrature sum of systematic and statistical standard errors.
Reproduced from [2].

Source of Shift ∆Sr1 σSr1 ∆Sr2 σSr2
BBR Static -4832 45 -4962.9 1.8

BBR Dynamic -332 6 -345.7 3.7
Density Shift -84 12 -4.7 0.6
Lattice Stark -279 11 -461.5 3.7

Probe Beam AC stark 8 4 0.8 1.3
First-order Zeeman 0 < 0.1 -0.2 1.1

Second-order Zeeman -175 1 -144.5 1.2
Residual Lattice Vector 0 < 0.1 0 < 0.1

Line Pulling and Tunneling 0 < 0.1 0 < 0.1
DC Stark -4 4 -3.5 2.1

Background Gas Collisions 0 0.07 0 0.6
AOM Phase Chirp -7 20 0.6 0.4

Second-order Doppler 0 < 0.1 0 < 0.1
Servo Error 1 4 0.4 0.6

Totals -5704 53 -5921.2 6.4

[24]. What we can measure is the total systematic uncertainty of our clock, which is the difference

between the mean frequency of our clock and an ideal unperturbed 87Sr atom.

Recently, another 87Sr clock has been constructed at JILA and we are able to compare with

this clock to determine the stability of our clocks and confirm the validity of our total systematic

uncertainty evaluations. Henceforth, we will refer to our clock as Sr1 and the newly constructed

clock as Sr2. While Sr1 has not implemented any major changes to reduce its systematic uncertainty

since it was last evaluated to be 1.4 × 10−16 [25], Sr2 was constructed to perform at the lowest

total systematic uncertainty of any clock. One major change implemented in Sr2 is a large volume

optical lattice, which greatly reduces the density of atoms and its associated systematic shiftb . Sr2

also uses an in-vacuum thermometer, which measures the temperature of the radiative environment

at the atoms and allows for a factor of 10 reduction in the uncertainty of the systematic frequency

shift caused by blackbody radiation. Finally, Sr2 uses a titanium-sapphire based lattice laser

b Of course, if Sr1 switched to a similar lattice, we would not be able to study the interactions that make up the
bulk of this thesis.
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which demonstrates a much more reliable frequency spectrum compared to a lattice based on a

semiconductor amplifier. The amplifier has a broad spontaneous emission pedestal which can alter

the associated stark shift of the laser at the 10−15 level from day to day. Even after filtering the

amplified light with an interference filter and a Fabry-Pérot cavity, we observed a lattice stark shift

that changed by 3 × 10−18 per day for our comparison operating conditions [2]. Table 1.1 shows

the measured systematic effects for Sr1 and Sr2 along with the total systematic uncertainties of

these systems. A detailed description of each one of these effects is the topic of another thesis [26],

although it is worth noting that the improvements implemented in Sr2 allowed them to achieve the

lowest total systematic uncertainty of any clock to date: 6.4× 10−18 in fractional frequency units.

Meanwhile, Sr1 was able to reduce their total systematic uncertainty to 5.3 × 10−17, more than a

factor of 2 below previous evaluations [25, 27]. Two factors contributed to the improvement. First,

we improved our measurement of the blackbody environment surrounding our atoms by using more

accurate (0.1 K uncertainty) temperature sensors and measuring the temperature of our chamber in

more locations. These measurements were paired with a model of our system using the emissivities

and solid angles of the components that have a direct line-of-sight view of the atoms. Second, our

clock laser with 1 × 10−16 fractional frequency stability at 1 s allows us to evaluate systematic

frequency shifts faster and more precisely compared to the laser with 1× 10−15 stability at 1 s [28]

that was used in previous evaluations. In fact, we will see that this laser also enables much of the

work in the following chapters.

Figure 1.11 displays the frequency difference record and the Allan deviation of that record

for the comparison between Sr1 and Sr2. We see that the measured frequency difference is less

than 3× 10−17 which is consistent with the stated systematic uncertainty of Sr1. The comparison

also demonstrates the stability of our clocks through the plotted Allan deviation in Fig. 1.11(a).

The Allan deviation [29] is defined as

σy(τ) =

√
1

2

〈
(yn+1 − yn)2

〉
, (1.11)

where yn is the nth fractional frequency average over time τ and the angled brackets signify a time
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average. The Allan deviation measures the stability of a clock over different time periods τ . At short

times, the Allan deviation represents the stability of our clock laser, since the atom feedback servo

take about ∼ 20 s to acquire a lock. After this time, the Allan deviation decreases proportional

to 1/
√
τ , consistent with random noise from uncorrelated measurements. This long term trend

represents the stability of our clock and fits to 3.4× 10−16/
√
τ . The best reported stability for our

system is 3.1× 10−16/
√
τ [1]. Similar stability was also reported in a Yb optical lattice clock and

they were able to average for a longer time to reach an ultimate stability of 1.6 × 10−18 after 7

hours of averaging time [30]. These results represent nearly a factor of 10 improvement over the

previous best reported stability from a comparison between Al+ ion clocks [31].

1.10 Conclusion

As we see from the proceeding discussion, the stability of our clock laser has led to an

incredible improvement in clock stability, which, in turn, has enabled the evaluation of systematic

effects in a 87Sr clock with a total uncertainty of 6.4 × 10−18 [2]. The stability of this laser is

also essential to the research reported in the remainder of this thesis. Chapter 2 describes a

method of analyzing a laser’s frequency noise spectrum using the clock transition in 87Sr as an

ultrastable reference. This work was born out of necessity because our laser was so much more

stable than our previous clock laser that traditional methods of analyzing laser noise spectra with

an optical heterodyne beat between two or more lasers [32, 33, 28, 34, 35, 36] were not possible.

The ability to use this method with our clock laser shows that even state-of-the-art lasers can be

characterized directly with atoms. Chapter 3 describes how measurements using our clock laser

were able to identify the nature of interactions in 87Sr as well as the importance of many-body

atomic correlation effects. Similarly, Chapter 4 leverages our clock laser to provide the first direct

evidence for SU(N) symmetryc in the interactions between all 10 nuclear-spin sublevels of the clock

transition. The clock laser not only allows us to rapidly measure density-dependent frequency shifts

c Here, N is equal to the number of populated nuclear-spin sublevels, having a maximum value of 2I + 1 where I
is the nuclear spin of the atom. For 87Sr , I = 9/2.
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with high precision, but it also allows us to observe the dynamics of these nuclear-spin polarized

and nuclear-spin-mixed systems over longer time periods. We will see that this is essential for

demonstrating the failure of a mean-field description of our system in Chapter 3 and verifying our

ability to model the evolution of orbital coherence in Chapter 4. The final chapter (Chapter 5)

describes our measurements of broadening in 88Sr resulting from retarded dipolar coupling in an

optically thick sample of atoms as well as future work in 87Sr that will place atoms within a high

finesse cavity to achieve strong atom-cavity coupling on the 1S0 to 3P1 transition. While the

other chapters demonstrate the utility of our clock laser, this chapter shows that it will soon be

inadequate. We show that we can achieve significant gains in the spectroscopic sensitivity of our

atoms by creating spin-squeezed states via quantum non-demolition measurements, highlighting

the need for lasers with even greater stability.
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Chapter 2

Laser spectral analysis using an optical lattice clock

2.1 Introduction

The development of ultrastable frequency sources has paved the way for advances in funda-

mental tests of physics, primary frequency standards, precision spectroscopy, and quantum many-

body systems. However, the utility of a precision frequency source is limited by its instability. In

our experiments, laser stability determines how precisely we can manipulate and measure the clock

transition in 87Sr. Because of the intimate connection between oscillator stability and measure-

ment precision, many methods to rigorously characterize these instabilities have been developed

[37]. Ultrastable lasers pose a unique challenge to characterizing frequency instabilities because,

until now, measurements of their performance required an optical herterodyne beat between two or

more lasers with similar stability [32, 33, 28, 34, 35, 36]. Single laser performance can be inferred

from a three-cornered hat measurement [38, 39], but valuable information about a laser’s frequency

noise power spectral density (PSD) [40] is limited in an optical beat by the less stable laser.

Optical lattice-trapped 87Sr atoms are uniquely suited for laser noise spectral analysis due

to the ultranarrow linewidth and field insensitivity of the 1S0 (|g〉) to 3P0 (|e〉) clock transition

as well as the low quantum projection noise (QPN) achievable with ensembles of many atoms.

To accomplish this, we adopt a technique similar to radio-frequency-based dynamical decoupling

[41] to manipulate the frequency noise sensitivity of this transition. Previous implementations of

dynamical decoupling manipulated radio-frequency transitions in quantum systems to eliminate

[42, 43] or analyze [44] environmental noise. Here, the 87Sr clock transition is so insensitive to
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perturbations that we are able to measure the noise spectrum of the ultrastable laser used to

excited it. To guide and interpret our experimental measurements, we develop a simple and robust

theoretical framework that combines concepts from [37] with a model for atomic sensitivity to

frequency fluctuations [20, 21, 22]a . We compare experimentally measured fluctuations in atomic

population to our theory and accurately determine the PSD of our laser. As laser stability advances,

we can continue to leverage the QPN-limited noise floor of this technique to analyze lasers with

greater stability.

2.2 Theoretical model

2.2.1 Derivation of the detuning-dressed basis Hamiltonian

To model the frequency of our laser, we start with the Schrödinger equation for a two-level

atom driven by a laser field with a frequency that can vary in time. This is most simply treated

using the instantaneous phase of the laser, φL(t) =
∫ t

0 ωL(t)dt, where ωL(t) is the instantaneous

frequency of the laser. For a general state |ψ〉 = cg(t) |g〉+ ce(t) |e〉, we get the coupled differential

equations:

iċe(t) = ωa
2 ce(t)−

Ω(t)
2

(
eiφL(t) + e−iφL(t)

)
cg(t),

iċg(t) = −ωa
2 cg(t)−

Ω(t)
2

(
eiφL(t) + e−iφL(t)

)
ce(t).

(2.1)

Here, Ω(t) is the Rabi frequency and ωa is the frequency of the |g〉 to |e〉 transition.

To simplify the solutions to these equations, we substitute the complex state coefficients with

c̃e(t) ≡ eiωat/2ce(t) and c̃g(t) ≡ e−iωat/2cg(t). (2.2)

a We note that our treatment is consistent with that in [45].
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Using this substitution, (2.1) becomes

ωa
2 e
−iωat/2c̃e(t) + ie−iωat/2 ˙̃ce(t)

= ωa
2 e
−iωat/2c̃e(t)− Ω(t)

2

(
eiφ(t) + e−iφ(t)

)
eiωat/2c̃g(t),

−ωa
2 e

iωat/2c̃g(t) + ieiωat/2 ˙̃cg(t)

= −ωa
2 e

iωat/2c̃g(t)− Ω(t)
2

(
eiφ(t) + e−iφ(t)

)
e−iωat/2c̃e(t).

(2.3)

We can cancel an overall phase factor of e−(+)iωat/2 from the top(bottom) equation in (2.3) and

simplify to get

i ˙̃ce(t) = −Ω(t)
2

(
ei(φL(t)+ωat) + e−i(φL(t)−ωat)

)
c̃g(t),

i ˙̃cg(t) = −Ω(t)
2

(
ei(φL(t)−ωat) + e−(iφL(t)+ωat)

)
c̃e(t).

(2.4)

In order to proceed, we assume that the instantaneous laser frequency is the sum of a constant

frequency and a small noise term that varies in time, ωL(t) = ωL0 + δω(t). Then we can write the

instantaneous phase of the laser as φL(t) = ωL0t +
∫ t

0 δω(t′)dt′ ≡ ωL0t + δφ(t). Substituting this

into (2.4), we get:

i ˙̃ce(t) = −Ω(t)
2 ×(

ei(ωL0
t+δφ(t)+ωat) + e−i(ωL0

t+δφ(t)−ωat)
)
c̃g(t),

i ˙̃cg(t) = −Ω(t)
2 ×(

ei(ωL0
t+δφ(t)−ωat) + e−i(ωL0

t+δφ(t)+ωat)
)
c̃e(t).

(2.5)

Since, δφ(t) is assumed to be small, we can make the usual rotating wave approximation where we

neglect terms that rotate at the sum of ωL0 and ωa. The resulting equations are

i ˙̃ce(t) = −Ω(t)
2 e−i(∆t+δφ(t))c̃g(t),

i ˙̃cg(t) = −Ω(t)
2 ei(∆t+δφ(t))c̃e(t).

(2.6)

where, ∆ ≡ ωL0 − ωa.
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Another basis change is necessary before arriving at the final result, so we express (2.6) in

terms of new state coefficients defined as

be(t) ≡ e−i∆t/2c̃e(t) and bg(t) ≡ ei∆t/2c̃g(t). (2.7)

After canceling overall phase factors we get the following differential equations.

iḃe(t) = −Ω(t)
2 e−iδφ(t)bg(t) + ∆

2 be(t),

iḃg(t) = −Ω(t)
2 eiδφ(t)be(t)− ∆

2 bg(t).

(2.8)

The Hamiltonian in this basis is

Ĥ

~
= −Ω(t)

2

 0 eiδφ(t)

e−iδφ(t) 0

− ∆

2
σ̂z, (2.9)

where σ̂z is a pauli spin matrix. The chosen spectroscopy sequence determines the time dependence

of Ω(t). In the absence of other perturbations, the atom-light interaction can be engineered to filter

laser noise. For example, random fluctuations that occur on time scales that are fast compared to

the atomic state evolution will average to zero.

2.2.2 Calculation of the sensitivity function

To measure the effect of laser frequency fluctuation on the atoms, we observe fluctuations in

the population imbalance between |g〉 and |e〉. For a general state |ψ〉 = a |g〉+b |e〉, the population

imbalance is defined as P ≡ bb∗ − aa∗. We can express P in terms of the time-dependent laser

detuning as

P(τ) = P0 +

∫ τ

0
dt r(t) ∆(t), (2.10)

where P0 is the initial imbalance, τ is the total spectroscopy time, ∆(t) ≡ ∆ + δω(t), and r(t) is

the impulse response [37], commonly referred to as the sensitivity function [21, 22]. The sensitivity

function, and its Fourier transform R(f), are determined by the chosen spectroscopy sequence. As

we apply different spectroscopy sequences, fluctuations in P correspondingly reveal laser instabilities
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at different Fourier frequencies, as illustrated by the shifting spectral response of |R(f)|2 in Fig.

2.1(c) and 1(e).

Equation (2.10) rigorously connects P to ∆(t) and, to quantify fluctuations in P, we consider

its variance, I2 ≡
〈
P2
〉
−〈P〉2. To calculate the variance of P, we first need to calculate the sensitivity

function, r(t), for a given spectroscopy sequence. This quantity describes the atomic response to

frequency deviations of the form δω(t, t0) = ∆φ δ(t − t0), where δ(t) is the Dirac delta function

and ∆φ is infinitesimally small. Using the definition of δφ(t) from above, we see that frequency

fluctuations of this form are equivalent to instantaneous steps in δφ(t) at time t0. Adding finite

steps in δφ(t) can also account for deliberate phase shifts of the laser which we implement during

spectroscopy.

Inserting the above form of δω(t, t0) into Eqn. 2.10 and differentiating with respect to ∆φ,

we get

∂P
∂∆φ

∣∣∣∣
∆φ=0

=

∫ τ

0
dt r(t) δ(t− t0) = r(t0). (2.11)

We calculate P using Eqn. 2.9 for a particular spectroscopy sequence, Ω(t), and with an added

phase step of ∆φ occurring at time t0. Finally, r(t) is calculated by allowing t0 to vary throughout

the spectroscopy sequence.

2.2.3 Calculating the variance of P

To derive the variance of P, we assume that all measurements are made near P = 0 so it will

be sufficient to calculate the quantity

〈
P2
〉

=

〈∫ ∞
−∞

∫ ∞
−∞

dt1 dt2 ∆(t1) r(t1) ∆(t2) r(t2)

〉
. (2.12)

This expression can be simplified using the definition of the convolution operation along with the

definition of the autocorrelation function,

Rf (t1 − t2) = 〈f(t1)f∗(t2)〉 , (2.13)
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Figure 2.1: An example total spectroscopy time of 60 ms is shown. The schematic diagrams shown
in (a) signify when Ω(t) is nonzero by their “high” value. For Rabi spectroscopy, the nonzero Ω is
selected so the total pulse area is π (π pulse). For the other spectroscopy sequences, the nonzero
value of Ω is π/(0.005) rad/s. The diagrams are offset in height for clarity and are ordered top to
bottom: Rabi, Ramsey, one-echo, and seven-echo.. Plots of |R(f)|2 in (c) and (e) are calculated
from the corresponding r(t) curves plotted in (b) and (d). In (a), (b) and (c) solid blue (dashed
green) lines correspond to Rabi (Ramsey) spectroscopy sequences. In (a), (d) and (e) solid orange
(dashed red) lines correspond to one-echo (seven-echo) spectroscopy sequences. Reproduced from
[3].
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where Rf is the autocorrelation function of f . Then, equation (2.12) simplifies to,

〈
P2
〉

=

∫ ∞
−∞

dt (R∆ ? r)(t) r(t), (2.14)

where “?” represents convolution. Since an oscillator’s noise properties are typically characterized

in frequency space via a power spectral density, we employ Parseval’s theorem, which relates the

integral of two complex valued functions of time x(t) and y(t) to the integral of their Fourier

transforms X(f) and Y (f) as follows∫ ∞
−∞

dt x(t) y∗(t) =

∫ ∞
−∞

df X(f)Y ∗(f). (2.15)

Here, f∗ denotes the complex conjugate of f . Since r(t) is real valued, we get that∫ ∞
−∞

dt (R∆ ? r)(t) r(t) =

∫ ∞
−∞

df F [(R∆ ? r)] (f)R∗(f), (2.16)

where F is the fourier transform operation and R(f) is the Fourier transform of r(t). The convo-

lution theorem states that the Fourier transform of a convolution of two functions is equal to the

product of the Fourier transforms of the two functions. Additionally, the Wiener-Khinchin theorem

states that the power spectral density (PSD) of a function, f , is equal to the Fourier transform of

the autocorrelation function of f . Thus, we get that

〈
P2
〉

=

∫ ∞
−∞

df S∆(f) |R(f)|2 , (2.17)

where S∆(f) is the double sided PSD of the laser in units of (rad/s)2/Hz. We can express the

variance in terms of the more commonly used single sided PSD with units of Hz2/Hz, Sν(f), to

obtain the final result

I2 =
〈
P2
〉

= (2π)2

∫ ∞
0

df Sν(f) |R(f)|2 . (2.18)

Here, we have used the relationship, S∆(f) = (2π)2Sν(f)/2 for f ≥ 0. Figure 2.1 shows a schematic

diagram for the spectroscopy sequences we use along with their corresponding sensitivity functions,

r(t) and |R(f)|2.
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2.2.4 Calculating the two sample Allan variance of P

For Rabi and Ramsey spectroscopy, the calculated value for I diverges since thermal noise, a

fundamental limit to Sν(f) at low frequency, has an f−1 character. For these measurements, we use

the Allan variance [29] to characterize fluctuations in P. In particular, we consider the two-sample

Allan variance, defined as

I2
(2) ≡

1

2

〈
(Pi+1 − Pi)2

〉
, (2.19)

where the index i signifies the ith measurement of P. In the treatment of multiple measurements we

consider the sensitivity function as periodic with a period equal to the experimental cycle time Tc.

For this work, Tc is approximately 1 + τ s. Then the expression for the two-sample Allan variance

is completely analogous to (2.12) under the substitution,

r(t)→ r(2)(t) ≡ r(t)− r(t− Tc). (2.20)

Since the Fourier transform operation is linear and a shift in time of Tc simply adds a phase factor

of e−2π i Tc f to the Fourier transform of r(t), we get that

F
[
r(2)(t)

]
= F [r(t)]−F [r(t− Tc)]

= 2ie−π i Tc f sin (π Tc f)R(f).

(2.21)

This shows that I2
(2) can be expressed in terms of R(f) as

I2
(2) = (2π)2

∫ ∞
0

df Sν(f) 2 sin2(πfTc) |R(f)|2 . (2.22)

Although the calculated value of I(2) remains finite for all experimental conditions, it does not

properly account for coherent vibrational or electronic noise that exists on our laser at frequencies

above 20 Hz. This noise is aliased onto our measurements and leads to regular, slow oscillations

of the measured P. To capture the effect of coherent noise, we use I to characterize echo pulse

sequences. Rabi and Ramsey sequences do not suffer from this aliasing because they do not have

significant sensitivity to noise above 20 Hz for the spectroscopy times we use.
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2.3 Experimental Design

Our experimental setup follows that of our Sr clock [46, 47]. Between 2000 and 3000 87Sr

atoms are cooled to about 2 µK in a one-dimensional optical lattice and nuclear spin polarized

into the ground 1S0 mF = 9/2 state. The optical lattice is kept near the magic wavelength [48]

for the |g〉 to |e〉 clock transition. Lattice-trapped atoms are excited with 698 nm light according

to the spectroscopy sequences shown in Fig. 2.1(a). The clock light propagates along the strongly

confined axis of the lattice so that it probes the atoms in the well-resolved sideband regime [49, 16],

free from Doppler and recoil effects. Finally, the numbers of atoms in |g〉 and |e〉 are measured to

determine P.

Using this setup, we have resolved 0.5 Hz spectral features [27, 4] and demonstrated the most

stable [1] and most accurate [2] optical clock . These results are enabled by the ultrastable laser

that addresses the clock transition (hereafter termed “α laser”). The stability of the α laser is at

its thermal noise limit of 1 × 10−16 fractional frequency units for ∼1 to 1000 s. We can look for

noise features at higher frequencies using an optical beat with a second laser (hereafter termed

“β laser”). The β laser has demonstrated thermal noise-limited stability at the 10−15 fractional

frequency level [28]. The PSD of the optical beat (Fig. 2.2(a)) is limited by thermal noise in the β

laser out to Fourier frequencies of 10 Hz, beyond which it becomes limited by the noise floor of the

detector; however, discrete features exist above this floor. Pairs of narrow noise peaks are visible

near 22 and 30 Hz. Additionally, noise peaks are consistently measured at 24 and 60 Hz. The 60 Hz

peak is dominated by detector noise and the 24 Hz peak is visible in previous beat measurements

between two β lasers [28].

Spectroscopy sequences are designed such that the measured P is sensitive to laser noise.

For Rabi spectroscopy, we detune the α laser from resonance by the half width at half maximum

(HWHM) of the Rabi line shape and apply a π pulse. For Ramsey spectroscopy, we tune the laser

exactly on resonance and apply two π/2 pulses separated in time. We shift the phase of the final

π/2 pulse by π/2 radians relative to the initial π/2 pulse, which is equivalent to detuning by the
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HWHM of the central Ramsey fringe in the absence of phase shifts. The echo pulse sequences add

to the Ramsey sequence a number of π pulses such that the free evolution times between pulses are

equal. We switch the phase of the laser by π rad between adjacent echo pulses so that pulse area

errors cancel. The echo pulse sequences act as a bandpass filter peaked at (n+ 1)/(2τ) Hz, where

n is the number of echo pulses. One can intuitively understand this behavior from the sensitivity

functions in Fig. 2.1(d), which are periodic at this frequency. Figure 2.1(e) explicitly demonstrates

this frequency sensitivity.

2.4 Measurement Results

2.4.1 The unaltered laser

We use 80 consecutive measurements of P to estimate the raw standard(pair) deviation and its

statistical uncertainty, then divide this raw deviation by the measured contrast to get I(I(2)). The

contrast is determined by a fit to the measured excitation versus detuning for Rabi spectroscopy

or a fit to measured oscillations in excitation as the phase of the final pulse is scanned for other

sequences. Figure 2.2(b) shows measured values of I or I(2) for different spectroscopy sequences as

a function of total spectroscopy time. Each data point represents a weighted mean of at least four

measurements and error bars are estimated from the variance of the weighted mean. Spectroscopy

times are investigated in a random order to avoid systematic drifts. Each data point consists of

measurements separated by several hours to ensure consistency of the data.

The spectroscopy sequences we use are chosen to measure different Fourier components of

Sν(f) and demonstrate the utility of dynamical decoupling. The peak frequency sensitivity of the

one-echo pulse data ranges between 5 and 50 Hz; however, individual noise components cannot be

identified. By increasing the number of echo pulses to seven, we clearly resolve three peaks in the

measured values of I, centered at 0.070, 0.135, and 0.180 s of total spectroscopy time. The peak

centered at 0.135 s originates from alternating current motors in our lab operating near 30 Hz. The

peak at 0.180 s corresponds to an acoustic resonance of the lab at 22 Hz. The width of the peak
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Figure 2.2: (a) Sν(f) measured from a beat between the α and β lasers is plotted in red. An estimate
of Sν(f) for the α laser is plotted as a black band. This estimate is based on our measurements
of I and I(2). (b) Measured values of I or I(2) are plotted as a function of total spectroscopy time
for the spectroscopy sequences shown in Fig. 2.1. Colored bands represent calculated values of I
or I(2) using the estimated Sν(f) in (a) with QPN added in quadrature. A gray band indicates the
mean calculated QPN for all experimental data. The black cross represents a measurement of the
QPN (see the text). Reproduced from [3].

at 0.070 s corresponds to a frequency width that is broader than the resolution of the seven-echo

pulse sequence (roughly τ−1). It contains multiple unresolved noise components corresponding to

electrical noise at 60 Hz and acoustic noise near 40 and 80 Hz, which was previously observable

in the optical heterodyne beat prior to the installation of an acoustic isolation box around the α

laser [8]. Lasers are also subject to white noise (no dependence on Fourier frequency) and noise

proportional to 1/f originating from electronic and thermal noise, respectively. At the magnitudes

we extract from the experimental data, these noise components have a negligible effect on the

calculated values of I for seven-echo pulse sequences. In contrast, calculated values of I(2) for Rabi

and Ramsey pulse sequences depend primarily on the magnitudes of white and 1/f noise since their

|R(f)|2 decreases with increasing f . The agreement between these two sequences is used to bound

the uncertainty in the magnitudes of white and 1/f noise.

To determine Sν(f) for the α laser we fit measured values of I and I(2) to theoretical cal-

culations using a single model Sν(f) in Eqs. (2.18) and (2.22). The functional form of the model
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is

Sν(f) = hwhite +
hthermal

f
+

N∑
i=1

hi

1 +
(
f−fi
Γi/2

)2 , (2.23)

where hi, fi, and Γi are the magnitude, frequency, and full width at half maximum (FWHM) for the

ith noise resonance. All hi are fit to the seven-echo pulse data and the Rabi and Ramsey data are

used to simultaneously fit hwhite and hthermal. We determine hthermal = 1.5(4)×10−3 Hz2, consistent

with predicted thermal noise [27], and hwhite = 3.3(3) × 10−3 Hz2/Hz. Widths and frequencies of

discrete noise peaks are chosen to be consistent with the optical beat. The parameters for these

resonances are given in Table 2.1. We note that widths and frequencies could be identified without

the aid of the optical beat, as demonstrated by the distinct peaks in Fig. 2.2(b), but the resolution

would be limited to ∼ 1/τ .

For each data point, the QPN is calculated for the measured number of atoms and the mean

excitation fraction. The mean QPN for each sequence is added in quadrature with the calculated

I and I(2) to more accurately represent experimental data. These quantities are plotted as colored

bands in Fig. 2.2(b) where the extent of the band corresponds to the uncertainty of the model

Sν(f). The mean and standard deviations of all calculated QPN values are represented in Fig.

2.2(b) as a gray band. QPN is experimentally measured by the standard deviation of P following

a 5 ms, resonant, π/2 pulse. The measured and calculated QPN are consistent.

Table 2.1: Sν(f) Resonant Features

Index fi (Hz) hi (Hz2/Hz) Γi (Hz)

1 21.87 1.2b 0.03

2 22.39 0.6b 0.03

3 29.45 0.15 0.1

4 29.90 0.08 0.4

5 60 0.012 27

Added Noise

6 46.6 0.07 2

7 93.2 0.25 2

bWe note that an overall 17% reduction in the strength of these features was necessary for the data plotted in
figure 3(d), corresponding to daily variation in the acoustic environment. A further 60% reduction was necessary for
the condition with feedback active
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2.4.2 Calculating the minimum observable laser linewidth

Although an exact relationship between Sν(f) and a FWHM linewidth exists [50], an analytic

expression for this relationship does not exist with 1/f frequency noise. Here, the observed linewidth

depends on the measurement time [51]. By accounting for a finite measurement time, we numerically

calculate the minimum observable α laser linewidth to be 26(4) mHz. To determine the linewidth

of the α laser, we express the autocorrelation function for the laser’s electric field, RE(τ), in terms

of the frequency noise PSD, Sν(f), and take the Fourier transform of RE(τ) to get the laser line

shape function [50, 51]. We consider an electric field of the form

E(t) = E0e
i(2πνL0

t+δφ(t)), (2.24)

where νL0 ≡ ωL0/2π. Then, RE(τ) can be expressed in terms of Sν(f) as follows: [51]

RE(τ) = E2
0e
i2πνL0

τe
−2

∫∞
0 Sν(f)

sin2(πfτ)

f2 df
. (2.25)

Since the model Sν(f) that we deduce from our measurements contains a component proportional

to 1/f , the integral in the exponent diverges and we must take into account the measurement time

over which the laser is observed. A measurement lasting T0 s is insensitive to frequency noise below

1/T0 Hz. This dictates that the lower bound of the integral in Eqn. (2.25) should be set to 1/T0,

thereby making the integral finite. The finite observation time also scales RE(τ) by a triangle bump

function since the measurement is windowed by a flat rectangle function between t = 0 and t = T0.

Therefore, the line shape observed over a finite time T0 will depart from a simple Fourier transform

of RE(τ) and take the form

SE(ν) = 2

∫ T0

−T0

(
1− |τ |

T0

)
e−i2πντRE(τ)dτ, (2.26)

which can be simplified to

SE(δν) = 4E2
0

∫ T0

0

(
1− |τ |

T0

)
cos(2π δν τ)

× e
−2

∫∞
1/T0

Sν(f)
sin2(πfτ)

f2 df
dτ,

(2.27)
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Figure 2.3: The numerically calculated FWHM of the α laser as a function of observation time.
Black circles represent calculations using the model Sν(f) that is quoted in the main text, excluding
narrow resonance features that do not contribute to the FWHM. Blue diamonds(purple squares)
represent calculations using the upper(lower) limit quoted for Sν(f). The minimum value for each
condition is outlined in red. These values determine the minimum observable linewidth for the α
laser: 26(4) mHz. Reproduced from [3].
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Figure 2.4: The calculated line shape, SE(δν), using hwhite = 0.0033 Hz2/Hz, hthermal = 0.0015
Hz2, and T0 = 44 s. This measurement time corresponds to the minimum FWHM of SE(ν) for
these values of Sν(f). A dashed gray line signifies the half maximum to guide the eye. Reproduced
from [3].
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where δν ≡ ν − νL0 .

To calculate the minimum observable FWHM, we compute the FWHM of SE(δν) as a function

of T0 for the model Sν(f) (Fig. 2.2(a)) and its upper and lower bounds. The three conditions

lead to three minimum linewidths, observable at three different measurement times (Fig. 2.3) and

determine the minimum observable linewidth of the α laser to be 26(4) mHz. The calculated line

shape, SE(δν), using hwhite = 0.0033 Hz2/Hz and hthermal = 0.0015 Hz2 is plotted in Fig. 2.4 for the

measurement time that gives the minimum FWHM, T0 = 44 s. In practice we only include the white,

1/f, and broad acoustic resonance #5 contributions to Sν(f) for this calculation because the narrow

peaks increase computation time and we have confirmed that these peaks do not significantly affect

the calculated FWHM (< 0.1% effect for tested times). For T0 < 30 s, the FWHM is dominated by

the Fourier limit of the triangular windowing function (FWHM = 0.8859/T0 for Sν(f) = 0) with

a small contribution from white noise (hwhite = 0.0033(3) Hz2/Hz leads to a Lorentzian linewidth

of 10(1) mHz). Between T0
∼= 40 s and T0

∼= 60 s, the line shape can cross 50% of its peak value

multiple times: a result of side bumps in the line shape arising from the windowing function and

from the increasing contribution of 1/f noise as T0 increases. We always calculate the FWHM from

the lowest frequency half maximum crossing.

2.4.3 External modulation and noise cancellation via feedback

To further test our theory we intentionally add noise to the α laser. White noise is passed

through a bandpass filter at 46.6 Hz with 2 Hz bandwidth and used to frequency modulate the

α laser with an acoustic optical modulator (AOM). Figure 2.5(a) demonstrates the effect of the

modulation on the optical beat between the α and β lasers. By adding noise into our model Sν(f),

corresponding to the 1st and 2nd order contributions of the modulation, we can fully account for

measured values of I with modulation. Figure 2.5(b) shows calculated and measured values of I

for seven-echo pulse spectroscopy with and without 46.6 Hz modulation. In addition to using the

optical beat to validate atomic measurements, we also harness the information within the beat to

reduce discrete noise features in the α laser. We filter the beat with a bandpass at 22 Hz having
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Figure 2.5: (a) Measured Sν(f) of an optical beat between the α and β lasers and (b) measured and
calculated I for seven-echo pulse sequences with and without modulation at 46.6 Hz. (c) Measured
Sν(f) of an optical beat between the α and β lasers and (d) measured and calculated I for seven-echo
pulse sequences with and without feedback cancellation of 22 Hz noise. (d) Also demonstrated is
the appearance of 60 Hz noise due to a malfunctioning signal generator that increases the measured
I at 0.06 and 0.2 s of total spectroscopy time. Reproduced from [3].
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subhertz bandwidth. This signal is inverted and fed back onto the α laser with an AOM. We

can observe the effect of feedback on the beat (Fig. 2.5(c)), although we truly demonstrate the

effectiveness of this technique by observing a reduction in I for τ between 0.15 and 0.20 s when

feedback is active (Fig. 2.5(d)). To reproduce the measured I with feedback, the magnitude of

22 Hz noise needed to be reduced by 60% in the model Sν(f) compared to the condition without

feedback modulation.

2.5 Technical comments

In this work, we have used an optical heterodyne beat to verify the optical origin of noise

observed in the excitation of an atomic system. Any process that shifts the frequency of the atomic

resonance will degrade the sensitivity of our measurement over the frequency range that it occurs,

but distinguishing between laser and atomic noise processes is possible even without comparison to

an optical beat. For example, inhomogeneous atomic noise will be associated with reduced contrast

in the spectroscopic signal. Furthermore, noise that affects the atomic coherence will depend on the

internal state of the atom. For example, magnetic field noise will affect different nuclear spin states

proportional to the projection of the nuclear spin along the quantization axis, whereas laser noise

will affect all nuclear spin states equally. Known processes that could lead to atomic noise, such as

magnetic field noise, are limited to the 10−16 fractional frequency level at Fourier frequencies below

a few hertz using the monitored central frequency and Zeeman splitting between nuclear spin levels

during normal clock operations.

The fundamental limit to the accuracy of our spectrum analysis technique combines both

the timing accuracy of the pulse sequences we use and our ability to reproducibly measure the

amplitude of PSD for a given source of noise. For the current work, the accuracy of our pulse

sequences is limited by the reference oscillator of our experimental timing card which is at the 100

parts per million level. When using longer total spectroscopy times, and thereby more precisely

determining the frequency of measured noise peaks, we can use a more precise external reference

to improve the accuracy of our pulse timing. The accuracy of our measured PSD amplitude is
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determined by several factors: fluctuations in the actual noise present in our laser, uncertainty in

the determination of the spectroscopic contrast, and the statistical uncertainty of our measurement.

Our measurements are generally repeatable at the level of 5% over the course of a few days, after

which both the optical beat measurements and atomic spectral analysis measurements show larger

fluctuations in the amplitude of the discrete noise resonances. However, further work is needed to

rigorously access the accuracy of our technique using a known noise source over a long period of

time.

We note that stabilized frequency combs have demonstrated that the inherent noise associated

with the mode locking process leads to relative noise between comb teeth at the µHz level or below

[52]. Furthermore, transfer of optical coherence between 1.5 µm and 698 nm has been demonstrated

with 10−16 fractional frequency instability, limited only by the 1.5 µm laser [53]. Therefore, there is

no fundamental limit to the sensitivity of our method of spectrum analysis arising from the transfer

of phase coherence from lasers at other wavelengths to 698 nm using a frequency comb and our

technique should be immediately applicable to sources at other wavelengths using standard phase

lock techniques.

While we have proposed causes of the measured noise peaks, we do not have conclusive

evidence as to their origin and it is possible that the 30 Hz and 22 Hz noise peaks are related due

to their shared doublet structure. For noise near 30 Hz we have proposed that alternating current

motors, which exist in the building that houses our lab, are the cause. Vibrations from these

motors commonly put noise to our lasers even after several layers of heavily mechanically stabilized

platforms. Each alternating current motor will have a slightly different operating frequency due to

the varying lag of different motors. This could explain the doublet. In reference to the 22 Hz noise

peaks, we note that this frequency is near the acoustic resonance frequency of the room that houses

the α laser, although this does not immediately explain the doublet structure. We also note that

since not all noise features exhibit this doublet structure, we believe that this structure does not

arise from a flaw or limitation in our optical heterodyne measurement. The strongest evidence lies

in a direct and independent experimental measurement: the 22 Hz and 30 Hz doublets are present
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Figure 2.6: The solid blue (dashed green) line represents the 1 s stability limit for an optical clock
due to the Dick effect using Rabi (Ramsey) spectroscopy. The blue dotted (green dot-dashed) line
represents the QPN stability limit at 1 s for Rabi (Ramsey) spectroscopy assuming a collection of
2000 uncorrelated atoms. Ramsey spectroscopy assumes 2.5 ms π/2 pulses. The blue “x” denotes
the single clock 1 s stability from Ref. [1]. Reproduced from [3].

in vibration noise PSD measured on the table that supports the α laser, which is actively vibration

isolated, as well as in acoustic PSD measured inside the acoustic isolation box that houses our laser

system. The 24 Hz resonance observed in the optical heterodyne beat between the α and β lasers

is believed to be a mechanical resonance of the support structure on which the reference cavity for

the β laser is mounted.

2.6 Conclusion

Having developed an accurate model for the α laser’s Sν(f), we can predict the stability this

laser can achieve when used in an optical atomic clock. Here, the laser’s frequency is slaved to the

clock transition by periodic interrogation. The stability is limited by the Dick effect [20, 21, 22],

whereby periodic interrogation creates sensitivity to laser noise at harmonics of 1/Tc. Figure

2.6 plots the 1 s stability limit due to the Dick effect for Rabi and Ramsey spectroscopy as a

function of τ , using the lower limit of the model Sν(f). We assume a typical Tc of 857.5 + τ ms,
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where the 857.5 ms includes laser cooling, MOT trapping, lattice loading, state preparation, and

state readout. We find that for Rabi spectroscopy with τ = 160 ms, the Dick effect limits clock

stability to 2.8 × 10−16/
√
τ in fractional frequency units. For a comparison of two uncorrelated

clocks, one operating with 1000 atoms and one operating with 2000 atoms, we predict a stability

of 4.6× 10−16/
√
τ which is within 5% of the achieved stability in Ref. [1].



Chapter 3

Strong interactions and many body physics

3.1 Introduction

Strongly correlated quantum many-body systems have become a major focus of modern

science. Researchers are using quantum-degenerate atomic gases[54, 55, 56, 57, 58, 59], ultracold

polar molecules[60, 61, 62], and ensembles of trapped ions[63, 64] to realize novel quantum phases

of matter and simulate complex condensed matter systems. This chapter describes the road that

our 87Sr optical lattice clock has taken from the initial discovery of density dependent frequency

shifts to demonstrating the importance of many-body effects in our system and observing the onset

of quantum correlations between many atoms.

It is important to emphasize that this work would not be possible without recent advances

in ultrastable laser performance [8, 27, 36] that have achieved fractional frequency stability of 1

part in 1016 at 1 second and drift rates below 1 mHz/s. The experimental results presented later in

this chapter rely on the unprecedented stability that these lasers enable in clock systems [1, 30]. In

addition to providing improved measurement precisions, the increased atom-light coherence allows

us to explore operating regimes that were not previously possible, where perturbations of the clock

transition of 1 part in 1016 can dominate the system dynamics.

Another critically important piece of this scientific puzzle has been the incredible theoretical

work that has been done to explain our experiments [65, 66, 67]. While we will describe the basic

structure of the theory and describe results that are pertinent to our measurements, those seeking

a more rigorous and complete description should seek out Refs. [65, 66] as well as Refs. [17, 4] and
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their supplementary on-line material.

3.2 A many-body spin model for interactions

We wish to model the dynamics during clock spectroscopy so we consider a nuclear-spin-

polarized ensemble of fermionic atoms with two electronic states: 1S0 (|g〉) and 3P0 (|e〉). The

atoms are trapped in a magic wavelength [48] (also, see Ch. 1) external potential Vext and are

illuminated by a linearly polarized laser beam with bare Rabi frequency Ω0 ≡ 〈g| d̂ ·E0 |e〉 /~, where

d̂ is the dipole operator and E0 is the amplitude of the electric field. This system is governed by

the following Hamiltonian:

Ĥ = Ĥ0 + Ĥ1, (3.1)

Ĥ0 =
∑
α

∫
d3R Ψ̂†α(R)

(
− ~2

2m
∇2 + Vext(R)

)
Ψ̂α(R)

+
4π~2a−eg
m

∫
d3R Ψ̂†e(R)Ψ̂e(R)Ψ̂†g(R)Ψ̂g(R)

+
3π~2

m

∑
α,β

b3αβ

∫
d3R

[(−→∇Ψ̂†α(R)
)

Ψ̂†β(R)− Ψ̂†α(R)
(−→∇Ψ̂†β(R)

)]
×
[
Ψ̂β(R)

(−→∇Ψ̂α(R)
)
−
(−→∇Ψ̂β(R)

)
Ψ̂α(R)

]
+

1

2
~ωa

∫
d3R [ρ̂e(R)− ρ̂g(R)] ,

Ĥ1 = −~Ω0

2

∫
d3R

[
Ψ̂†e(R)e−i(ωLt−k·R)Ψ̂g(R) + h.c

]
.

Here, Ψ̂α(R) is the fermionic field operator at position R for the electronic state α = g or e and

ρ̂α(R) = Ψ̂†α(R)Ψ̂α(R) is the corresponding density operator. Interactions occur between pairs

of atoms via two channels due to the requirement of overall wavefunction anti-symmetry under

exchange. Symmetric electronic states |gg〉, 1√
2

(|eg〉+ |ge〉), and |ee〉 result in p-wave interactions

governed by the scattering volumes b3gg, b
3
eg+ , and b3ee, respectively. The anti-symmetric electronic

state 1√
2

(|eg〉 − |ge〉) results in s-wave interactions described by the scattering length aeg− . Ĥ1

describes the atom-laser interaction, which only applies when the atoms are being interrogated by

the clock laser, with frequency ωL and wavevector k. In the rotating frame of the laser, its frequency

will be characterized by its detuning from the atomic transition ωa, defined as δ = ωL − ωa.
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To make this Hamiltonian tractable, we approximate the one-dimensional (1D) optical lattice

trapping potential as a harmonic oscillator with trap frequencies ωx, ωy, and ωz. This is a good

approximation for the ∼ 2 µK atoms in an optical potential of ∼ 20 µK depth that we use for this

work. The atoms are strongly confined along ẑ due to the interference pattern of the retro-reflected

laser beam and weakly confined in the radial directions, x̂ and ŷ, due to the Gaussian beam profile.

For T = 2 µK and ωz = 80 kHz, most atoms are in the ground oscillator level in this dimension so

we can neglect higher oscillator levels and consider our system as two-dimensional (2D). In the two

weakly confined dimensions, kBT � ~ωx,y (kB being the Boltzmann constant) so we consider the

thermal occupation of oscillator levels in the trap. We refer to the jth atom’s oscillator level in these

dimensions with the vector nj = nxj x̂ + nyj ŷ, where j varies from 1 to N , the number of atoms

in a specific trap site. The slight anharmonicity of the traps allows us to neglect collisions which

change the oscillator mode of the atoms, whereas in a truly harmonic trap, transitions that preserve

nj + nj′ would be energetically allowed [66]. Now, we can expand the fermionic field operator in

a non-interacting atom basis, Ψ̂α(R) = φz0(z)
∑

n ĉαnφnx(x)φny(y), where φz0 is the ground mode

in the ẑ direction, φni are harmonic oscillator eigenmodes in the ith dimension, and ĉ†αn creates a

fermion in mode n and electronic state α.

Although the |g〉 to |e〉 transition frequency is free from Doppler and recoil effects when probed

along the strongly confined axis of the trap (see Ch. 1), the effective Rabi frequency depends on the

oscillator level in the weakly confined dimensions, arising from slight misalignments between the

clock laser and trapping laser k-vectors. For a trapping laser along the ẑ dimension we can model

this with a small component of the clock laser along the x̂ dimension such that k = k(sinφx̂+cosφẑ)

where φ is the small angle between the lattice and clock lasers. Then the effective Rabi frequency

is given by [68],

Ωn = Ω0Lnx(η2
x)L0(η2

z)e
−(η2

z+η2
x)/2, (3.2)

where ηx,z = kx,za
x,z
ho are Lamb-Dicke parameters, aiho =

√
~

ωim
, and Ln are Laguerre polynomials.

A central feature of this theory model is that we approximate the two clock states as a spin-
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1/2 system. This is a good approximation for our system because the atoms are polarized in the

mF = 9/2 state. Since the lifetime of the excited state is ∼ 150 s, no other sub-levels are populated

via spontaneous emission. Furthermore, the clock light is polarized along the magnetic field that

defines the quantization axis so it only drives mF maintaining π transitions. Therefore, we can

treat the two mF = 9/2 states that we populate as a spin-1/2 system and the Hamiltonian can be

written as

Ĥ/~ = −δ
N∑
j=1

Ŝznj −
N∑
j=1

Ωnj Ŝ
x
nj +

N∑
j 6=j′

[
J⊥nj ,nj′ (

−→
S nj ·

−→
S nj′ ) + χnj ,nj′ Ŝ

z
nj Ŝ

z
nj′

]
(3.3)

+

N∑
j 6=j′

[
Cnj ,nj′

2
(ŜznjInj′ + Ŝnj′ Inj ) +

Knj ,nj′

4
InjInj′

]
.

Here,
−→
S nj = 1

2

∑
α,β ĉ

†
αnj
−→σ αβ ĉβnj

, with σx,y,zαβ being Pauli matricies and Inj is the identity matrix.

The mode-dependent coupling constants are defined as:

J⊥nj ,nj′ =
V eg+

nj ,nj′ − U
eg−
nj ,nj′

2
, (3.4)

χnj ,nj′ =
V ee
nj ,nj′

+ V gg
nj ,nj′ − 2V eg+

nj ,nj′

2
, (3.5)

Cnj ,nj′ =
V ee
nj ,nj′

− V gg
nj ,nj′

2
, and (3.6)

Knj ,nj′ =
V ee
nj ,nj′

+ V gg
nj ,nj′ + V eg+

nj ,nj′ + U eg
−

nj ,nj′

2
, (3.7)

where V gg
nj ,nj′ , V

eg+

nj ,nj′ , V
ee
nj ,nj′

, and U eg
−

nj ,nj′ are related to the fundamental scattering parameters b3gg,

b3eg+ , b3ee, and aeg− , respectively, as described in Appendix B. Equation 3.3 serves as the basis for

the theoretical understanding of our many-body clock system. Although this Hamiltonian can be

exactly solved numerically, the problem quickly becomes intractable with increasing N since the

size of the Hilbert space scales exponentially with N . The average value of N for a single lattice

site in our experimental system is about 20. Furthermore, additional complications to our system,

such as two-body loss from |e〉 and collisions that modify the oscillator level of the atoms greatly

complicate the theoretical treatment of our system.

To further simplify the Hamiltonian in Eqn. 3.3 we assume that the atoms are prepared in the

S = N/2 Dicke manifold [69], which is true for our experiments where atoms are all prepared in |g〉 or
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|e〉 corresponding to S = N/2, mS = ±N/2. This allows us to restate Eqn. 3.3 in terms of collective

spin operators Ŝτ=x,y,z =
∑N

j=1 Ŝ
τ
nj , mean Rabi frequency Ω̄ = 1

N

∑N
j=1 Ωnj , and mean interaction

parameters χ = 1
N(N−1)

∑
j 6=j′ χnj ,nj′ , C = 1

N(N−1)

∑
j 6=j′ Cnj ,nj′ , and J⊥ = 1

N(N−1)

∑
j 6=j′ J

⊥
nj ,nj′

.

We depend on the fact that our system remains in the S = N/2 manifold which occurs for three

reasons: (1) the interaction parameters depend weakly on the thermally occupied modes, nj , so

that they are peaked around their mean values, (2) J⊥ is much greater than the standard deviations

of χnj ,nj′ and Cnj ,nj′ , ∆χ and ∆C, (3) the standard deviation of Ωn, ∆Ω̄, is much smaller than Ω̄.

Thus, Eqn. 3.3 becomes,

Ĥ/~ = −δŜz − Ω̄Ŝx + χ(Ŝz)2 + C(N − 1)Ŝz + J⊥
−→
S · −→S +O(Ŝz)3. (3.8)

An alternative situation, where ∆Ω̄
Ω̄
� 1 does not hold and the p-wave interaction parameters

V αβ(+)

nj ,nj′ are small compared to U eg
−

nj ,nj′ , leads to dominantly s-wave interactions enabled by inhomo-

geneous excitation. A theoretical model based on these assumptions was originally used to explain

the observed density shifts in one- and 2D optical lattice trapped 87Sr atoms [70, 17]. Although

the data showed good agreement with this model, we will see that our later work described in Ch.

4 has ruled out the possibility of the observed density shifts arising solely from s-wave interactions

and we must also consider p-wave interactions for a complete description of our system.

3.3 First observation of density dependent frequency shifts

Before describing our most recent work that benefits from the enhanced stability of our new

clock laser, we will first look at the original observation of density dependent frequency shifts,

attempts to describe them theoretically, and also our fist attempt to exploit a strongly-interacting

system for the benefit of clock accuracy.

Fermionic optical lattice clocks were first thought to be free from interaction effects due to

the ∼ µK temperature of the atoms, the requirement of overall wavefunction anti-symmetry from

the Pauli exclusion principle, and the ∼ 20 µK centrifugal barrier to p-wave interactions [71]. Initial

evaluations of radio-frequency clocks based on alkali atoms seemed to support this claim [72, 73]
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Figure 3.1: Density shift data for nuclear-spin polarized atoms at two different temperatures com-
pared to two different theory models based on s-wave interactions enabled by inhomogeneous exci-
tation. The data points are from [70] where the atoms are prepared in |e〉 and transfered down to
|g〉 with an 80 ms π pulse. The final ground state population is varied by changing the detuning
from the center of the clock transition. Green circles in (a) and red triangles in (b) correspond to
data taken at 3 µK. Blue squares in (a) and blue circles in (b) correspond to data taken at 1 µK.
The change in temperature varies the excitation inhomogeneity. Theory lines in (a) correspond
to a simple, two-particle model used in [70] whereas the theory bands in (b) correspond to the
many-body model in [65]. (a) and (b) reproduced from [70] and [65], respectively.

however, these evaluations were not performed with sufficient precision to be relevant to the best

frequency standards.

The great improvements to clock precision brought on by the first generation of ultra-

stable lasers and optical clocks allowed for evaluations of density dependent clock shifts in our

87Sr lattice clock system at the 10−16 fractional frequency level and revealed their existence [70].

These frequency shifts were attributed to s-wave collisions allowed by inhomogeneous excitation

[70, 65, 74, 75]; p-wave interactions were assumed to be suppressed because of the ∼ 1 µK sam-

ple temperature. Fig. 3.1 shows figures from [70] and [65] where the data from [70] is compared

to both a two-particle theory model (Fig. 3.1(a)) and a many-body theory model (Fig. 3.1(b)).

Immediately, we see that the effects of interactions are weak. The measured density shifts are a

∼ 1 Hz perturbation of a 429 THz transition. Furthermore, the differences between the many-body

theory and the two-particle theories are subtle and the experimental precision of the data is not
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Figure 3.2: Observed density shifts versus excitation inhomogeneity as measured by ∆Ω̄/Ω̄. The
blue points represent data taken at 1 µK and red points represent data at 3 µK. Blue solid and
red dashed lines represent predictions of the theoretical model based on s-wave interactions. Re-
produced from [70].

sufficient to confirm the importance of many-body effects.

The central assumption of the s-wave interaction theory that was used to describe the ob-

served density shift is that the inhomogeneous excitation, characterized by the spread in Rabi

frequencies ∆Ω̄ drives atoms into the anti-symmetric electronic state, (|ge〉 − |eg〉)/
√

2, where s-

wave interactions are allowed. A convincing way to confirm this effect is to vary ∆Ω̄ and show

that the observed shift obeys the predicted behavior from the model. Although the data presented

in Fig. 3.2 (or lack there of) is consistent with the predicted behavior, in order to convincingly

confirm the predicted behavior a much more systematic variation of ∆Ω̄ with many more points

along the theoretical curves is necessary.
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3.4 Entering the strongly interacting regime

Motivated by further confirmation of the s-wave theoretical model and one of its intriguing

predictions at large interaction energies, we set out to investigate density dependent frequency

shifts where interactions are more dominant over other relevant energy scales. For our optical

lattice clock system, there are two relevant energy scales other than interactions. Since we are

always in the regime where Ω̄ is much greater than Γ, the natural linewidth of the clock transition,

Ω̄ determines the spectroscopic resolution for Rabi spectroscopy. Since ∆Ω drives the atoms into

the anti-symmetric electronic state, this energy scale is also relevant especially for the situation

where V αβ(+)

nj ,nj′ are small compared to U eg
−

nj ,nj′ . It is important to note that the temperature of

the atoms does not significantly effect atom dynamics since we operate in the resolved sideband

regime. Temperature only enters indirectly through it’s effect on ∆Ω, atomic density, and the

mode dependence of interaction parameters. When the interaction energy dominates over the

other relevant energy scales, we say that our system is in the strongly interacting regime.

Strongly interacting quantum systems can exhibit counterintuitive behaviors. For example,

frequency shifts of a microwave transition in a quantum gas remains finite close to a Feshbach

resonance [72, 76, 77]. In particular, the effective interaction strength is significantly enhanced in

low dimensions, resulting in particles avoiding each other in order to minimize their total energy.

This tendency can lead to behavior that in many aspects resembles that of non-interacting systems.

One such example is the Tonks–Girardeau regime of an ultracold Bose gas, in which the strong

repulsion between particles mimics the Pauli exclusion principle, causing the bosons to behave

like non-interacting fermions [78, 79, 80, 81]. Here, we demonstrate that the enhancement of

atomic interactions in a strongly interacting, effectively 1D fermionic system suppresses collisional

frequency shifts in an optical atomic clock.

To gain insight into the originally proposed origin of the collisional frequency shift and the

interaction-induced suppression, we consider a two-atom model system confined in a harmonic os-

cillator potential. The collective-pseudospin states of these two identical fermions can be expressed
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using a basis comprised of three pseudospin-symmetric triplet states and an antisymmetric singlet

state [74, 65]. Because the atoms are initially prepared in the same internal state (|g〉), with their

internal degrees of freedom symmetric with respect to exchange, the Pauli exclusion principle re-

quires that their spatial wave function be antisymmetric and they experience no s-wave interactions.

If the atoms are coherently driven with the same Rabi frequency (Ω̄ = (Ωn1 + Ωn2)/2 = Ωn1 , their

electronic degrees of freedom remain symmetric under exchange. Here, ni represents the oscillator

level of the ith atom, and Ωni is the mode-dependent Rabi frequency (Eqn. 3.2) proportional to the

bare Rabi frequency ΩB
0 . Consequently, these atoms will not experience any s–wave interactions

during the excitation of the clock transition. However, if ∆Ω = (|Ωn1 - Ωn2 |)/2 is not zero, the

optical excitation inhomogeneity can transfer atoms with a certain probability to the antisymmetric

spin state (singlet) that is separated from the triplet states by an interaction energy U , as in the

singlet state the atoms do interact. U , which is inversely proportional to the atomic confinement

volume, gives rise to a frequency shift during clock interrogation [74, 65].

Figure 3.3 contrasts the 2D lattice experiment with prior studies carried out in a 1D lattice [65,

82]. In a 1D lattice, U is typically smaller than 2Ω̄ (the energy spread of the driven triplet states

at zero detuning). Consequently, any small excitation inhomogeneity ∆Ω can efficiently populate

the singlet state. By tightly confining atoms in a 2D lattice, one can reach the limit where U � Ω̄,

inhibiting the evolution into the singlet state; as a result, the collisional frequency shift of the

clock transition is suppressed. In this regime, the singlet state can only participate as a “virtual”

state in second-order excitation processes and the frequency shift scales as ∆Ω2/U . In this limit,

the energy-carrying singlet resonance has been shifted so far from the triplet resonances that it

is completely resolved from them, and the remaining line-pulling effect can be negligible. Such

behavior is reminiscent of the dipolar blockade mechanism in a Rydberg atom gas [83].

For this work, our current clock laser with 10−16 stability at 1 second was not yet completed,

so the option of increasing the importance of interactions by decreasing Ω̄ was not available. Our

only option was to increase the interaction strength through stronger confinement of the atoms.

We achieve stronger interactions by confining the atoms in a 2D optical lattice. The 2D lattice
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∆Ω
(A)  1D Lattice

(B)  2D Lattice

U
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Figure 3.3: A schematic of the s-wave interaction blockade mechanism proposed for the suppression
of collisional frequency shifts. (A) In a 1D optical lattice, the interaction energy of the singlet state
lies within the energies of the dressed triplet states (characterized by an energy spread of the order
of Ω̄). A weak excitation inhomogeneity characterized by ∆Ω is capable of producing triplet-singlet
mixtures, causing a collisional frequency shift proportional to the interaction strength U . (B) In a
2D optical lattice, the interaction energy exceeds the atom-light Rabi frequency, creating an energy
gap between the spin triplet and singlet states. Evolution into the singlet state is inhibited and the
collisional frequency shift is suppressed. (C) Quasi-1D tube-like optical potentials formed by two
intersecting optical lattices. The laser which interrogates the clock transition propagates along ŷ,
the vertical axis. Reproduced from [17].
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provides strong confinement along two directions (x̂ and ŷ), and relatively weak confinement along

the remaining dimension (ẑ). It is important to note that this axis labeling convention is different

from that of our 1D optical lattice. Using Doppler and sideband spectroscopy we determine that the

lattice confined atoms are sufficiently cold (Tx ' Ty ' 2 µK) that they primarily occupy the ground

state of the potentials along the tightly confined directions, with trap frequencies ωx/2π ∼75-100

kHz and ωy/2π ∼45-65 kHz. This creates a 2D array of isolated tube-shaped potentials oriented

along ẑ, which have trap frequencies ωz/2π ∼0.55-0.75 kHz. We estimate that approximately 20%-

30% of the occupied lattice sites have more than one atom. At a typical axial temperature Tz of a

few µK, various axial vibrational modes n are populated in each tube. In our clock experiment, the

|g〉 → |e〉 transition is interrogated via Rabi spectroscopy using an ultrastable laser propagating

along ŷ. The clock laser and both lattice beams are linearly polarized along ẑ. As described in

Refs. [70, 16] and above, any small projection of the probe beam along ẑ leads to a slightly different

Rabi frequency Ωn for each mode Ωn(η2
z). Here ηz = kzaho/

√
2 is the Lamb-Dicke parameter and

kz represents a small component of the probe laser wave vector along ẑ, resulting in a typical ηz ∼

0.05.

The spectroscopy of the clock transition is performed with an 80-ms pulse, resulting in a

Fourier-limited linewidth of ∼ 10 Hz. The laser power is adjusted to produce a π pulse on resonance,

and the clock laser is locked to the atomic resonance by probing two points on either side of

the resonance, with a frequency separation corresponding to the resonance FWHM. The high–

finesse Fabry–Perot cavity [28] used to narrow the clock laser’s linewidth is sufficiently stable

over short time scales that it can be used as a frequency reference in a differential measurement

scheme [84]. A single experimental cycle (e.g., cooling and trapping atoms, preparing the 2D lattice,

and interrogating the clock transition) requires about 1.5 s, and we modulate the sample density

every two cycles. The corresponding modulation of the atomic resonance frequency relative to the

cavity reference is a measurement of the density shift.

We perform measurements at several trap depths to directly observe the interaction-induced

suppression of the collisional frequency shift. To access different interaction energies, we vary the
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intensity of the horizontal lattice beam (Ix), which results in the change of mainly ωx but also ωy

and ωz. The change in ωy arises from the fact that the laser beams that create the two lattices

are not orthogonal but instead at an angle of 71◦. The change in ωz results from the Gaussian

profile of the beams. Since the experimentally measured shift was originally understood in terms of

s-wave interactions, the interaction strength of our system is parameterized by the s-wave energy

scale for the effectively 1D system, u = 4
√
ωxωy

aeg−
azho

. Because u ∝ √ωxωyωz, an increase of the

horizontal beam power leads to a monotonic increase of u. We observe a significant decrease of

the collisional shift with increasing horizontal lattice power, as shown by the data points (filled

black squares and blue triangles) in Fig. 3.4 (inset). Squares and triangles indicate data taken with

slightly different beam waists. We have also studied the dependence of the collisional shift on the

Rabi frequency used to drive the clock transition. ΩB
0 was increased by a factor of two, and the

interrogation time was decreased by 2, yielding a constant Rabi pulse area. Under these conditions,

we observe that the collisional shift under similar temperature and trapping conditions increases

sharply (green open square and green open triangle in the inset to Fig. 3.4), confirming that the

shift suppression mechanism will not operate effectively for short, higher Rabi frequency pulses.

Also shown in the inset of Fig. 3.4 is the shift predicted by the spin model, assuming two

atoms per lattice site. The theoretical points are scaled by the fraction of the atomic population

in doubly occupied lattice sites. The pink rectangles are the theory results, ∆νT (ωiz, T
i
z , u,Ω

B i
0 )

with i = 1, . . . , 9, obtained at different temperatures, trapping frequencies, and Rabi frequencies

corresponding to the actual experiment conditions under which the data were taken. The spread

of theory results (indicated by the vertical extent of the pink rectangles) corresponds to a range of

scattering lengths aeg− = −(35–50) a0 (where a0 is the Bohr radius), ηz = 0.046, and ωz = 2π×0.7

kHz at the point with the smallest collisional shift.

Because the temperature and trapping conditions substantially varied for different experimen-

tal data points, some scaling is required to make direct comparisons between data in Fig. 3.4 (inset).

To help visualize the comparison between experiment and theory, we rescaled the measured exper-

imental values of the shift by a factor extracted from the theoretical model
∆νT (ωfix

z ,Tfix
z ,u,ΩB fix0 )

∆νT (ωiz ,T
i
z ,u,Ω

B i
0 )

.
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Figure 3.4 shows that after rescaling all data points lie very close to the theoretical curve of frac-

tional frequency shift vs. u at constant ωfix
z = 2π × 0.7 kHz, T fix

z = 3.5 µK, and ΩB fix
0 = ΩB

0 . The

data confirm three trends in the prediction: the collisional shift ∆ν decreases with increasing u at

similar TZ and trapping conditions, ∆ν increases with increasing ΩB
0 at similar TZ and trapping

conditions, and ∆ν decreases with smaller TZ . The sign of the observed shift is negative, i.e., an

increased sample density shifts the atomic resonance to lower frequencies. Previous studies of the

collisional shift in a 1D optical lattice [25, 70] are consistent with this observation.

We have made an extensive series of collisional shift measurements at the largest trap depths

available to us. The first-generation clock laser has a stability of about 1.5×10−15 at time scales of

1–10 seconds [28]. Therefore, a substantial integration time is required to determine the collisional

shift with an uncertainty of 1× 10−17. Frequency drifts are minimized by measuring the long-term

drift in the resonance frequency (relative to the ultrastable reference cavity) and applying a feed-

forward correction to the clock laser. The correlation between the atomic resonance frequencies and

the density of trapped atoms was calculated by analyzing overlapping sequences of four consecutive

measurements and eliminating frequency drifts of up to second order [23]. Approximately 60 hours

of data were acquired at Tz = 7 µK over a ∼ 2 month time period for the record shown in Fig. 3.5A.

Each data point represents a period during which the clock was continuously locked, with error bars

determined from the standard error of the measurements in that data set. At an axial temperature

Tz ' 7 µK, the collisional shift in our 2D lattice clock was measured to be (5.6 ± 1.3) × 10−17 in

fractional units, with
√
χ2

red ' 0.84. At a lower Tz of 3.5 µK, the collisional shift is reduced to

(0.5±1.7)×10−17, with
√
χ2

red ' 0.73 (the record in Fig. 3.5C). The corresponding Allan deviations

of both data sets are shown in Fig. 3.5B and D.

We note that, relative to previous measurements of collisional shifts in a 1D optical lattice [25,

70], the atomic density in a 2D lattice is an order of magnitude higher. Hence, if the collisional

shift in a 2D lattice were not suppressed, we would expect a larger shift than earlier results, even

after assuming that only 20− 30% of lattice sites are contributing.

Our more recent work has shown that aeg− is positive (see Ch. 4), indicating that the pre-
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Figure 3.4: Experimental observation of the suppression of the collisional frequency shift with in-

creasing interaction energy u. We scale u = 4ω⊥
a−eg
aho

by a0/a
−
eg with a0 the Bohr radius. The

value of u was varied by changing three important parameters: Ix, Tz, and ΩB
0 . To better com-

pare the shift at different experimental conditions we rescale the experimental data by a factor
∆νT (ωfixz , T fixz , u,ΩB fix

0 )/∆νT (ωiz, T
i
z , u,Ω

B i
0 ), with ωfixz = 2π × 0.7 kHz, T fixz = 4.2 µK, and

ΩB fix
0 = ΩB

0 . The ∆νT (ωiz, T
i
z , u,Ω

B i
0 ) are calculated values using the spin model for N = 2 with

actual experimental parameters and a scattering length of |a−eg| = (35-50) a0 (see inset). The cal-
culations are scaled by the fraction of the atomic population in doubly occupied lattice sites. A
theoretical curve of ∆νT (ωfixz , T fixz , u,ΩB fix

0 ) is shown with a solid red line at |a−eg| = 40 a0. Inset:
unscaled experimental data with Tz indicated for each point. The black and blue colored symbols
were taken at ΩB

0 and the green colored symbols at 2ΩB
0 and half the interrogation time. Squares

and triangles distinguish between two sets of data points measured under different lattice config-
urations. The vertical extent of pink rectangles indicate the corresponding spin model predictions
for the range of |a−eg| = (35-50) a0. The variation of ωz and u with Ix was explicitly taken into
account in theory which used ηz = 0.046 and ωz = 2π × 0.7 kHz at the point with the smallest
collisional shift. Reproduced from [17].
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Figure 3.5: Data records of collision-induced frequency shift measurements for 87Sr atoms confined
in a 2D optical lattice. Each point represents a data set collected from a continuous operation of
the Sr clock, with error bars determined from the standard error of that data set. The weighted
mean and weighted error of all the data are determined from the shift and error values of each

data set, and the weighted error is scaled by the square-root of the reduced chi-square,
√
χ2

red.

These are shown as the solid and dashed horizontal lines in panels (A) and (C). Panels (B) and (D)
show the corresponding Allan deviations (ignoring dead time between data runs) of the frequency
shift records displayed in (A) and (C), respectively. Each measurement represents a differential
comparison between two density conditions. Under typical clock operating conditions (N ' 2000),
the weighted mean and the weighted standard error of the fractional frequency shift are (5.6 ±
1.3)×10−17 at TZ = 7 µK ((A) and (B)) and (0.5±1.7)×10−17 at TZ = 3.5 µK ((C) and (D)). For

the 7 µK data the reduced chi-square was
√
χ2

red = 0.84, and for the 3.5 µK data
√
χ2

red = 0.73.

Reproduced from [17].



62

vious picture with s-wave interactions is incomplete. As we will see later in this chapter, p-wave

interactions dominate the dynamics in our 1D optical lattice, even at higher radial temperatures.

Certainly, a hand-waving argument can be made that p-wave interactions could also lead to a sup-

pression of density dependent frequency shifts if the mean p-wave interaction energy is much larger

than Ω̄. In this case, the sites with two or more particles are shifted away from the interaction-free

peak created by the dominant single-particle occupied tubes. The main difference between this

mechanism and the s-wave shift suppression is that while U prevents atoms from ever populating

an interacting electronic state, p-wave interactions merely shift already interacting atoms from the

non-interacting signal. As a result, s-wave shift suppression actually becomes stronger with more

atoms in the trap, while p-wave shift suppression depends on the fact that most atoms exist in

single-occupancy trap sites. Certainly further theoretical and experimental work could greatly help

to place the observed density shift suppression on more solid theoretical ground.

3.5 Evidence for p-wave interactions: two-body |e〉-|e〉 loss

As stated above, our more recent work shows that p-wave interactions are actually dominant

for the most common configuration of operating our clock: atoms trapped in a 1D optical lattice.

The first clue that interactions in our 87Sr system had a p-wave nature, however, did not come from

investigations of density dependent frequency shifts. At ∼ 1 µK, inelastic |ee〉 losses observed in

the 87Sr system [46] must be p-wave because the |ee〉 two-atom state is symmetric under exchange.

At the same time, in an optical clock based on 171Yb atoms at ∼ 10 µK, p-wave interactions were

reported to lead to two-body losses and density shifts [85, 86].

To measure atom loss from |e〉, atoms are excited on the |g〉 to |e〉 transition prior to lattice

hold time with a resonant π pulse from an ultrastable laser co-propagating with the lattice beam.

The ultrastable laser is polarized along the quantization axis made by an applied magnetic field

(π-polarized). The remaining |g〉 atoms are removed with a 5 ms pulse of 461 nm light.

Measured loss from |g〉 is well represented by exponential decay with a lifetime of 7 – 8

s, consistent with loss due to collisions with background gas. In contrast, we measure a rapid,
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Figure 3.6: a) Atom number as a function of lattice hold time for atoms prepared in |g〉 (black
triangles) and in |e〉 (green squares). Fits to the decay curves are calculated for the case of expo-
nential decay (dashed lines). The solid line is a fit to the |e〉 atom decay using a sum over decays
in single lattice sites [Eqn. 3.10]. b) Comparison of |e〉 atom decay in the presence of an equal
population of |g〉 atoms (purple circles) to that of a pure population of |e〉 atoms (green squares).
Here, temperature is 3.5 µK. Reproduced from [46].

density-dependent loss from |e〉 that is inconsistent with a simple exponential decay law. Fig. 3.6

a) shows measured atom number as a function of lattice hold time for polarized samples of |g〉 and

|e〉 atoms under similar temperature and trapping conditions. The additional loss from |e〉 results

from inelastic |e〉-|e〉 collisions. Fig. 3.6 b) compares |e〉 atom decay with and without an equal

number of |g〉 atoms present. Agreement between the two curves in Fig. 3.6 b) limits inelastic

|g〉-|e〉 collisions to below the sensitivity of our experiment and thus, we neglect them. The decay

of |g〉 atoms in the 50/50 mixture is likewise unperturbed by the presence of |e〉 atoms.

To quantify loss from |e〉, we adopt a model that includes both one and two-body losses. The



64

atomic density in |e〉, ne, is described by

ṅe = −Γne −Keen
2
e. (3.9)

Here, Γ is the one-body loss rate due to collisions with background gas, and Kee is the two-body

loss rate coefficient. As in Refs. [87, 88], spatial integration of the solution to Eqn. (3.9) yields an

expression for the atom number in a single lattice site as a function of time:

N(t) =
N0 exp(−Γt)

1 + [N0Kee/(π3/2Γw2
rwz)][1− exp(−Γt)]

. (3.10)

Here, N0 is the initial atom number in a trap site and wz (wr) is the 1/e2 radius of the atom cloud

in the strongly (weakly) confined direction(s).

For polarized atoms, loss occurs dominantly from inelastic p-wave collisions at microkelvin

temperatures. This gives that Kee = K ind
p (T ), where K ind

p (T ) is the loss rate coefficient due to

inelastic p-wave collisions between indistinguishable |e〉 atoms, which depends on temperature, T .

For dual spin state atoms, loss can occur from intra-spin-state odd partial wave collisions and from

inter-spin-state collisions which can be both even and odd partial waves, limited by temperature.

Keeping only s and p-wave contributions, the decay of a single spin state, α, in the presence of

another spin state, β, can be written as,

ṅα = −Γnα −K ind
p (T )n2

α − (Kdist
s +Kdist

p (T ))nαnβ, (3.11)

where nα (nβ) is the density of spin state α (β), and Kdist
l is the loss rate coefficient due to l-

wave inelastic collisions between distinguishable e atoms. In the case where nα = nβ = 1/2ne the

differential equation for the total e state density gives that Kee = 1/2Kdist
s + 3/4K ind

p (T ), since

K ind
p = 2Kdist

p [89, 90].

To compare with experiment, we extract Kee from the decay in total atom number using a

fit to a sum of single site decays [Eqn. (3.10)] based on the estimated distribution of atoms. The

one-body decay rate is set to 1/7.6 s−1, the measured value from |g〉 atom decay. Rate coefficients

for dual spin state and polarized atoms at different temperatures are shown in Fig. 3.7. One might

expect to measure much greater rate coefficients for dual spin state atoms compared to polarized
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Figure 3.7: Measured two-body loss rate coefficients for polarized and dual spin state atoms as a
function of temperature. The vertical error bars are calculated from an uncertainty in atom cloud
size associated with a temperature uncertainty of 0.5 µK, a conservative estimation to account for
measurement uncertainty and experimental drifts. Solid lines are calculated values for loss rate
coefficients (see text). Reproduced from [46].

atoms since p-wave collisions should be suppressed at microkelvin temperatures. Yet, measured loss

coefficients for dual spin state atoms are only slightly larger than for polarized atoms at equivalent

temperatures.

To understand this result, we perform a time-independent quantum calculation, similar to

that in Refs. [91, 92], using a single scattering channel, and a short-range boundary condition at

an interatomic separation, R = R0, described by two parameters. A first parameter, δ, represents

an accumulated phase-shift from R = 0 to R = R0 due to an unknown atom-atom short-range

potential of Sr2. A second parameter, pls, represents the probability of two atoms to be lost when

they encounter at R = R0. These atomic losses are due to couplings that can take place between
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different electronic potential energy curves of the Sr2 complex at small R [93, 94, 95, 96]. The

release of kinetic energy associated with changes in electronic configurations results in trap loss.

The long-range interaction potential between two 87Sr atoms is given by an attractive van der

Waals electronic potential. We choose an isotropic C6 van der Waals coefficient of 5260 a.u. (1 a.u.

= 1 Eha6
0, Eh is the Hartree energy, a0 is the Bohr radius) for the e-e interaction [97].

The logarithmic-derivative of the scattering wavefunction is computed for each R after giving

an initial value at R = R0, which is defined in terms of the two parameters δ and pls. Using asymp-

totic boundary conditions at large interatomic distances, we obtain cross sections for a wide range

of collision energies. Thermalized loss rate coefficients are calculated by averaging the cross section

over a Maxwell-Boltzmann distribution of the relative velocities in three dimensions. Using values

of δ = 0.9π, pls = 0.4 and R0 = 30 a0 as initial boundary conditions, we were able to simultaneously

determine: (i) K ind
p = T×(4± 2) 10−6 cm3 s−1 K−1 (ii) and Kdist

s = (1.4± 0.8) 10−11 cm3 s−1 for

87Sr atoms, as well as reproduce (iii) K ind
s (≈ 2× 10−11 cm3 s−1) and (iv) the elastic cross section

(≈ 7 × 10−12 cm2) of indistinguishable bosonic 88Sr e atoms, from previous experimental stud-

ies [88]. From a collisional point of view, the loss rate probability at short range pls = 0.4 indicates

that the Sr-Sr system deviates significantly from a high-lossy universal system (pls = 1) [91, 92]

where s-wave collisions are generally two orders of magnitude higher than p-wave collisions [98] at

these typical temperatures.

3.6 A new era of precision

After discovering the existence of p-wave two-body loss from the excited state, a new tool in

our laboratory allowed us to also uncover a complete picture for the nature of interactions present

in our 87Sr clock system. In our previous experiment [17], a strongly interacting regime (i.e.,

where atom-laser and atom-atom interactions are energetically comparable) was reached by tightly

confining the atoms in a 2D optical lattice, at the expense of reducing the occupancy to one or two

atoms per site. In our 1D lattice configuration, the average number of atoms per occupied lattice

site is ∼ 20 and the importance of many-body effects in this system had previously been recognized
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Figure 3.8: (a) a drawing of the new clock laser cavity based on a horizontally mounted 40 cm
ULE spacer with fused silica mirrors. (b) a picture of the old clock laser cavity made from a
vertically mounted 7 cm ULE spacer with ULE mirrors. (c) The measured thermal noise floor of
the two optical reference cavities. The stability of the 7 cm cavity (filled circles) was measured by
comparing two cavities of the same design. For the 40 cm cavity (open circles), we determine its
frequency stability from a measurement based on the atomic reference. We lock this laser to the
87Sr clock transition and subtract off a residual cavity drift of ∼1.4 mHz/s. This data includes
contributions from other technical noise and thus represents an upper bound on the thermal noise
floor.
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theoretically [65, 74, 75]. As we saw earlier, we needed to make interactions more dominant in this

system to reveal many-body effects. Since we could not confine the atoms more strongly in a 1D

lattice due to the power limitations of our trapping laser, we took a different route.

Instead of making interactions stronger, we are able to make the other relevant energy scale,

Ω̄ weaker. In other words, we are able to probe interactions more precisely and over a longer

coherence time. This is possible because were are able to extend atom-laser coherence, which was

previously limited by laser instability. We will see below that decoherence due to interactions can

now limit our system. To improve upon our previous laser, we did not fundamentally change the

laser design, rather, current techniques in creating ultrastable lasers were pushed too their limits.

The previous laser design (shown in Fig. 3.8b) was limited by thermal noise in the mirrors and

optical coating materials (see [8] for a detailed description of thermal noise in optical cavities) to

1 × 10−15 fractional frequency stability at 1 s. Since thermal noise arising from the cavity spacer

is much below this limit, by increasing the length of the cavity to 40 cm, the fractional stability

should improve proportionally. The limiting factor for this approach is the cavity’s sensitivity to

vibrations. In order to keep these fluctuations below the thermal noise limit of the cavity, active

vibration isolation is used to support the cavity and finite element analysis of the mounting points

was used to locate the support points that would lead to the greatest vibration insensitivity [8].

Furthermore, mirrors for the new cavity were made from fused silica glass, which have a thermal

noise limit roughly two times lower than the ultra-low-expansion (ULE) glass that was used in the

previous design. The final design of the new clock laser is shown in Fig. 3.8a and we find that its

stability is near the thermal noise limit of ∼ 1× 10−16 (Fig. 3.8c).

This factor of 10 increase in stability translates into a factor of 100 gain in averaging time

for measuring systematic shifts of the clock transition since these measurements average down

proportional to the square root of the averaging time for Gaussian noise. Fig. 3.9 simultaneously

demonstrates the increased precision of the new laser through the sub Hz lines shapes that we are

able to reliably scan with 2 s long π pulses in Rabi spectroscopy as well as the subtle interaction

effects that we are able to resolve. Fig. 3.9a clearly shows an asymmetric side-bump on the lower
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Figure 3.9: Interaction effects visible at the sub-Hz energy scale. (a) Composite lineshape obtained
at an operating density of 0.1ρ0 with a 2 s π pulse, where ρ0 is the density obtained for 5 × 103

atoms, and is given by ρ0 = 5(2) × 1011 cm−3. The line shape shows a clear distortion due to
the density-dependent interaction at the sub-Hz energy scale. (Inset) Extremely low density scan
( ρ = 5 × 10−2ρ0) with a 3 s clock probe, demonstrating the ultimate frequency resolution of the
system. This is a single scan thus no binning or averaging was applied. (b) measured linewidth as
a function of atom number in the low-density regime for the scans compiled to create the figure
at left. As seen from the data, the density-dependence of the linewidth extrapolates to the 0.4 Hz
Fourier limit for the 2 s Rabi pulse used.

frequency tail of the resonance and we see in Fig. 3.9b that the fitted FWHM approaches the

Fourier limit as atom number tends to 0. It is exactly this capability to examine interactions at a

new level of precision that enable the following work of this chapter.

3.7 Confirmation of p-wave interactions

To determine the interaction parameters that characterize our spin Hamiltonian, Eqn. 3.8,

we measure the density-dependent frequency shift of the clock transition using a modified Ramsey

spectroscopy sequence. The initial pulse area θ1 = ΩTR, chosen such that 0 < θ1 < π, controls the

initial value of 〈Ŝztot〉. Here, Ŝztot is the sum of Ŝz over the hundred relevant lattice sites, such that

−Ntot/2 ≤ 〈Ŝztot〉 ≤ Ntot/2, where Ntot is the total number of atoms loaded into the lattice. In the

presence of two-body losses, 〈Ŝztot〉 is not constant, thus we use its time average, 〈Ŝztot〉, to compare
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with theory. Here, we extract 〈Ŝztot〉 from independent measurements periodically inserted into the

clock sequence. The duration of the dark time, τdark, is fixed at 80 ms and the final pulse area is

set to π/2. We measure the shift by modulating the density by a factor of ∼ 2 (Fig. 3.10).

Simple mean-field analysis of Eqn. 3.8 (neglecting cubic terms and losses), where the time-

dependent operators are replaced by their expectation values, reveals that the average inter-

action experienced by a single atom behaves as an effective magnetic field along ẑ, B(N) =

NC + 2χ〈Ŝz〉, where 〈Ŝz〉 = −(N/2) cos θ1. The mean-field density-dependent frequency shift

∆ν(N) = B(N)/ (2π) scales linearly with the excitation fraction and agrees with experimental ob-

servations (Fig. 3.10). Additionally, we fit an exact solution of Eqn. 3.8 to the data. Both fits are

shown in Fig. 3.10. To compare with the experiment, we always perform an average over the atom

number distribution across the lattice sites. From this measurement we extract χ = 2π×0.20(4) Hz

and C = −0.3χ. In contrast, predictions based on pure s-wave interactions predict that when the

final pulse area is π/2 the shift is exactly 0 [74].

As a further step, we directly measure the spectrum of the many-body Hamiltonian with sub-

Hz spectral resolution as a function of interaction strength in Fig. 3.11A (parameterized by atom

number) and as a function of Ω̄ in Fig. 3.11B (parameterized by the π pulse time). We find that for

Ω� Nχ, the line shapes are perturbatively shifted. However, for Ω ∼ Nχ, the line shapes become

significantly distorted and the onset of an interaction blockade mechanism is observed, reflecting

the dominant effect of strong interactions on the many-body spectrum. The observed Rabi line

shapes can be fully reproduced with the mean field treatment using the interaction parameters

extracted from the density shift measurements. Here, a full many-body treatment of the master

equation agrees with the mean-field predictions.

3.8 Beyond the mean field

To explore the development of many-body correlations during the full many-body dynamical

evolution, we measure the Ramsey fringe contrast, which can undergo a periodic series of collapses

and revivals, reflecting the quantized structure of the many-body spectrum. The results require a
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Figure 3.10: Density shifts versus excitation fraction in Ramsey spectroscopy fit with the full
many-body solution. Because of the perturbative nature of this measurement, the mean-field
approximation (dashed line) to the many-body theory agrees well with the data. The exact many-
body solution in the absence of losses (solid curve) agrees best with the data only for lower values

of total average spin 〈Ŝztot〉/Ntot because of the nonlinear (Sz)3 term in the Hamiltonian. The zero

crossing occurs at an average excitation fraction, given by 〈Ŝztot〉/Ntot + 1/2, of p∗ = 0.64(1). From
the zero crossing and the measured slope we extract χ and C. Reproduced from [4].
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Figure 3.11: Measured line shapes compared to theory as a function of density and Rabi frequency.
Each curve is a composite of multiple scans that have been centered atop one another and the data
subsequently binned. The curves are offset in both the vertical and horizontal directions for visual
clarity. (A) Line shape as a function of density (normalized by ρ0 = 5(2)× 1011 cm−3 the density
obtained for 5× 103 atoms), with a π pulse time of 200 ms. (B) Lineshape for ρ ' ρ0 as a function
of π pulse time. In both (A) and (B), theoretical curves, obtained with the mean-field treatment
including loss, are shown as dashed black lines and agree well with the measurements. Reproduced
from [4].

beyond-mean field treatment. The mean-field model at the single-site level (with fixed N) predicts

no decay of the Ramsey fringe contrast because, when correlations are neglected, the interactions

lead only to a pure precession of the collective Bloch vector [4]. By taking the average over atom

distributions among lattice sites and properly treating two-body loss during the Ramsey dark time,

the mean-field model does show a decay of the contrast. However, this decay is associated mainly

with dephasing arising from different precession rates exhibited by sites with different N .

For the Ramsey sequence designed to measure the fringe contrast effects, the pulse durations
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are < 6 ms, satisfying Ω � Nχ, to suppress interaction effects during the pulses. We apply the

final π/2 readout pulse with a variable relative optical phase of 0◦ – 360◦ and record the fraction of

excited atoms as a function of the readout phase. The contrast of the resulting fringe is extracted

in a manner that is insensitive to the frequency noise of the ultrastable clock laser. For a first

pulse of area θ1, we allow the system to evolve for time τ . We then apply a final pulse of area π/2

and measure the resulting excitation fraction as a function of the optical phase of the second pulse

relative to the first pulse. For τ & 100 ms, there is a significant additional random phase added

due to the frequency fluctuations of the ultrastable clock laser. A given excitation fraction (pi)

measurement will yield pi = C sin2 (∆φi), where C is the contrast and ∆φi is the ith realization of

the both deterministically and randomly varied phase. By analyzing Var (p) = C2/8, and assuming

a uniform distribution of ∆φi, we obtain the contrast in a way that is insensitive to the laser noise.

We explore three distinct experimental conditions to rule out single-particle decoherence

mechanisms and thoroughly test the model. The first condition represents the typical operating

parameters of the lattice clock, with Ntot = 4×103 and νZ = 80 kHz. In the second case, we reduce

the lattice intensity such that νZ = 65 kHz, which results in a reduction of the density by a factor

of ∼1.8. Finally, we maintain νZ = 80 kHz but reduce the atom number to Ntot = 1× 103. Under

all conditions, the full many-body density matrix model reproduces the experimental observations

well (Figs. 3.12A, 3.12C, and 3.12E). The inclusion of the (Ŝz)3 correction improves the theory-

experiment agreement, especially for pulse areas θ1 > π/2 and for the high-density conditions [4].

We also observe a striking breakdown of the mean-field model for θ1 > π/2 where many-body

corrections are dominant (Figs. 3.12B, 3.12D, and 3.12F).

3.9 Observing quantum correlations

The frequency shift, lineshape, and Ramsey fringe contrast are quantities that all depend on

the first-order expectation values of the spin operators 〈Ŝx,y,z〉. We now turn our attention to the

distribution of quantum noise, which depends on the second-order moments of the spin operators,

e.g., 〈
(
Ŝx
)2
〉 − 〈Ŝx〉2, 〈ŜxŜz + ŜzŜx〉 − 2〈Ŝx〉〈Ŝz〉, etc. Given that the form of the Hamiltonian in
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Figure 3.12: Ramsey fringe contrast decay for varying initial pulse areas and experimental con-
ditions. The pulse area values for the data and corresponding theory are given in the legends of
the plots. Error bars represent the statistical error of each contrast measurement, and thus do not
account for systematic drifts that occur over the course of the experiment. The solid lines (top
panels) are the many-body calculations, while the dashed lines (bottom panels) are using the mean-
field approximation of the theory. The many-body model and the mean-field approximation agree
in the limit of small initial pulse area (i.e., Bloch vector polar angle), but disagree for pulse areas
> π/2. This is an important confirmation of the dominance of many-body effects in this parameter
regime. (A, B) νZ = 80 kHz, νR = 450 Hz, and Ntot = 4000; (C, D) νZ = 65 kHz, νR = 370 Hz,
and Ntot = 4000; and (E, F) νZ = 80 kHz, νR = 450 Hz, and Ntot = 1000. Reproduced from [4].
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Eqn. 3.8 is known to produce squeezed and entangled states [99], the distribution of the spin noise

becomes a compelling measurement to probe many-body correlations beyond the mean field.

To minimize single particle dephasing effects (for example, arising from the distribution of site

occupancies), we add a spin-echo pulse to the Ramsey sequence. As a result, the sensitivity to low-

frequency laser noise is reduced at the expense of increased sensitivity to high-frequency laser noise.

With atoms initialized in |g〉, we follow the pulse sequence (Fig. 3.13) to manipulate and measure the

spin noise of the many-body state. For each value of the final rotation angle, representing a specific

quadrature in which we measure the spin noise, we repeatedly record 〈Ŝztot〉/Ntot via measurements

of the final atomic excitation fraction after the Ramsey sequence. From the data, we determine

σ2 ≡ 〈
(
Ŝztot

)2
〉/N2

tot − 〈Ŝztot〉2/N2
tot by analyzing the pair variance for successive measurement of

〈Ŝztot〉/Ntot. We note that the quantum limit of σ2 is important for defining the ultimate stability

of lattice clocks [1]. For an ideal coherent spin state of the entire ensemble, the standard quantum

limit (SQL) of σ2 is given by σ2
sql = p (1− p) /Ntot, where p is the probability of finding an atom

in the excited state, and can be estimated as p = 〈Ŝz〉/Ntot + 1/2.

We perform measurements for different Ntot and τdark, the total atom number and Ramsey

free evolution time, respectively, to probe the time evolution of the spin noise distribution. Long

π pulses are used to reduce the sensitivity to spurious high-frequency components of laser noise.

For Ntot = 1× 103, the quantum noise contribution to the spin noise is comparable to that of the

laser noise (Fig 3.13). However, with Ntot = 4 × 103, the laser noise is responsible for a larger

fraction of the noise in repeated measurements of 〈Ŝz〉.

There are qualitative differences between the low and high atom number cases; for example,

for Ntot = 4 × 103 with τdark = 20 ms and 40 ms, we observe a phase shift for the minimum

of the spin noise. To compare the predictions of the full many-body master equation with the

experiment, we add the effect of laser noise in quadrature with the calculated spin quantum noise.

In the absence of laser noise, the theory predicts a small degree of sub-SQL squeezing. This

effect is masked by laser noise in both the theoretical prediction for the total spin noise and in

our experimental observations, but gives rise to a shift of the spin noise minimum with respect
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Reproduced from [4].
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to measurement quadrature. We additionally treat the effects of interactions during the laser

pulses. The theory predicts the direction and magnitude of the phase shift of the noise minimum

in agreement with the experimental observations (Fig. 3.13), in addition to significantly enhanced

spin noise for rotations near ±90◦. Despite the presence of laser noise, the measurements of the

total spin noise are consistent with the many-body spin model.

3.10 Conclusions

In this chapter we introduced the theoretical model that serves as the basis for modeling our

open many-body quantum system. We showed how the extreme precision provided by our new

clock laser allowed us to confirm the validity of this model and the p-wave nature of interactions

by measuring the density-dependent frequency shift of the 87Sr clock transition under various

experimental conditions with Ramsey spectroscopy. We demonstrated the importance of the many-

body behavior of our system through the decay of contrast in Ramsey spectroscopy and found

evidence for interaction induced quantum correlations by examining the quadrature dependence

of noise. We also detailed the long road we took to reach these results, with several experimental

results that were originally explained in terms of only s-wave interactions. In the following chapter

we further expand upon these experimental investigations and the theoretical model used to describe

them by using different combinations of nuclear spin states to explore quantum magnetism in a

system with SU(N) symmetry.



Chapter 4

Exploring two-orbital SU(N) magnetism with 87Sr atoms

4.1 Introduction

Symmetries play a fundamental role in physical systems. A very prominent theme in recent

theoretical and experimental investigations is the role of SU(N) symmetry as the source of the

defining features of rich quantum systems. The archetypical example of this is how the SU(3)

symmetry of quantum chromodynamics governs the behavior of quarks and gluons. Generalizing

this symmetry to large N is expected to generate exotic many-body behaviors emerging from the

increased degeneracy and strict conservation laws. Alkaline-earth(-like) atoms prepared in the

two lowest electronic states (clock states with zero electronic angular momenta) are predicted to

exhibit nuclear spin (I) independent inter-atomic collisions, owing to strong decoupling between

the electronic-orbital and nuclear-spin degrees of freedom [100, 84]. This property directly leads

to a SU(N ≤ 2I + 1) symmetry for the interaction physics [101, 102, 103, 104]. This symmetry,

along with their use as ideal time keepers [2] and quantum information processors [105, 106, 107],

is responsible for alkaline earth atoms emerging as a unique platform for the investigation of high-

energy lattice gauge theories [108], for testing iconic orbital models used to describe transition metal

oxides, heavy fermion compounds, and spin liquid phases [109], and for the observation of exotic

topological phases [104, 110]. Progress towards these goals includes the production of quantum

degenerate gases for calcium [111] and all stable isotopes of strontium and ytterbium [112, 113],

the capability of imaging individual spin components via optical Stern-Gerlach methods [114], and

control of interactions with optical Feshbach resonances [112, 115, 116]. Furthermore, we have
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just described how many-body spin dynamics have been studied directly in our 87Sr system in the

previous chapter (also, see Ref. [4]).

However, thus far evidence for the existence of SU(N) symmetry in alkaline-earth(-like) atoms

has been indirect, including inference from suppressed nuclear spin-relaxation rates [114], reduced

temperatures in a Mott insulator for increased number of spin states [117], and the changing char-

acter of a strongly-interacting one-dimensional fermionic system as a function of N [118]. Moreover,

these observations are limited to the electronic ground state. The corresponding ground-state s-

wave scattering parameter, agg, has been determined from photo-association [119] and ro-vibrational

spectroscopy [120], but the excited state-related scattering parameters remain unknown.

In this chapter, we describe the first spectroscopic observation of SU(N) symmetric inter-

actions and two-orbital SU(N) magnetism in an ensemble of fermionic 87Sr atoms at µK temper-

atures. For this work, our 87Sr atoms confined in an array of two-dimensional (2D) disc-shaped,

state-insensitive optical traps created by a one-dimensional(1D) optical lattice (See Ch. 1 or Ref.

[25]). The axial (ẑ) trapping frequency ωz is ∼ 2π × 80 kHz and the radial (x̂ and ŷ) frequency

ωx = ωy ≡ ωr is ∼ 2π × 600 Hz. Axial and radial degrees of freedom are decoupled during the

initial lattice loading and cooling. Under typical temperatures (1 µK < Tr < 7 µK, Tz ∼ 2 µK),

atoms are cooled to the motional ground state along the ẑ direction. On the contrary, the radial

modes are thermally populated. The SU(N) symmetric spin degree of freedom is encoded in the

10 nuclear spin states with quantum number mi (Fig. 4.1A), and the pseudo-spin 1/2 orbital degree

of freedom in the two lowest electronic (clock) states 1S0 (|g〉) and 3P0 (|e〉). Under typical atomic

occupancies (≤ 20 atoms per disc), temperatures and trap volume (∝ Tr), the mean interaction

energy per particle is at least two orders of magnitude smaller than the single-particle vibrational

spacing along any direction. The unprecedented spectral resolution available with an ultra-stable

laser of 1×10−16 fractional frequency stability [1] enables us to accurately probe these interactions

while addressing individual nuclear spin levels.
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4.2 Expanding the spin model: an SU(N) symmetric spin-orbital Hamilto-

nian

Under our operating conditions the atomic interactions are insufficiently energetic to transfer

atoms between the initially populated, slightly anharmonic motional eigenmodes. To the first

order approximation, atoms remain frozen in these quantized motional levels and the quantum

dynamics takes place only in the internal degrees of freedom (spin and orbital angular momenta)

[4, 66, 67], in a way analogous to localized atoms in real-space lattice trapping potentials. This

approximation greatly simplifies the modeling of our system. Here, the large energy gap between

the interaction energy and the single-particle vibrational spacing, along with the anharmonicity

and non-separability of the optical trapping potential provided by the Gaussian laser beam profile,

lead to an energetic suppression of mode-changing collisions [66, 5]. Moreover, the s-wave and p-

wave (Fig. 4.1B) interactions, which are responsible for the dynamics, provide nonlocal interactions

when viewed within the energy-space lattice as they couple atoms without being overly sensitive to

the thermally populated motional levels. The decoupling between motional and internal degrees of

freedom combined with the sub-Hertz spectral resolution of the stable laser allows us to probe spin

lattice models with effective long-range couplings in a non-degenerate Fermi gas, as schematically

illustrated in Fig. 4.1C. This system thus paves the way for study of quantum orbital magnetism

beyond the ultra-cold regime.

Spin models with long-range interactions have been implemented in dipolar gases [121] or

trapped ionic systems [122], but our system is further enriched by SU(N) symmetry and holds

potential for addressing important open questions on many-body dynamics in spin-orbital models

[109, 123] under the co-presence of large degeneracy [124] and long-range interactions. By per-

forming Ramsey spectroscopy with various nuclear spin mixtures, we determine the nuclear spin

independence of the s-wave and p-wave interactions. Furthermore, we probe the non-equilibrium

dynamics of the orbital coherence, and the results are well reproduced by a two-orbital SU(N) spin

lattice model in quantized motional eigenenergy space.
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Figure 4.1: Diagram of the interacting spin lattice. (A) Energy levels for the two lowest elec-
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depicted by colors. This color scheme is used throughout the chapter to denote the interrogated
state. (B) Interactions between two fermionic atoms characterized by four s-wave (“a”) and four
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tional states (bottom labels), nuclear spins (left labels), and electronic orbitals (white arrows). (C)
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averages [66]. Colored circles show the possibility of preparing statistical mixtures of N nuclear
spin states. (Right panel) Illustration of a few occupied eigenmodes in our optical trap formed by
a Gaussian beam. Reproduced from [5].
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Interactions between two 87Sr atoms are governed by Fermi statistics that require overall

wavefunction anti-symmetrization under exchange in the motional, electronic, and nuclear spin

degrees of freedom (Fig. 4.1B). Consider a pair of interacting atoms (j and k) occupying two eigen-

modes of the trapping potential, nj and nk. Atoms in a nuclear spin symmetric state experience

s-wave interactions only if their electronic state is anti-symmetric: (|eg〉 − |ge〉)/
√

2. The elastic

scattering length characterizing these collisions is aeg− . Atoms collide via p-wave interactions in the

three possible electronically symmetric configurations {|gg〉 , |ee〉 , (|eg〉+ |ge〉)/
√

2}, corresponding

to the p-wave elastic scattering volumes b3gg, b
3
ee , and b3eg+ , respectively. In contrast, atoms in an

anti-symmetric nuclear spin configuration experience s-wave collisions in the three electronically

symmetric configurations, with the corresponding scattering lengths agg, aee , and aeg+ , respec-

tively. Accordingly, p-wave interactions occur in (|eg〉 − |ge〉)/
√

2, corresponding to the scattering

volume b3eg− . These eight parameters characterize elastic collisions at ultracold temperatures, and

SU(N) symmetry predicts them to be independent of the nuclear spin configuration.

The Hamiltonian that governs these interactions can be written in terms of orbital-spin 1/2

operators T̂ x,y,znj acting on the jth atoms electronic state, {|g〉,|e〉}, and in terms of nuclear-spin

permutation operators Ŝβα(nj), acting on the jth atoms nuclear spin levels, α, β ∈ {1, 2, ..., N} as:

Ĥ = (P̂+Ĥ+ + P̂−Ĥ−), and (4.1)

Ĥ± = J±nj ,nk
~Tnj · ~Tnk + χ±nj ,nk T̂

z
nj T̂

z
nk

+ C±nj ,nk

(
T̂ znj + T̂ znk

2

)
+K±nj ,nk Î. (4.2)

Here, Î is the identity matrix, P̂± =

[
Î±

∑
α,β Ŝ

α
β (j)Ŝβα(k)

]
2 are nuclear spin projector operators

into the symmetric triplets (+) and anti-symmetric singlet (−) nuclear spin states, respectively.

Eq. 4.2 states that if the nuclear spin of the atoms is in (+) or (−), then they interact according

to Ĥ+ or Ĥ−, respectively. The coupling constants J±nj ,nk , χ±nj ,nk , C±nj ,nk , and K±nj ,nk depend on

the interaction matrix elements Uηnj ,nk and V η
nj ,nk , which are determined from the fundamental

scattering parameters, aη and bη, η ∈ {ee, gg, eg+ and eg−}, and the wavefunction overlap of the

j and kth atoms radial vibrational modes (See Appendix B) in the 2D traps. The Hamiltonian

commutes with all the SU(N) generators, Ŝβα(j), and is thus invariant under transformations from
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the SU(N) group (i.e., SU(N) symmetric). This implies that the number of atoms in each of the

nuclear spin sublevels is conserved. Here, N is chosen by the initial state preparation of the nuclear

spin distribution and can vary from 1 to 10 in 87Sr (I = 9/2). In this experiment we control N via

optical pumping through another electronic state. It is useful to note that in the previous chapter,

the orbital-spin 1/2 operators were represented by the character “S” while in this chapter, they are

represented by “T” and “S” is reserved for the nuclear-spin permutation operators.

In addition to elastic interactions, 87Sr atoms also exhibit inelastic collisions. Among those

however, only two-body |e〉-|e〉 loss has been observed [46]; we denote these two inelastic scattering

lengths as γee and βee for s-wave and p-wave, respectively. We set other inelastic parameters to

zero based on their negligible contributions in measurements [46].

4.3 Confirming SU(10) symmetry with density-dependent frequency shifts

in nuclear-spin mixtures

We first test SU(N) symmetry in a two-orbital system by measuring the density-dependent

frequency shift of the clock transition under various nuclear-spin population distributions. We

use a Ramsey sequence to measure interactions [4] under an external magnetic field that produces

Zeeman splittings much larger than the interaction energy. As shown in Fig. 4.2A, the sequence

starts with all atoms in |g〉. Only atoms in a particular nuclear spin state are coherently excited

and interrogated, while atoms in other states (spectators) remain in |g〉. We denote NI tot the

number of interrogated atoms, NS tot the number of spectator atoms, and define a population ratio

f = NS tot/NI tot and the interrogated fraction xI = NI tot/(NI tot + NS tot). We control orbital

excitation, pe, by varying the initial pulse area, θ1, where 0 < θ1 < π. After a free evolution time,

τFree = 80 ms, a second pulse of area π/2 is applied for subsequent readout of the electronic orbital

distributions. The resonance frequency shift is recorded as a function of the atomic number in the

trap, which can be varied in a controlled manner. We operate with highly homogeneous atom-laser

coupling such that the orbital excitation is the same for all interrogated atoms. Consequently, in

a fully spin-polarized sample, the s-wave interactions are suppressed and the p-wave interactions
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dominate the free evolution dynamics [4].

In Fig. 4.2B, we compare the fully spin-polarized case (mI = +9/2) against three other

scenarios with different spin mixtures under Tr = 6− 7 µK. The observed density shifts as a linear

function of pe, when scaled to the same number of interrogated atoms (NI tot = 4000), show three

features: (i) the linear slope, l, depends only on NI tot, (ii) the offset with respect to the polarized

case linearly increases with f , and (iii) both l and the offset are independent of how the atoms

are distributed in the nuclear spin levels. The last point is verified, for example, by measuring the

same shifts when interrogating 29% of the total population in either +9/2 or +7/2.

To determine the temperature dependence for the density shift and for additional confirmation

of the observed nuclear spin independence, we interrogate other nuclear spin states, −9/2 or −3/2,

at a lower Tr ∼ 2 µK, when the distribution across all spin states is nearly even (Fig. 4.2C). The

measured density shifts scaled to NI tot = 4000 are again similar to each other, providing further

direct experimental evidences for SU(N = 10) symmetry. At this lower Tr, while the slope still

depends only on NI tot, there is a smaller offset of the density shift relative to the polarized case

when xI varies. To quantify the Tr dependence, we plot together all measured ratios, l/l0, with

l0 the linear slope for the polarized case. We see that (iv) the ratios collapse into a single value

independently of f and Tr for fixed NI tot, yielding l/l0 = 1.00±0.03 (Fig. 4.2D). This result agrees

well with the SU(N)-predicted ratio of unity and verifies this symmetry to the 3% level. Further

reduction in our experimental uncertainty can be achieved by enhancing the measurement precision

with improved laser stability. We observe that l decreases only by 10% when Tr is raised from 2

µK to 6 µK, verifying its insensitivity to Tr.

We emphasize that the test of SU(N) symmetry (at the 3% level) is based directly on the

measured interactions that are independent of nuclear spin configurations, and it does not require

accurate knowledge of some common-mode system calibrations. For quantum simulations of SU(N)

physics, it is important to precisely test this symmetry to a level much below all relevant energy

scales. While our measurement uncertainty (3%) has not reached the ultimate theoretical prediction

(0.1%) [103], it is already sufficient for realizing a SU(N)-symmetric, unity-filling spin lattice system.
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To demonstrate this point, we follow the analysis presented in Ref. [103]. SU(N) symmetry will

be intact if the important energy scales (Erel) are substantially greater than the relevant SU(N)-

breaking energy scale (∆Erel): ∆Erel/Erel � 1. We consider the implication of our measurement

precision for two experimental cases of quantum simulation.

The SU(N)-breaking energy scale for spin models with one atom per site is ∆Erel = ∆(J2/U) =

(J/U)2U , with U being the on-site interaction energy, J the tunneling energy, and Erel = J2/U

the super-exchange energy, the key energy scale that controls the spin model spectrum. In this

case, the condition for the physics to be unaffected by SU(N) breaking, ∆Erel = Erel � 1, reduces

to ∆U/U � 1. This is already satisfied under our current 3% measurement precision. In more

contemporary lattice experiments such as in Ref. [117], the typical achieved thermal energy scale,

kBT , is in the range of J � kBT � U , and the experiments are limited to mainly access the Mott

insulator physics. In this scenario, the relevant energy scale is Erel = U , and the criterion to probe

SU(N) symmetry of atomic interaction is ∆Erel/Erel = ∆U/U � 1, which is also satisfied with our

current precision.

We also determine the excitation fraction where the shift is zero for a spin mixture, p∗e, and

compare it to that of a polarized sample, p∗e0 (gray bands, Fig. 4.2C), under various interrogated

spin states (colors in Fig. 4.2E). The difference shows the following features: (v) it collapses onto

a single line (for a given Tr of either 2.3 or 6.5 µK) as a function of f , which provides a further

evidence for spin-independence of the interactions; (vi) at NS tot = 0 (fully polarized), the two lines

cross each other at the origin, as expected from the Tr-insensitivity of the p-wave interactions. The

proportionality constant of (p∗e0 − p∗e) to f is finite for 6.5 µK (lower line), and decreases to almost

zero for Tr ∼ 2.3 µK (upper line). This near zero proportionality constant for Tr ∼ 2.3 µK indicates

an accidental cancellation of the spectators’ s- and p-wave interaction effects at this temperature.
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4.4 Experiment-theory agreement and determination of the scattering pa-

rameters

In the presence of a large external magnetic field that produces differential Zeeman splittings

much larger than the interaction energy, those terms in the Hamiltonian that exchange the pop-

ulation between the occupied spin-orbital levels are energetically suppressed and the populations

of different spin-orbital levels are conserved. Hence, the Hamiltonian is dominated by Ising-type

interactions that preserve the spin-orbital population. In this regime the many-body dynamics for

a single trap with N atoms can be captured under a collective approximation that replaces the cou-

pling constants with their corresponding thermal averages, Onj ,nk
→ O± [66]. For the experimental

relevant case where only NI atoms in spin mI are interrogated and where NS atoms in the other

spin components remain in |g〉, the effective many-body Hamiltonian during τFree simplifies sub-

stantially. It consists of two parts, ĤI+ĤS . The first part, ĤI = χ+(T̂z)2+C+T̂zNI , describes the

p-wave interactions between the interrogated atoms [4, 66], where T̂α=x,y,z =
∑N

j ŜmImI (nj)T̂
α
nj are

collective orbital operators acting on the NI interrogated atoms. The density shift induced by these

interactions, ∆νI = NI(C+ − cos θ1χ+), with χ+ =
[b3ee−b3gg]

2 〈P 〉Tr and C+ =

[
b3ee+b

3
gg−2b3

eg+

]
2 〈P 〉Tr ,

depends linearly on the number of excited atoms NIpe. Here 〈PTr〉 corresponds to the thermal

average of the p-wave mode overlap coefficients. Assuming a Boltzmann distribution of initially

populated radial motional modes, we have that 〈PTr〉 is insensitive to TR [4, 66]. For a spin

polarized sample, the observed density shifts are well reproduced by theory (solid black lines

in Figs. 4.2B and 4.2C) based on the same p-wave parameters as determined in Ref. [4]. The

second part, ĤS = NSΛT̂z, describes the interactions between the interrogated and spectator

atoms with both p- and s-wave contributions. The related density shift is ∆νS = ΛNS , with

Λ = C++C−−J+−J−−χ+−χ−
2 =

(aeg++aeg−−2agg)

4 〈STr〉 +
(b3
eg+

+b3
eg−
−2b3gg)

4 〈PTr〉. The s-wave thermal

average, 〈STr〉 , decreases with Tr as 〈STr〉 ∝ (Tr)
−1.

This model fully reproduces the experimental observations as summarized in points (i− vi)

stated in Section 4.3 and shown in Fig. 4.2. To quantitatively compare with the experiment,
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we perform a Poissonian average of the atom number across the array of 2D traps and use the

average excitation fraction to account for the two-body |e〉 − |e〉 losses [4, 46] during τFree. The

capability of the SU(N) spin lattice model to reproduce the experimental observations also enables

us to determine the remaining s- and p-wave scattering parameters. For each of the four channels,

η ∈ {ee, gg, eg+, eg−}, the s-wave and p-wave complex scattering parameters, Aη = aη − iγeta and

B3
η = b3η − iβeta3, are predicted to relate to each other through the characteristic length, aη =

2π
Γ(1/4)2

[
2µC6(η)

~2

]1/4
, of the van der Waals potential, where µ is the reduced mass and Γ(1/4) ≈ 3.626

[91]. This relationship is given by [91]

Aη
aη

= 1 +

(
Bη
aη

)3
[(

Bη
aη

)3
]−1

. (4.3)

Luckily, the experts in ab initio configuration interaction calculations combined with the coupled-

cluster all-order approach [125, 126, 127] are able to calculate C6 coefficients at the few percent

level for all channels. They find that C6(gg) = 3107(30) a.u., C6(ee) = 5360(200) a.u., and

C6(eg+) = C6(eg−) ≡ C6(eg) = 3880(80) a.u., where 1 a.u. = 1Eha
6
0 with Eh being the Hartree

energy and a0 the Bohr radius [5].

Thus, after determining aη using the van der Waals C6 coefficients, only four elastic scattering

parameters remain independent. Among those, agg, bee, and beg+ (and thus their respective p- or

s-wave counterparts) are known [4], leaving only one unknown parameter associated with the eg−

channel. Using the theoretical predictions and a single parameter to fit the data in Fig. 4.2E,

we extract aeg− and beg− . Specifically, from the slope and zero-point crossing of the density shift

in a polarized sample we determine [(beg+)3 − (bgg)
3]〈P 〉Tr = −1.65s−1 and [(bee)

3 − (bgg)
3] =

0.4[(beg+)3 − (bgg)
3]. For our trapping conditions we estimate a3

0〈P 〉Tr = (3.35 ± 1)10−7s−1 and

a0〈S〉Tr = (0.08 ± 0.02)(1µK)/[Tr(µK)]s−1. Those measurements, supplemented by excited state

loss measurements [46], allow us to determine the following interaction parameters: beg+ ≈ (−169±

23)a0, bee ≈ (−119 ± 18)a0 and βee ≈ (121 ± 13)a0.a Using Eq. 4.3 we can determine the

corresponding s-wave parameters: aeg+ ≈ (169 ± 8)a0, aee ≈ (176 ± 11)a0 and γee ≈ (46+19
−32)a0.b

a βee determined exclusively from this work is in agreement with [46] and both numbers are used to determine
the number reported here.



89

1.0 0.5 0.0 0.5 1.0 1.5
2

1

0

1

2

beg
 beg

 3

p*  - 
p*

e0
e

Figure 4.3: Fitting scattering parameters from the density shift data. The figure shows the
theoretical predictions of the offset of zero-shift excitation fraction p∗e0 − p∗e in a 13% spin mixture
under two temperatures: 2.3(2) µK (blue line) and 6.5(4) µK (purple line) [computed using the
expressions for ∆νI and ∆νS ] vs (beg−/beg+)3. The shadowed regions correspond to the values of
p∗e0−p∗e that lie within the experimental error bars for the corresponding temperatures. Reproduced
from [5].

Finally, from the density shift measurements in the presence of spectator atoms we determine

|beg− | < 60a0 (best fit at −42a0), and aeg− ≈ (68± 22)a0. The large variation of beg− comes from

the fact that the value that best fits the experimental parameters is in a region where it changes

sign as shown in Fig. 4.3. Table 4.1 lists all the scattering parameters determined from the prior

and current measurements.

b We determination γee from βee as reported here and Eqn. 4.3. This disagrees with [46] at the 1σ level where σ
is the standard error resulting from the analytic relationship. The lower bound for the uncertainty of our analytically
determined γee has been increased to restore agreement below 1σ.
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Table 4.1: s- and p-wave scattering lengths in units of the Bohr radius (a0). Reproduced from [5].

Channel s-wave p-wave Determination method

gg 96.2(1) 74.6(4)

[s-wave] Two-photon photo-associative spec-
troscopy [119] and ro-vibrational spectroscopy
[120], [p-wave] Analytic relation between s- and
p-wave [91]

eg+ 169(8) -169(23)
[s-wave] Analytic relation [91], [p-wave] Density
shift in a polarized sample [4]

eg− 68(22) −42+103
−22

[s-wave] Density shift in a spin mixtrue at dif-
ferent temperatures (this work)[5], [p-wave] An-
alytic relation [91]

ee (elastic) 176(11) -119(18)
[s-wave] Analytic relation [91], [p-wave] Density
shift in a polarized sample [4]

ee (inelastic) 46+19
−32 121(13)

Two-body loss measurements [46] and analytic
relation [91]

4.5 Coherent dynamic spectroscopy

We perform coherent dynamic spectroscopy to explore the development of many-body cor-

relations, in the combined orbital and nuclear spin degrees of freedom, generated by the p-wave

and s-wave interactions. This allows us to further validate the SU(N) spin-orbital model (Eq. 4.2)

as a description for our system. The many-body correlations that build up during the free evolu-

tion manifest as a decay of the |e〉 − |g〉 orbital coherence in the form of Ramsey fringe contrast

C(τFree) = 2/NI
√
〈T̂ytot〉2 + 〈T̂xtot〉2 that we measure as a function of τFree. Here T̂x,ytot is the sum of

T̂x,y over the 2D traps. We extract a normalized C by comparing the high-atom-number raw con-

trast against that of the low-atom-number. This normalization removes single-particle decoherence

effects. The decay of C during the free-evolution period has been shown to be a particularly suitable

observable for characterizing the role of interactions during the dynamics [128]. For example, con-

trast measurements in an array of polar molecules pinned in a 3D lattice provided clear signatures

of dipolar interactions and their description in terms of a spin exchange model [121, 129].

In the presence of a large magnetic field, the decay of C has two sources. The first arises from

within the interrogated atoms: p-wave elastic interactions, two-body |e〉 − |e〉 losses, higher-order

interaction-induced mode-changing processes, as well as dephasing induced by the variation of atom
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number across all occupied trap sites. These p-wave effects are taken into account in our theory

using the same p-wave parameters determined in Ref. [4]. These parameters are reconfirmed with

our density shift measurements here (Fig. 4.2). The second source comes from spectators, which

act on the interrogated atoms at a given site as an inhomogeneous and density-dependent effective

magnetic field along ẑ, with both s-and p-wave contributions. The effective magnetic field is static if

the atoms are frozen in their motional states, but can vary with time in the presence of higher-order

mode-changing processes. For our 2D geometry, p-wave interactions play a dominant role at high

Tr = 5 − 6 µK, while s-wave interactions, which have stronger dependence on mode distribution,

becomes significant at lower Tr. We focus first on the nuclear spin-polarized case (Fig. 4.4) to

benchmark our model, and then use various population distributions among nuclear spin states to

investigate the interplay between orbital and spin degrees of freedom (Fig. 4.5).

4.6 Two-orbital dynamics in spin-polarized atoms

To understand in detail the orbital dynamics induced by p-wave interactions, we first study

a nuclear spin-polarized sample (xI = 100%) for Tr = 5 − 6 µK and θ1 = π/4, as displayed in

Fig. 4.4B. To separate the effects of dephasing and many-body correlation in the contrast decay,

we apply a π echo pulse in the middle of the Ramsey sequence (Fig. 4.4A, lower panel). The

π echo pulse modifies contrast decay dependent on θ1, due to enhanced |e〉 − |e〉 loss after the

echo pulse for θ1 < π/2 as well as θ1-dependent p-wave contributions to contrast decay. The θ1-

dependent contribution is generated by the term χ+(T̂z)2 in the Hamiltonian, and can lead to

many-body orbital correlations that are not removable by echo. The echo pulse helps to illuminate

these correlations because it removes θ1-independent contributions generated by the term C+T̂zNI ,

responsible for density-dependent dephasing between atoms distributed in different 2D traps, as

well as other θ1-independent technical noise.

As shown in Fig. 4.4B, under θ1 = π/4, the Ramsey contrast decays more slowly with an

echo pulse. This effect can be attributed to the suppressed dephasing from inhomogeneous atomic

densities across different 2D traps (θ1-independent contributions) and to the faster number loss with
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Figure 4.4: Evolution of orbital coherence in nuclear spin-polarized samples. (A) (Upper panel)
Ramsey sequence with varying θ1 and τFree; (Lower panel) sequence with an echo (π) pulse. The
group of circles illustrates the orbital configurations for interrogated atoms (black circles). (B and
C) Normalized Ramsey contrasts for θ1 = π/4, xI = 100%, under two different radial temperatures,
Tr = 5.4 µK and 2.6 µK, respectively. The contrast is normalized by comparing the high-atom-
number raw Ramsey fringe contrast, C (defined in the main text), against the low-atom-number raw
contrast. The high total atom numbers (measured at a very short free evolution time, τFree = 20
ms) are in the range of 2200 ∼ 3100 (day-to-day variation over four months). However, for each
specific case the data without and with echo were taken on the same day and their atom numbers
are matched to within 3 7%. These atom numbers are recorded and serve as inputs to our theory
calculation of Ramsey contrast decay. The filled symbols are for echo measurements and the empty
symbols without echo. The solid and dashed lines show theory calculations with echo and without
echo, respectively, using a two-orbital model with independently determined parameters (based
on measurements shown in Fig. 4.2 and previous studies, see Table 4.1). Under the conditions of
(B and C), the dominant source for contrast decay arises from p-wave interactions between the
interrogated atoms. (D) Effects of echo, characterized by the ratio of contrast with echo to that
without echo, for θ1 = π/4 (anti-diagonal ellipse and solid line), π/2 (horizontal ellipse and short
dashed line), and 3π/4 (diagonal ellipse and short dotted line), under xI = 100%. Reproduced
from [5].
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echo. In a polarized sample where p-wave interactions dominate, the contrast decay is expected to

be insensitive to Tr. This is confirmed with measurements performed at Tr = 2.6 µK (Fig. 4.4C)

that show similar decay behaviors to those at 5.4 µK (Fig. 4.4B). In addition, we find an excellent

agreement between the data and the theoretical model that uses temperature-insensitive p-wave

parameters. Figure 4.4D plots the ratio of contrasts with and without echo for different pulse areas

and illustrates both the roll of the echo pulse for θ1 = π/4, where it suppresses contrast decay, as

well as for θ1 = 3π/4, where the echo pulse enhances contrast decay. This enhancement derives

from the development of many-body orbital correlations for θ1 = 3π/4 [4] and the reduced |e〉− |e〉

loss after the echo. All measurements are well reproduced by theory.

4.7 Spin-orbital SU(N) dynamics in spin mixtures

To investigate the interplay between orbital and spin degrees of freedom, we perform similar

spectroscopic measurements in spin-mixed samples, as illustrated in Fig. 4.5A. We study the spin-

mixed cases at Tr = 5− 6 µK, with θ1 = π/4 and the interrogated fraction xI = 14% and 56%, as

labeled in Figs. 4.5B and 4.5C, respectively. In the presence of spectator atoms, the data show a

similar suppression of contrast decay with the addition of an echo pulse. Since p-wave interactions

between interrogated atoms are reduced as the interrogated fraction decreases, the overall contrast

decay becomes slower. Based on the determined scattering parameters, our model predicts that

spectator atoms cause almost negligible decoherence effects at this high TR = 5− 6 µK.

When we decrease Tr to ∼ 2 µK, the rise of s-wave contributions to contrast decay causes

significant decoherence due to the spectator atoms. Figure 4.5D illustrates the influence of spec-

tators for the xI = 14% case where contrast decay is faster than in Fig. 4.5B. The inclusion of

off-resonant mode-changing collisions as higher order corrections is required for temperatures below

5 µK to accurately reproduce the experimental observations. These mode-changing collisions can

be visualized as relocating pairs of atoms in the energy-space lattice shown in Fig. 4.1C, analo-

gous to interaction-induced tunneling processes in a real space lattice. The echo pulse suppresses

the part of contrast decay arising from mode-preserving collisions between spectators and interro-
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sequence with varying θ1 and τFree; (Right panel) sequence with an echo (π) pulse. The group
of circles illustrates the orbital configurations for interrogated atoms (black circles) and spectator
atoms (colored circles). (B and D) Normalized Ramsey contrast for θ1 = π/4, xI = (14 ± 2)%,
at Tr = 5.4 µK and 2.1 µK, respectively: measurements with echo (filled symbols) and without
echo (empty symbols). (C and E) Normalized contrast for θ1 = π/4, xI = (56 ± 6)%, at Tr = 5.0
µK and 1.6 µK, respectively. The solid and dashed lines show theory calculations with echo and
without echo, respectively, using a two-orbital model with independently determined parameters
(based on measurements shown in Fig. 4.2 and previous studies, see Table 4.1). In this model, the
spectators act as an effective inhomogeneous magnetic field causing dephasing to the interrogated
atoms. Without mode changing collisions the dephasing is static and removable by echo; with
mode changing collisions it is assumed and confirmed experimentally that echo does not remove
the time-dependent dephasing. The theory uses a single fitting parameter for the mode-changing
processes for all plots. Reproduced from [5].
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gated atoms, but it cannot reverse the decay due to mode-changing processes. In Fig. 4.5D, the

measured contrast decay with echo enables us to determine a single parameter characterizing the

mode-changing processes [5, 66].

For an additional, independent test of our model, we explore another spin mixture with

xI = 56% and Tr ∼ 2 µK, so that both the interrogated atoms and spectator atoms have important

contributions to the contrast decay. As shown in Fig. 4.5E, the data are well described by the

same theory model without any variation of the pre-determined parameters, demonstrating a firm

understanding of the system dynamics.

4.8 Looking for interaction-induced spin-orbital exchange

Spin-orbital exchange processes (Fig. 4.6A) are an intriguing feature of two-orbital mag-

netism, which are responsible for rich physics exhibited by transition metal oxides and heavy

fermion materials. In our system, the characteristic exchange energy, Jex, depends on aeg+ − aeg−

and b3eg+ − b3eg− . Under an external magnetic field B, those exchange processes can be sup-

pressed by the first-order Zeeman shift (of about -109 mI Hz/G) [100]. To probe possible ex-

change processes, we perform a Ramsey sequence with the first pulse π/2 and the second pulse

−π/2 both interrogating only the +9/2 state, while B is reduced to zero during τFree (Fig. 4.6A).

B is raised to a high value during the pulses to provide spectral separation for interrogating a

single nuclear spin component. Exchange processes which swap atoms between states such as

|mI,1 = 9/2, e〉 |mI,2 = 7/2, g〉 ↔ |mI,1 = 9/2, g〉 |mI,2 = 7/2, e〉, manifest as an increased final ex-

citation fraction after the second pulse in the low-B case.

Since single particle depolarization occurs when B is tuned to near zero due to spin pro-

cession along stray residual magnetic fields at the mGauss level, we perform the above described

measurements at both low- and high-atom-number and look for excess excitation in the high-

atom-number condition. This insures that the measured excess total excitation originates from

interaction-induced spin exchange. The data reported in Fig. 4.6B for both low and high B repre-

sent the difference in excitation between high-atom-number and low-atom-number conditions.
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Our measurements at low B, with τFree as long as 1 s, show no excess excitation compared to

the high-B reference case (Fig. 4.6B), indicating a very small Jex. Using the scattering parameters

obtained from the density shift measurements, we independently determine the mean exchange

energy per particle to be smaller than h × 0.35 Hz, for 2µK < Tr < 6K. This value is indeed too

small to generate measurable population transfer. Similar measurements performed for multiple

spin configurations all show population transfer consistent with zero, suggesting a spin-independent,

negligible Jex. For comparison, Fig. 4.6B shows the effect of exchange interaction if Jex is increased

tenfold. Enhanced spatial resolution and signal-to-noise for single-site detection of 10 atoms will

demonstrate the exchange dynamics more clearly (Fig. 4.6B inset). Spin-exchange could be observed

in our system at lower temperatures or even possibly if the initial excitation fraction is kept smaller

so that inelastic collisions are less important to the dynamics. Evidence for spin-exchange has been

reported in 173Yb trapped in a 3D optical lattice where interaction effects are on the kHz energy

scale [130, 131].

Experimental explorations of exotic SU(N) physics are still in their infancy. In the same

way that the extreme precision of our ultrastable laser allowed us to explore many-body effects in

Ch. 3 it has now enabled us to explore Ising orbital magnetism at relatively high temperatures.

Future investigations that employ greater control over atomic density and temperature, the applied

magnetic field, and lasers with greater stability will be able to engineer various spin-spin and spin-

orbital dynamics, giving experimental access to the full suite of rich behavior predicted in our

SU(N) symmetric Hamiltonian. While such advances will undoubtedly lead to ever more exotic

emergent many-body quantum physics at relatively high temperatures, future investigation in the

quantum gas regime could also study time-resolved dynamics in the SU(N) Kondo lattice and

Kugel-Khomskii models [103, 132, 133].
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Figure 4.6: Interaction-induced spin exchange. (A) Illustration of spin exchange processes. The
Ramsey sequence has θ1 = π/2 and a final −π/2 pulse, interrogating the +9/2 state and leaving
the rest as spectators. Exchange processes (wiggled arrows) are suppressed at high magnetic fields,
B, and resonant at B ∼ 0, causing an excess in total excitation fraction after the final pulse. (B)
Interaction-induced excitation fraction. Up to τFree = 1 s, no excess excitation fraction is observed
at low B (purple triangles), similar to the case at high B (black circles). Black dashed and purple
dotted lines show independent simulations based on the determined scattering parameters, while
the green short dashed line shows a simulation using 10 times larger Jex. Inset shows simulations
under the same conditions, but for a single pancake of 10 atoms (xI = 50%).



Chapter 5

Photon mediated collective effects is strontium: retarded dipolar coupling in

free space and future work in cQED

5.1 Introduction

In this chapter we describe both a simple experiment involving 88Sr atoms awaiting theoret-

ical rigor, along with the design and theoretical performance for a new strontium system awaiting

construction. They have been grouped together not solely for their incompleteness, rather, they

are related at their very core. Both experiments look to uncover a better understanding of the

interaction between light and atoms, although, they operate in very different regimes. The former

looks to explain the seemingly collective coupling between 88Sr in an optically dense sample that

expresses itself through broadening of atomic transitions. The latter is a newly designed optical

cavity that will be placed in our 87Sr system to achieve strong atom-cavity coupling. The goal for

this system is to explore collective effects in cavity quantum electrodynamic (cQED). While our

system will be of immediate utility to advancing clock performance via quantum non-demolition

measurement and spin-squeezing, this system could also lead to breakthroughs in quantum infor-

mation science and advance our understanding of many-body physics by investigating the exotic

quantum states that are achievable in cQED systems.

5.2 Collective effects in a freely expanding cloud of strontium atoms

This section will summarize the line broadening measurements we have made in a freely

expanding cloud of 88Sr atoms for the 1S0 to 1P1 and 1S0 to 3P1 transitions. The main goal of
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Figure 5.1: A schematic diagram of our detection scheme. Gravity is in the ẑ direction. The
probe light travels along the −x̂ direction for the blue and the x̂ direction for the red. For the blue
probe, no B-field is applied. For the red probe, a 2 Gauss field is applied in the ŷ direction to split
transitions to different mJ levels by ∼ 1 MHz. The polarization of the probe for this scheme is
linear and we take data with ŷ, ẑ, and diagonal polarization. The CCD views fluorescence from
along the x̂ direction and the PMT views fluorescence from nearly along the ẑ direction.

these measurements is to study this broadening mechanism in a single system for two very dif-

ferent regimes. Alkaline-earth(-like) atoms offer the unique opportunity to probe a single system

using ground state transitions of greatly varying linewidth. For the dipole allowed 1S0 to 1P1

(blue) transition, the natural linewidth is so broad (32 MHz in strontium) that it dominates all

motional, finite temperature, and background magnetic field effects. Therefore, broadening of the

natural linewidth at high optical depths/densities dominates the observed line shapes. In contrast,
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the relatively narrow 1S0 to 3P1 (red) transition (7.5 kHz in strontium) offers insight into how

these broadening mechanisms are modified by Doppler effects ( 10’s of kHz at µK temperatures).

Through independent measurements of the atom cloud temperature we are able to precisely deter-

mine broadening of the natural linewidth even when the Doppler effect plays a very significant role

in the observed linewidth.

5.2.1 Experimental Setup

After the atoms are cooled to between 1 and 2 µK in a magneto-optical trap (MOT), the

MOT light and magnetic field are extinguished and the atoms are allowed to freely expand and fall.

After a variable amount of time (1 to 25 ms), we interrogate the atoms with probe light resonant on

either the blue or red transition. Light is collected with either a photomultiplier tube (PMT) that

observes the cloud fluorescence nearly along the ẑ direction or a CCD camera that observes the

cloud fluorescence along the x̂ direction. Fig. 5.1 depicts this detection scheme. Additionally, the

CCD images the atom cloud with 20 µm resolution when the cloud is probed with the blue probe.

For each time-of-flight (ToF) time, we measure the standard deviation of the Gaussian cloud (cloud

radius) in the ẑ (σz) and ŷ (σy) directions. The radius along the x̂ direction (σx) should be equal

to σy based on the geometry of the MOT anti-Helmholtz coils.

We measure fluorescence versus detuning of the probe and fit the measured fluorescence

signals to a Lorentzian function for the blue transition (Fig. 5.2(a)) where the natural linewidth

(32 MHz) is much broader than Doppler broadening, or a Voigt profile for the red transition (Fig.

5.2(b)) when the Doppler FWHM (40 kHz) is over four times as large as the unbroadened Lorentzian

FWHM (7.5 KHz).

To know the true size of our atom cloud, we precisely calibrate our imaging system by tracking

the center of the atom cloud as a function of fall time. The atoms accelerate at 9.8 m/s2 and we

fit out the initial position and velocity of the atoms as well as the real size represented by one

pixel. The data and fit for one such calibration is shown in Fig. 5.3. The initial position of the

atoms remained constant to within a couple pixels across all data sets. The initial velocity in the
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Figure 5.2: Examples of fluorescence measurements using the blue and red probes with fluorescence
measured by the PMT. (a) For the blue probe, blue points correspond to 1 ms of ToF and a FWHM
of 53 MHz, the black points corespond to 25 ms of ToF and a FWHM of 33 MHz, and the solid
lines are fitted Lorentzian functions. (b) For the red probe, the black points are for 5 ms of ToF
and the Blue points are for 20 ms of ToF. The red transition data demonstrate a slight asymmetry
which is visible when compared with the fitted Voigt profiles (solid lines). The fit lines assume a
Doppler temperature of 1.3 µK.
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Figure 5.3: The measured vertical position of the cloud center versus time of flight. Used to
calibrate length correspondign to one CCD pixel in our atom cloud images.

horizontal direction (perpendicular to the CCD) remained below 1 mm/s while the initial velocity

in the vertical direction varied between 3 and 10 mm/s. In the images of our atom clouds, we find

that one CCD pixel corresponds to 20.3± 0.3 µm. This is consistent with previous measurements

[10] and the expected result from our imaging system.

In addition to knowing the size of the atom cloud, we must also know how many atoms it

contains. To accomplish this, we calibrate the signal from our PMT at a reference ToF to the true

number of atoms. We start by measuring the number of atoms in the blue MOT. We first measure

the lifetime of the MOT in the absence of re-pumping lasers to determine the intensity in all six

trapping beams, as detailed in [9]. From this intensity and the fluorescence collection geometry

we can deduce the atom number in the blue MOT. Next we measure the transfer efficiency to
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Figure 5.4: Two example measurements of cloud temperature. The plotted cloud radius versus
time is fit to the function described in the text to extract cloud temperature. After data set 1 the
power of the red MOT beams were adjusted to decrease the cloud temperature, resulting in a more
dense sample and greater broadening.

the broadband red MOT and also between the broadband red MOT and the atoms measured in

ToF. The two steps are necessary because of the vastly different sizes and scattering rates of atoms

in the blue MOT stage and in the ToF stage. We must also take care to measure the atoms

after a sufficient amount of ToF time so that density dependent effects do not alter the collected

fluorescence but not after so much time that the size of the atom cloud is comparable to the size

of the probe beam. We find that for a constant number of atoms, the fluorescence signal decreases

if the ToF is less than 5 ms, or greater than 15 ms due to the effects discussed above.

The temperature of the cloud is related to its velocity distribution by T = M
kB
σ2

vel where M

is the atomic mass and kB is the Boltzmann constant. We can fit the velocity distribution from

the measured cloud radius versus time. The two quantities are related by the equation, σ(t) =
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σ2

0 + t2 ∗ σ2
vel, where σ0 is the initial cloud radius. Fig. 5.4 shows two examples of the measured

cloud temperature in the vertical and horizontal dimensions before and after the power of the

MOT beams was adjusted to maximize broadening. After this adjustment, the cloud temperature

remained between 1.3 and 2.2 µK in both dimensions.

With the atom number and pixel size of our CCD camera both calibrated, we are able to

extract quantities such as the optical depth (OD) and density. The mean density of the atomic

cloud can be approximated by n = N
(2π)3/2∗σx∗σy∗σz

, where N is the number of atoms, and σi is the

cloud radius in the ith dimension (see Appendix A). The mean OD for resonant light is given by

b0 = 3∗N
2(k∗σ⊥)2 , where k is the wavenumber of the atomic transition and σ⊥ is the geometrical mean

of the cloud radii along directions perpendicular to the detection axis. For light collected with the

PMT we have σ⊥ = σy and for light collected with the CCD we have σ⊥ = (σyσz)
1/2.

5.2.2 A brief theory sketch

The light we detect originates from a cloud of N coupled dipoles being driven by an optical

field. This is a difficult problem even for a two level atom and this system has been the topic of

recent theoretical [134, 135] and experimental [136] investigations of collective effects. In this case,

an analytic expression for the OD dependent linewidth of scattered light has been derived: [135]

Γ = Γ0(1 + b0/12). (5.1)

At the heart of this broadening is retarded dipolar coupling between atoms. In the case of real

atomic transitions, the problem is further complicated by angular momentum since, the excited

states we probe have total electronic angular momentum J = 1, which provides three magnetic

sublevels to populate, each with their own unique polarization dependencies. Nevertheless, while

our more complicated situation is being set on solid theoretical ground, we can compare to the

two-level prediction to see how well it fairs. Additionally, the question of if this OD dependent

broadening is also accompanied by a frequency shift is a hotly debated topic. Cooperative Lamb

shifts have been measured in iron atoms implanted in a planer cavity [137] and rubidium atoms in
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Figure 5.5: Measured linewidths of the blue transition versus σ⊥. Blue points represent linewidths
measured by the PMT for ŷ polarized probe light. Purple points represent linewidths measured
by the CCD for the very same experimental cycles (simultaneous with blue data). Similarly, the
green point is the linewidth measured by the PMT for a ẑ polarized probe beam and the orange
point represents the simultaneously measured linewidth but from the view of the CCD. The red
line represent a fit to the ŷ polarized data of the form Γ = b ∗ ra + Γ0. Γ0 is held fixed to 32 MHz.
If Γ0, a, and b are all allowed to fit freely, the resulting numbers are unphysical (negative Γ0 and
|a| < 1). The black line represents a fit to Eqn. 5.1 where we let N fit freely to match the data.

a nano-thickness sapphire vapor cell [138], but never for atoms in free space, although theoretical

models have predicted a shift that is proportional to atomic density [139, 140].

5.2.3 Preliminary measurements of broadening

We first turn our attention to the blue transition. Fig. 5.5 summarizes our measurements

using a linearly polarized probe beam. We observe strong broadening in the PMT signal for probe

polarization along ŷ but no broadening when the probe is polarized along ẑ. With the CCD, we

observe strong broadening for both ŷ and ẑ polarized probe beams. Since the atom cloud starts
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Figure 5.6: The measured transition center versus the geometrical mean of cloud radii. Line centers
are derived from the Lorentzian fit. The experimental conditions here are the same as in Fig. 5.5.

with an asymmetric aspect ratio, linewidths measured in the PMT and CCD are quite different.

Yet, when the data are plotted versus σ⊥, the ŷ polarized probe data from both detectors seem to

lie on a single curve, supporting the OD dependence of the broadening. When we fit a power law

dependent broadening to the ŷ polarized data, letting only the amplitude and exponent fit freely,

we get that the fitted curve gives a σ−2
⊥ dependence. Using Eqn. 5.1 we fit out the atom number

of the cloud to be 2 × 107 atoms, which is within a factor of 2 of our estimated value, 1.4 × 107,

from the blue MOT population and transfer efficiencies.

We also look for frequency shifts of the transition center in this same data. Figure 5.6

shows the measured line centers versus the geometrical mean of the cloud radii. We see that

when cloud is small and dense, there appears to be a negative shift of the line center, except

for the measurement made by the PMT with a ẑ polarized probe beam where no broadening

was observed. Unfortunately, our data set is too small to draw any quantitative conclusions.
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Figure 5.7: A diagram of an alternate probing scheme used with a circularly polarized probe beam.
Here, the probe beam travels along the (x̂+ ŷ)/

√
2 direction.

Moreover, the frequencies are referenced to a strontium discharge based spectrometer which is

believed to demonstrate instabilities at the 1 MHz level. Additional data should illuminate the

density dependence of this shift in the near future.

We have taken a much more extensive set of data using a circularly (σ) polarized probe

beam traveling along a different path in the horizontal plane. Figure 5.7 demonstrates this alter-

nate probing scheme. Although theory comparisons will inevitably be more difficult in this more

complicated geometry, the large data set we have accumulated is illuminating.

If we look at the broadening in the fluorescence seen by the PMT and the CCD, we see that

while the two detectors show a similar trend versus σ⊥, there appears to be a static offset between

the linewidths measured with the two detectors. Figure 5.8 shows the linewidths measured with
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Figure 5.8: Measured linewidths versus σ⊥ using the alternate probing geometry shown in Fig. 5.7
and a σ polarized probe beam. Blue circles correspond to linewidths measured with the PMT while
purple squares correspond to measurements with the CCD.

the PMT and the CCD using this alternate probing scheme and a σ polarized probe. When we fit

the atom number to both data sets simultaneously using Eqn. 5.1, we get that the atom number

is 7 × 106, over a factor of 2 below the number fit from our linearly polarized probe scheme. It is

important to note that the calibrated fluorescence level from the PMT is very similar between the

linearly polarized probe data in Fig. 5.5 and the σ polarized probe data in Fig. 5.8, indicating that

the atom number did not actually change. In fact, both data sets were acquired on the same day

and under identical MOT loading conditions. Rather, it is likely that the broadening measured

with the σ polarized probe is weaker due to the geometry used or the probe polarization (or both).

We also measure the line centers of the σ polarized probe data. This data shows an opposite

trend as the linearly polarized probe data. As shown in Fig. 5.9(a), the line center shifts higher

when the cloud is smallest. This higher frequency at large density is common to the PMT and the
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Figure 5.9: (a) Measured line centers versus the mean cloud radius for blue transition fluorescence
as seen by the PMT and the CCD. (b) The difference between line centers measured by the two
detectors versus mean cloud radius.
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CCD and seems to remain constant until the mean cloud radius surpasses 250 µm. Once again we

must be careful to draw conclusions from this data because the shift is still on the same level as

fluctuations in our probe spectrometer. Figure 5.9(b) shows the difference between the linecenters

measured by the PMT and the CCD. This quantity is immune to fluctuations of our probe laser

spectrometer. The difference appears to start positive, decrease to zero, and become briefly negative

between cloud radii of 150 and 200 µm before settling to zero. It will be interesting to see if theory

reproduces this complicated behavior.

Moving to the red transition, we once again consider a linearly polarized probe beam traveling

along the −x̂ axis (Fig. 5.1). For this transition, we apply a 2 Gauss field in the ŷ direction to

separate the frequencies of the excited state magnetic sublevel transitions and only probe the field

insensitive mJ = 0 to mJ = 0 transition. We measure fluorescence versus detuning for three

different linear polarizations: along ŷ, along ẑ, and at 45◦ between these two axes (diagonal). For

the red transition, the spectrometer used to lock the probe laser is known to have a long term drift.

Moreover, motional effects contribute to the line center at the kHz level as well. Therefore, we do

not consider the line center for this transition. The CCD is also not sensitive enough to detect red

fluorescence so we only use the PMT. The broadening in this case is also complicated by Doppler

broadening of the transition. While the natural linewidth of the red transition is 7.5 kHz, Doppler

broadening at 1-2 µK is 30− 50 kHz. Therefore, we fit a Voigt profile to the measured line shapes.

We take two approaches to this fit.

In the first approach, we let the Lorentzian and Gaussian widths of the fit vary freely (Fig.

5.10). In this case, both the ŷ and ẑ polarized probe line shapes do not initially show broadening

of the fit Lorentzian linewith. While the ŷ polarized probe data demonstrates nearly the same

Lorentzian linewidth at all values of σ⊥, the ẑ polarized probe data shows a very quick increase in

the fitted Lorentzian linewidth which does not decrease as σ⊥ continues to increase. At values of

σ⊥ larger than ∼ 225 µm, the ẑ polarized probe data does not scatter enough light into the PMT

for detection, as one might expect from a simple dipole radiation pattern. The diagonally polarized

probe data demonstrates an initial broadening of the fitted Lorentzian linewidth which decreases
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Figure 5.10: For the red transition we plot the fitted Lorentzian and Gaussian FWHM versus σ⊥
for a Voigt profile where both linewidths are allowed to fit freely. Three probe beam polarizations
are measured: ŷ (green triangles), ẑ (blue circles) and at 45◦ between ŷ and ẑ (red squares).
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with increasing σ⊥ until σ⊥ ≈ 200 µm where the fitted linewidth is consistent with the ŷ polarized

probe data.

Surprisingly, the fitted Gaussian linewidths also demonstrate an σ⊥ dependence that is dif-

ferent from that of the fitted Lorentzian linewidths. Both the ẑ and ŷ polarized probe data demon-

strate a Gaussian linewidth that decreases with increasing σ⊥, although the ẑ polarized probe data

decreases much faster. The diagonally polarized probe data demonstrate a nearly constant fitted

Gaussian linewidth which is consistent with the ∼ 1 µK temperature of the atoms and is consistent

with the ŷ polarized probe data at larger values of σ⊥. Unfortunately, we observe a slight asymme-

try in the measured line shapes (see Fig. 5.2(b)) that could systematically effect the fitted widths.

In the future, a more simple scheme for applying our bias field in the ŷ direction may eliminate

this asymmetry if it is due to magnetic field misalignment. This scheme was successfully used in

[141] to observe density dependent broadening without asymmetric line shapes.

With the asymmetry in mind, we can fix the Gaussian linewidth to be consistent with the

1.3 µK temperature that was measured for this data conditiona . Figure 5.11 shows the fitted

Lorentzian linewidths versus σ⊥ for the three probe polarizations when the Gaussian linewidth is

held fixed. In this case, the data show a consistent trend of decreasing linewidth with increasing

σ⊥. The three probe polarizations differentiate themselves by the rate at which the fitted linewidth

decreases with the ẑ polarized probe data decreasing the fastest and the ŷ polarized probe data

decreasing the slowest. This could be explained by a polarization independent, density-dependent

broadening that dies out more quickly (∝ (σxσyσz)
−1) than the cooperative broadening (∝ σ−2

⊥ ).

Since we showed the cooperative broadening did not affect the linewidth for a ẑ polarized probe

in the blue transition, this would explain why broadening persists longer in the ŷ polarized probe

data which does experience cooperative broadening.

a It should be noted that later measurements of the temperature under identical conditions gave temperatures of
about 2 µK, however, this temperature leads to fitted Lorentzian linewidths that are negative.
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Figure 5.11: For the red transition we plot the fitted Lorentzian FWHM versus σ⊥ for a Voigt
profile where the Gaussian FWHM is held constant to 38kHz, corresponding to 1.3uK. Three probe
beam polarizations are measured: ŷ (green triangles), ẑ (blue circles) and at 45◦ between ŷ and ẑ
(red squares).

5.2.4 Conclusions for broadening in free atoms

Motivated by a previous observation of anomalously large natural linewidth broadening in the

red transition [141], our experimental investigation aims to uncover the physical mechanism of this

broadening. Our measurements of the blue and red transition have demonstrated that collective

dipolar coupling is definitely contributing to the linewidth broadening because the effect scales

with the transition linewidth and demonstrates a dependence on the optical depth of the atoms.

Our current study provides unique insight into collective radiative coupling because we provide a

very clean investigation of the underlying physical mechanism in the blue transition where collective

effects dominate. Complimentary to this simple case, we can also provide measurements of collective

broadening in the red transition where complications such as motional effects play a significant role
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in the observed fluorescence features. In alkali atoms is is much more difficult to disentangle these

effects since they have similar contributions to the observed fluorescence features. The theoretical

model that is being developed to explain our measurements could also provide insights into other

collective dipolar systems such as Rydberg gases.

5.3 Strong Coupling to an optical cavity: future experiments with strontium

Ensembles of atoms coupled to optical cavity modes have the potential to demonstrate sig-

nificant advances in precision measurement science via quantum non-demolition measurements

[142, 143, 144, 145] and spin-squeezing [146, 147, 148, 143, 144, 149, 150, 151]. Furthermore, the

non-classical states that are achievable in these systems could also lead to breakthroughs in quan-

tum information and many-body physics [152, 153, 154, 155, 156, 157, 158, 159]. Experimental

implementations of atom-cavity coupling have mostly been limited to alkali atoms. Although these

atoms are extensively used in cold-atom-based sensors [160, 161, 162] and clocks [163, 24, 164],

which could undoubtedly benefit from the increased spectroscopic sensitivity enabled by strong

cavity coupling, alkaline-earth(-like) atoms, owing to their unique properties, are beginning to pro-

duce significant measurement improvements over their alkali counterparts. For example, while Cs

based clocks have achieved 10−16 fractional systematic uncertainty and 10−13 fractional stability at

1 s, 87Sr optical lattice clocks have achieved a fractional systematic uncertainty of 6×10−18 [2] and

a fractional 1 s stability of 3×10−16 [1, 30]. Similarly, alkaline-earth(-like) atoms have also enabled

a novel approach to studying many-body physics [4] and quantum magnetism [130, 5] and there are

also multiple proposals to leverage the unique properties of these atoms for quantum computing

and simulation [105, 103].

It is only natural, therefore, that we should aim to explore cavity quantum electrodynamics

(cQED) with strontium atoms. This section will describe the experimental system we have designed

for this purpose and calculate the expected performance of this system based on a simple model

for coupling an atomic ensemble to an optical cavity [142].
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Figure 5.12: Drawing of the cavity mount to be used for strongly coupling strontium atoms to a
high finesse optical cavity.

5.3.1 System Design

The primary goal in the design of our cavity is to achieve strong coupling to strontium atoms

while not ruining the properties that make strontium so attractive for metrology. This presents a

unique engineering challenge owing to a combination of many factors. Looking back on Chapter.

1, we will walk through the various components that make up our clock experiment and explain

how the cavity spacer and mirrors that we plan to add to our experiment have been designed with

the clock in mind.

Arguably the most important feature for a cQED system is to actually locate atoms within



116

the cavity light field. Figure 5.12 shows the design of our cavity spacer. The oval shaped holes

allow the atom beam, slowing light, and horizontal MOT beams to enter into the center of the

spacer, where they intersect. The oval holes are roughly ∼ 0.5 in by 1 in to allow large blue MOT

beams to capture a large number of atoms. The top and bottom of the spacer also have large ∼ 1 in

openings for the vertical MOT beams. Once trapped and cooled to ∼ 1 µK, the atoms need to be

transfered into a magic wavelength optical lattice. To accommodate this, the cavity mirrors have

high reflectivity at 813 nm and should achieve a finesse of about 1000 at this wavelength. Since the

cavity coupling light will inevitably be at a different wavelength than the trapping light, the choice

to use the cavity mirrors for both strong coupling and trapping leads to trapping sites that are non-

commensurate with the cavity-coupling light field. Alternatively, one could interfere two trapping

laser beams at an angle θ such that λtrap/(2 sin[θ/2]) = λc (∼ 72◦ for = λc = 689 nm coupling

light), however, this adds complexity and alignment woes to an already complex experiment and

we decided to go with the simplest geometry for our experiment.

With the atoms safely trapped at the center of the cavity, we now must be able to precisely and

uniformly excite the clock transition at 698 nm. One inhibitor to achieving this is reflection from the

cavity mirrors that cause unwanted interference patterns in the clock laser beam. Unfortunately,

we will see in the following paragraph that the ideal atomic transition for cavity couping lies at

689 nm. Achieving high finesse at 689 nm and very low reflectivity at 698 nm is challenging for

even today’s most advanced coating technologies. The specifications for our cavity mirrors are for

a finesse of ∼100,000 at 689 nm and reflectivity below 5 % at 698 nm. To estimate how much this

will affect our measurements we calculate the worst-case variation in excited state fraction for 5%

mirror reflectivity at 698 nm and perfect mode matching into the cavity. In terms of peak mean

excitation fraction, this limits us to 94.2%, which doesn’t sound too disastrous. However, if we

consider the spread in excitation fraction for a π/2 pulse, As shown in Fig. 5.13, this results in

a 34% peak-to-peak variation in excited state fraction corresponding to a standard deviation of

12%. This magnitude corresponds to the quantum projection noise (QPN) for approximately 18

atoms which scales inversely with the square root of atom number (see Eqn. C.3). Thus, if we
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Figure 5.13: Calculation of variation in |e〉 excitation after |g〉 atoms are excited such that the
mean probability to be in |e〉 is 1/2 (π/2 pulse). The calculated variation is due to cavity mirror
reflectivity at 698 nm. We assume 5% reflectivity at 698 nm and perfect mode matching to the
cavity mode.

want to make use of a large number of atoms in our cavity, care should be taken so that clock laser

reflections from cavity mirrors do not make it back to the atoms. This could be achieved through

slight intentional misalignment and beam shaping.

Finally, we must choose the atomic transition used for strong atom-cavity coupling. Our goal

is to detect the population imbalance between ground, 1S0 F = 9/2 mF = ±9/2 (|g〉), and excited,

3P0 F = 9/2 mF = ±9/2 (|e〉), clock states. For this reason, a cycling transition from one of the

clock states is ideal because any non-cycling transition would disturb the very state we wish to

detect, causing decoherence. The only true cycling transition from either clock state is the |g〉 to

3P1 F = 11/2, mF = ±11/2 (|d〉) transition at 689 nm. Another option is to use the broad dipole

allowed |g〉 to 1P1 transition, however, this transition has a small leak to the 1D2 state. Moreover,
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Figure 5.14: Schematic diagrams (not to scale) for the relevant levels used in coupling atomic
ensembles to optical cavities. Fig. 5.14(a) shows a common scheme used for Rb atoms where an
optical cavity is tuned to the optical transition between |e〉 and |d〉. The coupling between the
cavity and the atomic ensemble is used to probe the population difference between |g〉 and |e〉,
which are separated by a microwave frequency. Fig. 5.14(b) shows the proposed cavity coupling
scheme for 87Sr. In this case, the clock states (|g〉 and |e〉) are separated by an optical frequency
and we probe the population difference between these states using a cavity tuned to the |g〉 to |d〉
transition, which is also at an optical frequency.

in addition to being a true cycling transition, the |g〉 to |d〉 transition has a natural linewidth of

2π × 7.5 kHz, which allows us to selectively couple to the different hyperfine levels within the 3P1

manifold using a high finesse cavity with narrow linewidth. Figure 5.14 contrasts the proposed

cavity-coupling scheme for 87Sr with a common scheme used in Rb.

5.3.2 Calculating the peak single atom vacuum Rabi frequency

Table 5.1 lists the various design parameters for our cavity system. These values, along with

the atomic properties of 87Sr , will determine the coupling strength between cavity and atoms.

Before going into detail about a model of the atom-cavity system, we can calculate the strength of

the coupling from the dipole interaction of an atom and the vacuum field of a cavity mode that is

tuned on resonance with the |g〉 to |d〉 transition. For an atom at the focus of the cavity mode and

in an anti-node of the cavity, we define a frequency g0, such that ~g0 is equal to the electric dipole
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interaction energy |µgdEvac|, where µgd = −e 〈g| x̂ |d〉 (in this instance e is the electron charge) is

the dipole matrix element of the |g〉 to |d〉 transition and Evac is the amplitude of the vacuum field

given by Evac =
(

~ωg,d
2ε0Vm

)1/2
, with Vm the volume of the cavity mode and ωg,d the |g〉 to |d〉 transition

frequency. The quantity 2g0 is known as the vacuum Rabi frequency. Putting together the above

relationships we get that g0 is given by

g0 =

(
µ2
gdωg,d

2ε0~Vm

)1/2

. (5.2)

For the TEM00 cavity mode, Vm = 1
4πw

2
0l where w0 is the mode waist and l is the cavity length.

Therefore, to calculate the coupling strength we now just need to calculate µgd. To accomplish

this, we follow the procedure in [165] to relate the dipole matrix element µgd = −e 〈g| x̂ |d〉 =

−〈F,mF | ex̂ |F ′,mF ′〉 to the reduced dipole matrix element, 〈J | |ex̂| |J ′〉 using the Wigner-Eckart

theorem and addition rules for angular momenta [166]. This relationship is given by

〈F,mF | ex̂ |F ′,mF ′〉 = (5.3)

〈J | |ex̂| |J ′〉 (−1)F
′+J+1+I

√
(2F ′ + 1)(2J + 1)

 J J ′ 1

F ′ F I


× (−1)F

′−1+mF
√

2F + 1

 F ′ 1 F

mF ′ q −mF

 .

Here, () signifies a Wigner 3-j symbol, {} signifies a Wigner 6-j symbol, and mF = mF ′ + q. We

can calculate the reduced matrix element 〈J | |ex̂| |J ′〉 from the linewidth of the |g〉 to |d〉 transition,

Γ, as follows: [167]

Γ =
ω3
g,d

3πε0~c3

2J + 1

2J ′ + 1

∣∣〈J | |ex̂| |J ′〉∣∣2 . (5.4)

Putting in all the numbers from our cavity design and the |g〉 to |d〉 transition we get that the peak

single atom vacuum Rabi frequency for our system is

2g0 = 2π × 19 kHz (5.5)
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Table 5.1: A table of design parameters for our optical cavity

Parameter Value

Cavity Length 5.16 cm

Free Spectral Range 2π× 2,900 MHz

Mirror Radius of Curvature 5 cm

Beam waist @ 689 74 µm

Cavity Finesse @ 689 nm 100,000

Cavity Linewidth @ 689 nm 2π × 29 kHz

Beam waist @ 813 nm 80 µm

Cavity Finesse @ 813 nm 1,000

5.3.3 Modeling the coupling between an atomic ensemble and an optical cavity

The most basic interaction between a cavity and an atomic ensemble is captured by the

Tavis-Cummings model [168], which describes N two-level atoms coupled to a single cavity mode

(this is the multi-atom extension of the Jaynes-Cummings model [169] for a single atom). Since

we are only interested in the atom-cavity coupling we can even ignore |e〉 and focus entirely on |g〉

and |d〉. Neglecting constant terms and using the rotating wave approximation, the Hamiltonian

for this model is given by

ĤTC = Ĥfield + Ĥatoms + Ĥint (5.6)

where

Ĥfield = ~ωcĉ†ĉ, Ĥatoms = ~ωg,dĴz/2, and Ĥint = ~g(Ĵ−ĉ
† + Ĵ+ĉ)

where Ĵα =
∑N

i σ̂iα with σ̂iz = |di〉 〈di| − |gi〉 〈gi|, σ̂i+ = |di〉 〈gi|, and σ̂i− = |gi〉 〈di|, ωc is the

cavity frequency and ĉ(†) is the photon annihilation(creation) operator for the cavity field. The

atomic population in the |α〉 state is given by the projection operator N̂α =
∑N

i |αi〉 〈αi| whose

expectation value is expressed as Nα. In the following section we will show how the effective single

atom vacuum Rabi frequency, 2g, and effective atom numbers Ng, Ne, and N = Ng + Ne can be

derived to account for the expected distribution of atoms within the cavity [146, 147, 149, 151].

For now, we can explore the behavior of this system in the limit where excitation to |d〉 is

small, meaning Nd/N � 1. Following the procedure of [142], in this limit we use the Holstein-
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Primakoff approximation [170] which replaces the collective spin operators with their approximate

representation in terms of creation and annihilation operators. To understand this approxima-

tion, let us define the operator N̂ ≡ J + Ĵz where J = (Ng + Nd)/2. The eigenvalue of N̂

for the state |J,mJ〉 is N = J + mJ . In this representation, |J,mJ = −J〉 corresponds to all

atoms in |g〉 and |J,mJ = J〉 corresponds to all atoms in |d〉. We can also represent the in-

cremental increase(decrease) in spin projection with creation(annihilation) of bosons such that

|J,mJ = n− J〉 → 1√
n!

(â†)n |0〉 and the number of bosons corresponds to the number of atoms

excited to |d〉. Then we get that N̂ = â†â, Ĵ+ =
√

2Jâ†
√

1− â†â
2J , and Ĵ− =

√
2J
√

1− â†â
2J â. For

small |d〉 excitation, we can approximate
√

1− â†â
2J ≈ 1 since 〈â†â/2J〉 = Nd/Ntot is small. Now we

get the approximations Ĵ+ ≈
√
Ngâ

† and Ĵ− ≈
√
Ngâ, where we have replaced Ng + Nd with Ng

since Nd is small.

Using this approximation, we can rewrite the Tavis-Cummings Hamiltonian in the frame

rotating at the |g〉 to |d〉 transition frequency as [142]

Ĥ = ~δcĉ†ĉ+ ~
√
Ngg0(âĉ† + â†ĉ), (5.7)

where δc = ωc − ωg,d. In the Heisenberg picture we get the coupled equations of motion

d〈ĉ〉
dt

= −iδc〈ĉ〉 − i
√
Ngg0〈â〉, (5.8)

d〈â〉
dt

= i
√
Ngg0〈ĉ〉 (5.9)

which give the eigenfrequencies of the system to be

ω± =
δc ±

√
δ2
c + Ω2

2
, (5.10)

where

Ω ≡
√
Ng2g0. (5.11)

This demonstrates how the presence of |g〉 atoms in the cavity splits the cavity resonance into two

resonances that are separated by
√
δ2
c + Ω2. Ω is referred to as the vacuum Rabi splitting since the

cavity resonances are split by Ω at zero detuning. Figure 5.15 shows the expected cavity resonance
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Figure 5.15: We plot the frequencies ω± in thick black lines for an effective atom number of
Ng = 1000 and a cavity finesse of 100,000. Frequencies are given in units of the cavity linewidth,
κ = 29kHz for this finesse. The dashed gray line represents the cavity resonance for an empty
cavity.

locations normalized to the cavity linewidth for a modest Ng of 1,000 and the predicted finesse of

100,000. The cavity linewidth is given by κ = πc
lF with c the speed of light and F the cavity finesse.

We see that for Ng = 1000, the resonances are split by ∼ 17κ. At Ng = 3 the resonances are split

by approximately κ.

5.3.4 Inhomogeneous cavity coupling: dealing with finite cloud size and non-

commensurate cavity-lattice fields.

The true number of trapped atoms, Ntot are distributed in a lattice that is non-commensurate

with the cavity field. Furthermore, the finite temperature of the atoms and the distribution of atoms

along the longitudinal axis of the cavity can also degrade cavity coupling. To account for this we
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follow the procedure in [146, 147, 149, 151] and define an effective cavity coupling strength, g, and

effective atom numbers N , Ng, and Ne such that the measured mean and variance of the cavity

splitting are consistent with a sample of N atoms, Ng of which are in |g〉, all with uniform coupling

strength g. Let’s consider all atoms initially prepared in (|e〉 + |g〉)/
√

2. Then we can relate the

true magnitude of the splitting to the splitting in terms of effective values as〈
Ntot∑
i=1

P̂g,i[2g(ri)]
2

〉
=
N

2
(2g)2. (5.12)

Here, P̂g,i = |gi〉 〈gi|, g(ri) is the cavity coupling at the position of the ith atom, ri, and we have

used that 〈N̂g〉 = N/2. Similarly, we relate the true variance of the splitting to the effective variance

such that 〈(
Ntot∑
i=1

Pg,i[2g(ri)]
2

)2〉
−
〈
Ntot∑
i=1

Pg,i[2g(ri)]
2

〉2

=
N

4
(2g)4, (5.13)

where we have used that ∆N2
g = N/4. The angled brackets here denote an expectation value for

P̂g,i as well as a density weighted average over g(r). To compute this average, we separate the

contribution from the sinusoidal variation of g(r) and the density n(r) along ẑ, such that

g(r) = gGauss(r)× sin(2πz/λc) where gGauss = g0
w0

w(z)
e
− (x2+y2)

w[z]2 . (5.14)

Here, w(z) = w0

√
1 + (z/zr)2 with zr = πw2

0/λc the Rayleigh range and w0 the beam waist of

the cavity field. For the density, we estimate the Gaussian radial standard deviation of the clouds

σx = σy from the atom temperature using a harmonic approximation for a trap site (see Appendix

A). We estimate the density variation across trap sites from the Gaussian standard deviation of

the red MOT, Lz. To account for the lattice spacing that is non-commensurate with the cavity

field we assume that the location of each trap site randomly samples the sinusoidal variation of the

cavity field. Putting this all together we get that the density weighted average of g(r)n is given by

〈g(r)n〉 =

∫ ∞
∞

dxdydzgGauss(x, y, z)
n 1√

2πσx
e
− x2

2σ2
x

1√
2πσy

e
− y2

2σ2
y

1√
2πLz

e
− z2

2L2
z ×
∫ 2π

0
dz sinn(z)/(2π).

(5.15)

Combining equations 5.12, 5.13, and 5.15 we get that

2g = 0.972×
√

3

2
2g0 = 2π × 16 kHz and N = 0.997× 2

3
Ntot, (5.16)
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Table 5.2: A table of predicted parameters for our cloud of ultracold 87Sr atoms

Parameter Value

Reference longitudinal trap frequency: ωz 2π × 100 kHz

Corresponding radial trap frequency: ωr 2π × 229 Hz
87Sr typical atom temperature: T 2 µK

Standard deviation of radial cloud length: σr 9 µm

Standard deviation of longitudinal length of a single trap: σz 26 nm

Standard deviation of longitudinal length across all traps: Lz 30 µm

where the factors 0.972 and 0.997 come from the radial extent of the atoms and longitudinal

extent of the atom distribution across lattices sites. The factors of
√

3/2 and 2/3 come from the

non-commensurate cavity and trap fields. The properties of the atomic cloud that were used to

compute these effective numbers are included in Table 5.2 and the relevant properties of the cavity

are listed in Table 5.1. Another important parameter for our system is the collective cooperativity.

The collective cooperativity is given by

NgC = Ng
g2

κΓ
. (5.17)

Using a conservative effective atom number of 1000, the predicted cavity finesse fo 105, and our

calculated value of g, we get that NC=1200. The collective cooperativity can be thought of as the

single pass optical depth of the atoms multiplied by the number of passes the light makes through

the cloud.

5.3.5 A simple estimation of spin-squeezing

To estimate the performance of this cavity system we make a simple prediction for the

spectroscopic enhancement ξ, that can be achieved by preparing a spin-squeezed state via non-

demolition measurements. The enhancement is defined by

ξ =

(
∆Jz

∆Jz,CSS

)−2

C̃, (5.18)

where C̃ is the ratio of the contrast of the prepared state relative to the initial contrast, ∆Jz is the

actual standard deviation of Jz for the prepared state, and ∆Jz,CSS is the standard deviation of Jz
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for a coherent spin state with N atoms, |ΨCSS〉 =
∑N

i=1(|gi〉 + |ei〉)/
√

2. By including cavity and

atomic dissipation through κ, the cavity linewidth, and Γ the linewidth of the |g〉 to |d〉 transition,

the treatment in [142] was able to make a simple prediction for the spectroscopic enhancement. In

the limit where one can neglect state changing transitions caused by the cavity light, the largest

possible ξ is determined entirely by the number of photons one must scatter into free space per

atom to achieve a projection limited measurement of the cavity splitting, mproj
s . For 87Sr , the limit

of no probe induced state changes is a good approximation since the cavity transition is cycling

and no transitions from |e〉 are close to 689 nm. In fact, the closest transition to one of the relevant

states is a 688 nm transition from |d〉 to the 3S1 state. Proceeding with the simple estimation of ξ,

we use that mproj
s is given by,

mproj
s =

1

4qNgC

(
κ′

κ

)2(
1 +

δ2
c

Ω2

)
Ω2

ω2
, (5.19)

where q is the total quantum efficiency of detecting a photon that decays from the cavity mode,

C = (2g)2/κγ is the single atom cooperativity, and κ′ =
κ+( Ω

2ω )
2
Γ

1+( Ω
2ω )

2 is the dressed cavity linewidth

with ω = ω± when |ω±| ≥ |ω∓|. The main result is that,

ξ =
ms

mproj
s

e−2ms , (5.20)

where ms is the actual number of photons scattered into free space per atom and the exponential

accounts for the reduction in contrast associated with scattering photons. The optimum value of

ms to maximize ξ is 1/2. In Fig. 5.16, we calculate the fundamental limit (quantum efficiency is

set to 1) to spectroscopic enhancement versus effective atom number for various values of finesse

and using the predicted cavity coupling, g.

It should be noted that this treatment relies on the assumption that Nd remains small, which

for large single particle cooperativity, C, may not be the case because this value compares the

vacuum Rabi frequency to the cavity and atomic linewidths. When C is large, either the field in

the cavity is large, (corresponding to κ � 2g), the coupling of the atoms to the cavity field is

stronger than the decay of |d〉 (corresponding to Γ� 2g), or both. This could result in a nontrivial
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Figure 5.16: Calculations of fundamental limits to spectroscopic enhancement versus effective atom
number for three example values of finesse. The red, purple, and blue lines correspond to a finesse
of 50,000, 5,000, and 500, respectively. These upper limits on spectroscopic enhancement assume
q = 1, δc = 0 (detuning the cavity far from resonance only slightly increases ξ for these values of
finesse), and use the predicted cavity coupling 2g = 2π× 16 kHz. The dashed black line represents
the Heisenberg limit.

population of atoms in |d〉. For our predicted finesse of 100,000, this treatment already fails and

predicts spectroscopic enhancement beyond the Heisenberg limit at large δc.

A more realistic prediction should take into account the major imperfections in our exper-

imental system that will result in reduced spectroscopic enhancement and the actual quantum

efficiency. One key example of this is two-body inelastic collisions in |e〉 [46], which we have ne-

glected here entirely. Furthermore, birefringence of the cavity mirrors could distort the circular

polarization needed to drive the cycling cavity transition. This could lead to cavity resonances for

different linear polarizations that are separated in frequency. In this case, we would need to drive a
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Figure 5.17: (a) a depiction of the clock network in which multiple clock satellites improve their
collective clock performance by sharing entangled states. (b) a diagram illustrating how a locally
entangled state can be spread to a nonlocal ensemble of atoms by creating an EPR pair and
distributing the pair atoms across the two ensembles, then using quantum teleportation to transport
the state of one of the entangled atoms to the nonlocal EPR pair atom. (c) a diagram depicting
the final entangled state after entangling operations are performed at the nonlocal node. Here, all
the atoms are part of the same GHZ state. To overcome noise from individual clock lasers, multiple
such GHZ states of variable size will be transported and interrogated as described in [171].

π transition (mF = 9/2 to mF ′ = 9/2) that would allow for the potential for probe-induced nuclear

spin decoherence.
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5.4 Outlook

Certainly, this will be a challenging experiment to execute. The technical challenges as-

sociated with cavity mirror reflectivity at 698 nm and birefringence may be difficult hurdles to

overcome. However, the potential to take the spectroscopic gains of spin squeezed states that have

already been demonstrated in alkali atoms and apply them to the best clock in the world [2] is

an alluring opportunity. This work is also just the first step in creating an ensemble of entangled

atoms in a neutral atom based optical clock. Future systems could use optical cavities to create

more exotic entangled quantum states to further improve clock performance or to spread entan-

glement across multiple clocks as we proposed in [171, 172]. In these works we outline a scheme

for spreading entanglement between multiple independently operating clocks to use their resources

most efficiently. Figure 5.17 demonstrates the general idea of this theoretical proposal which could

be implemented in a network of satellites containing optical clocks (Fig. 5.17a). The proposal

demonstrated that by spreading Greenberger-Horne-Zeilinger (GHZ) states across multiple clocks

(Fig. 5.17b), the resulting entangled states (Fig. 5.17c) could provide stability approaching the

Heisenberg limit. For neutral atoms, it may be plausible to spread entanglement locally by locating

atoms in a high finesse cavity and performing quantum non-demolition measurements such as what

we are proposing for our future experiment. While such a “quantum network of clocks” is still a

long way off, it becomes more and more feasible every day with the exciting work being performed

in the field of quantum information science and soon, our very own 87Sr clock.
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with reduced quantum uncertainty,” Phys. Rev. Lett. 104, 073604 (2010).

[152] A. T. Black, J. K. Thompson, and V. Vuletić, “On-demand superradiant conversion of quan-
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[172] E. M. Kessler, P. Kómár, M. Bishof, L. Jiang, A. S. Sørensen, J. Ye, and M. D. Lukin,
“Heisenberg-limited atom clocks based on entangled qubits,” Phys. Rev. Lett. 112, 190403
(2014).



Appendix A

Estimating the physical extent of our lattice trapped atoms

This appendix is based on a set of notes created by Pascal Naidon for the JILA strontium

experiment in December of 2005. Here we approximate the size of our atoms clouds that are

trapped in various trap sites along a one-dimensional (1D) lattice potential. The lattice is created

from the standing wave interference pattern created by a retro-reflected Gaussian laser beam and

the atoms are located at the focus. Since the extend of the atoms along direction of the trapping

laser, determined by the Gaussian standard deviation of the magneto-optical trap cloud of 30 µm,

is small compared to the Rayleigh range of a few millimeters, we neglect the variation in beam

waste and describe the trapping potential as

V (x, y, z) = −V0 cos2

(
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λ

)
exp

(
−2

x2 + y2

w2

)
, (A.1)

where λ is the wavelength of the trap laser and w is its beam waist. Around the minimum of the

nth trap site, we can approximate the potential as

V (x, y, z) ≈ −V0 + V0
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(A.2)

where the trap frequencies are defined by Ωx = Ωy = 1
w

√
4V0
m and Ωz = 2π

λ

√
2V0
m . The atoms

therefore can be treated as three-dimensional harmonic oscillators, for which the eigenstates are

known in terms of Hermite polynomials.
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Assuming a Boltzmann thermal distribution of these eigenstates, the density profile is Gaus-

sian and given by

n(x, y, z) = N × 1√
2πσx

exp
x2

2σ2
x

× 1√
2πσy

exp
y2

2σ2
y

× 1√
2πσz

exp
z2

2σ2
z

, (A.3)

where N is the total number of atoms and σi is the standard deviation of the density distribution

in the ith dimension, given by

σi =

√
~

mΩi
×
√

2〈ni〉T + 1, (A.4)

where 〈ni〉T =
(

exp ~Ωi
kBT
− 1
)−1

is the thermal average of the oscillator level occupation number in

the ith dimension and kB is the Boltzmann constant.



Appendix B

Scattering lengths, and interaction matrix elements, and coupling constants...

oh my!

B.1 Relationship between interaction matrix elements and scattering pa-

rameters

We consider atoms trapped in a harmonic oscillator potential such that the trap frequency

in the ẑ direction, ωz is much larger than that of the other two directions, ωx = ωy ≡ ωr. This

appendix will connect the fundamental scattering parameters aη and b3η, to the interaction matrix

elements V η
nj ,nj′ , and Uηnj ,nj′ , η ∈ {ee, gg, eg+ and eg−}, which determine the interaction energy for

atoms that occupy oscillator levels nj and nj′ .

To accomplish this we make use of s- and p-wave coefficients that characterize the overlap of

the harmonic oscillator modes. For two atoms that start in modes n and n′ and end up in modes

n′′ and n′′′ respectively these coefficients are defined as

Snn′n′′n′′′ =
4
√
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and
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(B.2)

where arho =
√

~
ωrm

is the harmonic oscillator length in the weakly confined dimensions and

s(n, n′, n′′, n′′′) =

∫
dξe−2ξ2
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π
√

2n+n′+n′′+n′′′n!n′!n′′!n′′′!
, (B.3)
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p(n, n′, n′′, n′′′) =∫
dξe−2ξ2

[(
d
dξHn(ξ)

)
Hn′(ξ)−Hn(ξ)

(
d
dξHn′(ξ)

)] [(
d
dξHn′′(ξ)

)
Hn′′′(ξ)−Hn′′(ξ)

(
d
dξHn′′′(ξ)

)]
π
√

2n+n′+n′′+n′′′n!n′!n′′!n′′′!
.

(B.4)

Here, Hn(ξ) are Hermite polynomials. Fig. B.1 plots the mode dependence of s(n, n′, n′, n) and

p(n, n′, n′, n), which represents our assumption that collisions do not change the mode of the atoms.

These coefficients obey the exchange (anti-symmetry)symmetry of (p-)s-wave interactions such that

Snn′n′′n′′′ = Sn′nn′′n′′′ = Snn′n′′′n′′ and Pnn′n′′n′′′ = −Pn′nn′′n′′′ = −Pnn′n′′′n′′ .

Since we neglect collisions that change the mode of the atoms, we can finally connect our

interaction matrix elements to the fundamental scattering parameters with the following equations:

V η
nj ,nj′

= b3ηPnn′nn′ ≡ b3ηPnn′ , (B.5)

and

Uηnj ,nj′ = aηSnn′nn′ ≡ aηSnn′ . (B.6)

B.2 Definition of coupling constants

The coupling constants from Eqn. 3.3 in Ch. 3 (+ values) and Eqn. 4.2 in Ch. 4 are defined

as,

J±nj ,nj′ =
(ζ+
eg −Υ−eg)nj ,nj′

2
, (B.7)

C±nj ,nj′ =
(ζee − ζgg)nj ,nj′

2
,

χ±nj ,nj′ =
(ζee + ζgg − 2ζ+

eg)nj ,nj′

2

K±nj ,nj′ =
(ζee + ζgg + ζ+

eg + Υ−eg)nj ,nj′

8
,

where Υ = U, ζ = V for +, and Υ = V, ζ = U for − .



144

Figure B.1: Mode dependence of the functions s(n, n′, n, n′) and p(n, n′, n, n′).



Appendix C

Data analysis for spin noise measurement

During the course of these measurements, we typically observe slow, systematic fluctuations

of the atom number on the order of ±10% as we operate the experiment and measure spin noise

over the course of ∼10 hours. In most instances, these fluctuations are negligible due to the

normalization techniques we employ. However, the atomic spin noise depends directly on the

atom number, and a slowly varying atom number could result in unintended systematic biases.

Specifically, spin noise for the coherent spin state typically considered in optical clocks scales as

1/
√
Ntot. Thus, the deviations in atom number can cause variations on the order of ±5% in the

measured spin noise. Ideally, these fluctuations are randomly distributed and should not result in

interpretation as a false-positive for non-trivial spin-noise correlations. In the unlikely possibility

that these fluctuations were correlated with a specific measurement quadrature, they could cause

a spurious phase shift in the spin noise minimum. We thus take care to analyze the data in a way

that is immune to this potential bias.

A given measurement of 〈Ŝztot〉/Ntot is accomplished by independently measuring Ne(g), the

number of atoms in the excited (ground) state after a single Ramsey experimental sequence, using

standard electron shelving techniques. We determine its ith value, 〈Ŝztot〉i/N i
tot, by measuring the

ith value of Ne(g) (which we denote as N i
e(g)) and obtain

〈Ŝztot〉i/N i
tot =

N i
e

N i
e +N i

g

− 1/2. (C.1)

From the jth set of measurements of 〈Ŝztot〉, denoted {〈Ŝztot〉1, . . . , 〈Ŝztot〉i, . . . 〈Ŝztot〉nj}j , we estimate
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σ2
j ≡ 〈(Sztot)

2〉/N2
tot − 〈Ŝztot〉2/N2

tot using a pair variance, such that

σ2
j =

1

2 (nj − 1)

i=nj∑
i=1

(
〈Ŝztot〉i+1 − 〈Ŝztot〉i

)2
. (C.2)

For white noise, the pair variance is a good estimator for the standard deviation [37], while remain-

ing insensitive to noise processes that only manifest themselves on long time scales. The number of

measurements in a set, nj , was typically nj ' 80. For a given measurement quadrature, we average

the results of many such measurement sets to produce one experimental data point (i.e., a data

point in Fig. 3.13).

In order to maintain insensitivity to slow fluctuations in atom number between sets j and j′,

we consider the standard expression for quantum noise for the case of a coherent spin state, σsql,

which is expected in the absence of many-body interactions. The explicit goal is to remove any

mechanism by which the trivial case—where the spin noise is described by σsql—can mimic the

many-body effect we predict from the theory. We calculate the jth value of σsql as

(
σjsql

)2
= pj (1− pj) /N j

tot, (C.3)

where pj = Mean
[
{N1

e /
(
N1
e +N1

g

)
, . . . , N i

e/
(
N i
e +N i

g

)
, . . . , N

nj
e /

(
N
nj
e +N

nj
g

)
}j
]
. We addition-

ally consider a technical noise term, which represents the effect of intrinsic technical detection noise,

given by ∆sj . This noise is characterized by a separate measurement. The detection noise accounts

for 10% of the observed noise at typical low atom numbers, while at high atom number it is only

∼ 1% of the observed noise, and is therefore negligible. It is quadrature-independent in all cases.

From the σ2
j , we subtract the atom-number-dependent

(
σjsql

)2
such that

σ̃j
2 = σ2

j −
(
σjsql

)2
−∆s2

j . (C.4)

Here, σ̃j
2 represents only the effects of non-trivial spin noise and laser noise.

The many-body theory for a given measurement condition is calculated at fixed atom num-

ber. To facilitate comparison with the many body theory, we add a noise term back to σ̃j
2 that

corresponds to σ2
sql for the mean atom number over the entire data set, σ2

sql. We emphasize that
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σ2
sql is a constant number, with no quadrature dependence. The many-body theoretical prediction

is calculated based upon the same mean atom number used to calculate σ2
sql. Ultimately, the net

effect of this process is to remove the variability due to slow fluctuations in atom number, but to

retain the part of the noise that departs from σsql due to both laser noise and many-body effects. As

discussed in the text, we observe a phase shift of the minimum of the phase noise that is consistent

with the many-body theory and indicative of correlated spin noise of the atom ensemble.
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