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        Time transfer (TT) is the process of transmitting a timing signal from one place 

to another place. It has applications to the formation and realization of Coordinated 

Universal Time (UTC), telecommunications, electrical power grids, and even stock 

exchanges. TT is the actual bottleneck of the UTC formation and realization since 

the technology of atomic clocks is almost always ahead of that of TT. GPS carrier-

phase time transfer (GPSCPTT), as a mainstream TT technique accepted by most 

national timing laboratories, has suffered from the day-boundary-discontinuity 

(day-BD) problem for many years. This makes us difficult to observe a remote 

Cesium fountain clock behavior even after a few days. We find that day-BD comes 

from the GPS code noise. The day-BD can be lowered by ~40% if more satellite-clock 

information is provided and if a few GPS receivers at the same station are averaged. 

To completely eliminate day-BD, the RINEX-Shift (RS) and revised RS (RRS) 

algorithms have been designed. The RS/RRS result matches the two-way satellite 

time/frequency transfer (TWSTFT) result much better than the conventional 

GPSCPTT result. With the RS/RRS algorithm, we are able to observe a remote 

Cesium fountain after half a day. We also study the BD due to GPS data anomalies 

(anomaly-BD). A simple curve-fitting strategy can eliminate the anomaly-BD. Thus, 

we achieve continuous GPSCPTT after eliminating both day-BD and anomaly-BD. 
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Chapter 1 

 

 

Introduction 

 

 

 

1.1        Introduction to Time Transfer  

        Time is a dimension and measure in which events can be ordered from the past 

through the present and into the future. Periodic behaviors are used to measure 

time. In ancient times, human beings observed that the sun rises and sets again 

and again. Since then, humans have defined the time range between sunset and the 

next sunset as one day, or 24 hours. Much later, when the pendulum clock was 

invented, it provided better timing accuracy and precision. However, the same 

pendulum clock runs at slightly different rates when it operates at different places 

on the earth, because the acceleration due to the gravitational force is not exactly a 

constant.  

        In the modern world, we look for precise periodic behaviors or precise 

frequency sources for timekeeping. Quantum mechanics tells us that the transition 

between two atomic energy levels occurs at a specific frequency that can be used to 

build an unprecedentedly precise clock [1–5]. Since the quantum transition would 

be the same for any identical atom, we can, in principle, replicate the same clock 
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anywhere in the world. However, in practice, different environments (e.g., the 

magnetic field) lead to slightly different quantum transition frequencies [1–5]. Then 

new questions regarding clocks arise: which clock should be chosen as the standard 

clock? If this standard clock does not work, what shall we do? The robust solution to 

these questions is the establishment of a world time scale known as “Coordinated 

Universal Time (UTC),” which is formed by hundreds of clocks. In this way, we no 

longer need to be worried about whether a specific clock is working properly. The 

problem with this solution is that we have to gather time information of all the 

clocks to do averaging. So we need to transmit the time information of each clock to 

a central station. Comparing clocks within a laboratory can be done by many fancy 

techniques [6–9]. However, comparing clocks between laboratories is almost always 

a bottleneck of the world time formation. The process of transmitting the time 

information between laboratories is called “Time Transfer.” As we can see from the 

above, time transfer is central to the formation and maintenance of a world time 

scale [10–12]. Without good time transfer, a precise clock would no longer be able to 

provide precise time information to other places.   

        Time transfer is also widely used whenever a reference time is required. For 

example, in the field of telecommunications, if the receiver is not synchronized to 

the transmitter, then slips (either overflows or underflows) will occur and degrade 

performance. The better the time transfer is, the smaller the bit error rate (BER) in 

the telecommunication link is. If we instead keep the same BER for the 

telecommunication link, then a better time transfer leads to a wider bandwidth [13]. 
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As another example, if the clocks of generators are not well synchronized in an 

electrical power grid, then alternating currents with different phases from different 

generators will be added together, leading to a smaller amplitude than if the 

currents all had the same phase. Thus we lose power because of non-

synchronization of time. The accurate and precise timing is also required in the 

stock market. Without good clock synchronization, you may pay for stocks that do 

not exist because they were already sold out a millisecond earlier. This kind of 

situation leads to chaos in a stock exchange. In fact, the stock market must be shut 

down if synchronization with the standard time fails. Precise time transfer also has 

applications in the field of fundamental research. A good example is the neutrino 

speed-measurement experiment. Since a neutrino flies at almost the speed of light, 

a few nanoseconds of time-transfer error can “make” the neutrino travel faster than 

light [14]. Nanosecond-level time-transfer accuracy is required in such state-of-the-

art experiments. 

        Thus, we clearly see that time transfer is an old, but very important and very 

dynamic, research field. Time transfer affects world time formation, people’s daily 

life and fundamental physical science. 

        Chapter 1 of this thesis is organized as follows: I first introduce frequency 

stability analysis and GPS principles in Sections 1.2 and 1.3. Then I review the 

mainstream time transfer techniques in Section 1.4. Section 1.5 discusses GPS 

carrier-phase time transfer, a widely used precise time-transfer technique in detail. 



4 

 

1.2        Frequency Stability Analysis1 

        A frequency source has a sine wave output signal given by  

 𝑉(𝑡) = [𝑉0 + 𝜀(𝑡)]𝑠𝑖𝑛[2𝜋𝜈0𝑡 + 𝜙(𝑡)], (1.1)   

where 𝑉0 is the nominal peak output voltage, 𝜀(𝑡) is the amplitude deviation, 𝜈0 is 

the nominal frequency, and 𝜙(𝑡) is the phase deviation. The actual output-time 

error (or time offset) from the frequency source is 𝑥(𝑡) = 𝜙(𝑡)/(2𝜋𝜈0) . For the 

analysis of frequency stability, we are concerned primarily with the 𝜙(𝑡) term. The 

instantaneous frequency is 

 𝜈(𝑡) =  𝜈0 +
1

2𝜋

𝑑𝜙

𝑑𝑡
. (1.2) 

We define the fractional frequency as 

 𝑦(𝑡) =
𝛥𝑓

𝑓
=

𝜈(𝑡)−𝜈0

𝜈0
=

1

2𝜋𝜈0

𝑑𝜙

𝑑𝑡
=

𝑑𝑥

𝑑𝑡
. (1.3) 

Experimentally, we measure 𝑥(𝑡)  or 𝑦(𝑡)  every 𝜏0  seconds. 𝜏0  is called the data-

sampling or measurement interval [15, Chapter 3]. 

        A frequency source typically has the following noise types: white phase-

modulation (PM) noise, flicker PM noise, white frequency-modulation (FM) noise, 

flicker FM noise, random walk FM, or flicker walk FM. Figure 1.1 shows examples 

of the last four noise types. In order to analyze the frequency stability of a frequency 

source, we introduce two approaches next.  

        The first approach is to characterize frequency stability in the frequency 

domain in terms of a power spectral density (PSD) that describes the intensity of 

                              
1 This section is mainly based on “W. J. Riley, Handbook of frequency stability analysis, NIST 

Special Publication 1065, 2008” [15]. 
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the frequency (or phase) fluctuations as a function of Fourier frequency. The other 

approach is to characterize frequency stability in the time domain based on the 

statistics, i.e., typically some type of variance, of the frequency (or phase) 

fluctuation as a function of time. 

        Frequency-domain analysis or spectral analysis can be done by doing a fast 

Fourier transform (FFT) on the time domain data. This analysis identifies the 

periodic components in the data very well. It is most often used to characterize the 

short-term (< 1 s) fluctuations of a frequency source. A frequency domain analysis 

can also distinguish the noise type. According to Section 3.2 of Reference [15], all 

noise types can be modeled by the form 𝑆𝑦(𝑓) ∝ 𝑓𝛼 , where 𝑆𝑦(𝑓) is the one-sided 

power spectral density of y, the fractional frequency fluctuations; 𝑓 is the Fourier 

frequency; and 𝛼 is the exponent of the power law noise process, which can be used 

to distinguish the noise type. Table 1.1 shows the relationship between noise type 

and the value of 𝛼. 

        Although frequency-domain analysis and time-domain analysis are equivalent 

in principle, time-domain analysis is usually preferred in the field of time transfer 

because of measurement and/or analysis convenience and tradition. In addition, 

time-domain analysis is usually used to provide information about the statistics of 

frequency source instability over a long interval (> 1 s). Because of these 

advantages, the remainder of this section will discuss time-domain analysis. 

        Time domain analysis is typically done using some type of variance. Before 

diving into the details of variance, we first introduce the concept of averaging time. 
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Although we measure 𝑥(𝑡) or 𝑦(𝑡) every 𝜏0 seconds experimentally, statistically, we 

may be more interested in the behavior of 𝑥(𝑡)  or 𝑦(𝑡)  with some other time 

interval. We define the time interval that we are statistically interested in as the 

averaging time 𝜏 = 𝑚𝜏0, where 𝑚 is typically an integer (otherwise we do not have 

the corresponding measured data). Next, we discuss all types of variance assuming 

that we have the fractional frequency value 𝑦𝑖 every 𝜏 seconds, rather than every 𝜏0 

seconds.  

 

 

Figure 1.1. Examples of noise types, from [15]. 
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Table 1.1. Spectral characteristics of noise types [15]. 

Noise Type 𝛼 
White PM 2 
Flicker PM 1 
White FM 0 
Flicker FM -1 

Random Walk FM -2 
Flicker Walk FM -3 
Random Run FM -4 

 

 

        The standard variance 𝑠2 =
1

𝑁−1
∑ (𝑦𝑖 − 𝑦)2𝑁
𝑖=1  is widely used in statistics. So one 

may think that the standard variance is good enough to describe the time-domain 

noise behavior. Although the standard variance is convergent for white PM, flicker 

PM and white FM, it is nonconvergent for the noise types of flicker FM and random 

walk FM [16], which are common in the H-maser frequency standard. The blue 

curve in Figure 1.2 illustrates the nonconvergence of the standard deviation for 

flicker FM noise. Here, we keep the averaging time 𝜏 a constant. As we increase the 

number of data points from 10 to 1000, the standard deviation (blue curve) 

increases from 1.5 to 2.8. However, we know the noise level is the same no matter 

how many data points we have. In other words, the deviation should be independent 

of the number of data points, if this deviation is a good indicator of noise level. 

Obviously, the standard deviation is not a good indicator. The problem with the 

standard deviation stems from its use in describing the deviations from the average, 

which is not stationary for the more divergent noise types.  
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Figure 1.2. Convergence of standard and Allan deviation for flicker FM noise [15]. 

 

 

        To solve this problem, David Allan introduced the Allan variance,  

 𝜎𝑦
2(𝜏) =

1

2(𝑁−1)
∑ (𝑦𝑖+1 − 𝑦𝑖)

2𝑁−1
𝑖=1 ,  (1.4) 

which uses the first differences of the fractional frequency values, rather than the 

differences between the fractional frequency values and the average value. The 

Allan variance is independent of the number of samples for flicker FM (see the red 

curve in Figure 1.2) and random walk FM. This independence means that the Allan 

variance well characterizes the stability of a frequency source in the time domain. 

Another property of the Allan variance is that it was designed to be the same as the 

standard variance for white FM noise. In addition, if the fractional frequency y has 

a periodic behavior with a period of T, then we can observe a bump at the averaging 

time of T/2 in the “log(𝜎𝑦(𝜏))-log(𝜏)” diagram. (Notice that 𝜎𝑦(𝜏) = √𝜎𝑦2(𝜏) and it is 

called the Allan deviation). Finally, the noise type can be distinguished by the slope 
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of the “log(𝜎𝑦(𝜏))-log(𝜏)” diagram, as shown in Figure 1.3. There, the white FM has a 

slope of −1/2, while the flicker FM has a slope of 0.  

        However, the Allan deviation is not sufficient to distinguish white PM from 

flicker PM. The modified Allan deviation, 𝑀𝑜𝑑𝜎𝑦(𝜏), was designed to solve this 

ambiguity. The slope of the white PM becomes −3/2 by using the modified Allan 

deviation, while the slope of the flicker PM remains −1 . The modified total 

deviation provides improved confidence at long averaging times. The time deviation, 

𝜎𝑥(𝜏) ≝
𝜏

√3
∙ 𝑀𝑜𝑑𝜎𝑦(𝜏), is a measure of time stability based on the modified Allan 

deviation. Its unit is a second, instead of “1” as in Allan deviation. For details about 

these updated versions of Allan deviation, please see [15].  

 

Figure 1.3. log(𝜎𝑦(𝜏))-log(𝜏) diagram (or sigma-tau diagram) [15]. 
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1.3        GPS Principles 

        The GPS satellite constellation consists of at least 24 satellites. The satellites 

are positioned in six Earth-centered nearly circular orbits with four satellites in 

each orbit. The dihedral angle between the orbit plane and equator is 55°. The six 

intersection points between the six satellite orbits and the equator are equally 

spaced at a 60° separation.  The nominal orbital period of a GPS satellite is 11 h 58 

min. Figure 1.4 presents the satellite orbits in a planar projection referenced to the 

very beginning of July 1, 1993 [17].  

        A GPS satellite transmits a signal with codes on the carrier wave. The code 

chipping rate is 1.023 × 106 chips/sec for civilian purpose. The carrier wave can be 

L1 (1575.42 MHz), L2 (1227.6 MHz), or L5 (1176.45 MHz). The time reference of the 

signal is the satellite clock. A GPS receiver generates a replica of the GPS signal 

based on the receiver clock. From the time difference between the received GPS 

signal and the replica GPS signal, we can tell the distance between the GPS 

satellite and the GPS receiver by simply multiplying by the speed of light [17].  

        There are two methods of getting the time difference. One method is to 

measure the time difference between the received code and the replica code. This is 

called pseudorange measurement or code measurement. The other method is to 

measure the phase difference between the received carrier wave and the replica 

carrier wave. This is called phase measurement. The difficulty of this method lies in 

the fact that we have no idea of the number of cycles between the satellite and the 
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receiver. We call the uncertainty of cycle number “integer ambiguity” or “phase 

ambiguity.” 

 

Figure 1.4.  GPS constellation planar projection [17, Chapter 3]. 

 

 

        Next, we discuss how to do positioning using GPS. In the Earth-centered 

Earth-fixed (ECEF) coordinate system, at GPS system time 𝑡0, a “𝑗” GPS satellite at 

position 𝑟𝑗= (𝑥𝑗 , 𝑦𝑗 , 𝑧𝑗), which has the satellite time of 𝑡𝑗 (the satellite clock bias ∆𝑡𝑗 

is thus 𝑡𝑗 − 𝑡0), transmits a signal with a carrier phase of 𝜑𝑗. At epoch 𝑡𝑖, a GPS 

receiver “𝑖” on the ground at position 𝑟𝑖 = (𝑥𝑖, 𝑦𝑖, 𝑧𝑖) (this position corresponds to 𝑡𝑖, 

instead of 𝑡𝑗) receives the signal. The replica carrier phase of the GPS receiver at 

this moment is 𝜑𝑖. Then we have the following equations for code measurement and 
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phase measurement, respectively [18] (these two equations are called “observation 

equations”): 

 𝑃𝑖
𝑗
≝ 𝑐(𝑡𝑖 − 𝑡𝑗) = |𝑟𝑗 − 𝑟𝑖| + ∆𝑡𝑟𝑜𝑝𝑜 + ∆𝑖𝑜𝑛 + 𝑐∆𝑡𝑖 − 𝑐∆𝑡𝑗 + ∆𝑀𝑃𝑖

𝑗
+ ∆𝑜𝑡ℎ𝑒𝑟 + 𝜖, (1.5) 

 𝐿𝑖
𝑗
≝ 𝑐

𝜑𝑖−𝜑
𝑗

2𝜋𝑓
= |𝑟𝑗 − 𝑟𝑖| + ∆𝑡𝑟𝑜𝑝𝑜 − ∆𝑖𝑜𝑛 + 𝑐∆𝑡𝑖 − 𝑐∆𝑡𝑗 + ∆𝑀𝑃𝑖,𝜑

𝑗
 

      +∆𝑜𝑡ℎ𝑒𝑟,𝜑 + 𝜖𝜑 + 𝜆𝑁𝑖
𝑗
, (1.6) 

where ∆𝑡𝑖 (∆𝑡𝑖 ≝ 𝑡𝑖 − 𝑡0) is the receiver clock bias with respect to GPS system time; 

∆𝑡𝑗 is the satellite clock bias with respect to GPS system time; ∆𝑡𝑟𝑜𝑝𝑜 and  ∆𝑖𝑜𝑛 are 

the tropospheric delay and ionospheric delay, respectively; ∆𝑀𝑃𝑖
𝑗
 is the multipath 

correction; ∆𝑜𝑡ℎ𝑒𝑟  stands for other corrections such as earth tide and relativistic 

effect due to satellite eccentricity;  𝜖 is the noise term; 𝑁𝑖
𝑗
 is the phase ambiguity. 

The multipath, ∆𝑜𝑡ℎ𝑒𝑟 , and noise terms are different for code and phase 

measurements. 𝜖𝜑  is much smaller than 𝜖. Note that we use the subscript“𝜑” to 

distinguish code and phase. 

        We define the extra time delay ∆𝑡𝐷𝑖
𝑗
 as (∆𝑡𝑟𝑜𝑝𝑜 + ∆𝑖𝑜𝑛 + ∆𝑀𝑃𝑖

𝑗
+ ∆𝑜𝑡ℎ𝑒𝑟)/𝑐  , and the 

extra carrier phase time delay ∆𝑡𝐷𝑖,𝜑
𝑗

 as (∆𝑡𝑟𝑜𝑝𝑜 − ∆𝑖𝑜𝑛 + ∆𝑀𝑃𝑖,𝜑
𝑗
+ ∆𝑜𝑡ℎ𝑒𝑟,𝜑)/𝑐. Now Eq. (1.5) 

and (1.6) become 

 𝑃𝑖
𝑗
= |𝑟𝑗 − 𝑟𝑖| + 𝑐∆𝑡𝑖 − 𝑐∆𝑡𝑗 + 𝑐∆𝑡𝐷𝑖

𝑗
+ 𝜖, (1.7) 

 𝐿𝑖
𝑗
≝ 𝑐

𝜑𝑖−𝜑
𝑗

2𝜋𝑓
= |𝑟𝑗 − 𝑟𝑖| + 𝑐∆𝑡𝑖 − 𝑐∆𝑡𝑗 + 𝑐∆𝑡𝐷𝑖,𝜑

𝑗 + 𝜖𝜑 + 𝜆𝑁𝑖
𝑗
. (1.8) 

        Assuming that we already know {𝑡𝑗, 𝑥𝑗, 𝑦𝑗, 𝑧𝑗} and ∆𝑡𝐷𝑖
𝑗, we need at least four 

satellites, i.e., four equations of Eq. (1.7), in order to determine the receiver’s 

position 𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖  and clock bias ∆𝑡𝑖 . Here, Eq. (1.8) does not help because it 
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introduces a new unknown 𝑁𝑖
𝑗
. If the receiver is static and there are code and phase 

measurements at many epochs, the smallest number of satellites number can go 

down to two [19, Chapter 6].  

1.4        Mainstream Time Transfer Techniques 

        In this section, we review mainstream time transfer techniques. Regardless of 

which time transfer technique is applied, the most critical point in time transfer is 

always estimating or cancelling path delay accurately and precisely.  

1.4.1        Transporting a Portable Clock 

        A straightforward way to do time transfer is to transport a clock from place A 

to place B. In theory, if the clock is transported so slowly that the time dilation 

effect is negligible and other relativistic effects are accounted for, we can achieve 

ideal time transfer. However, in practice, this method is not useful when the 

distance between the two places is long. First, because of the instability of a clock, 

the clock may become inaccurate after a long journey due to slow transportation. 

Second, if we use an airplane, we must consider the gravitational frequency shift, 

which requires the detailed trajectory information. Most importantly, it simply is 

not convenient to move a modern atomic clock, which is quite fragile. Even so, a 

small-size rubidium or cesium clock can be used if the transportation distance is 

small. In the OPERA neutrino speed measurement experiment, for example, the 

transport method was used to calibrate the fiber delay [14]. 
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1.4.2        One-way Method 

        If the delay from the transmitter clock to the receiver can be determined by the 

use of ancillary data, we can use this method to transfer time [20]. Standalone GPS 

time transfer is an example of this method. By solving Eq. (1.7), we can get the 

receiver clock offset ∆𝑡𝑖 with respect to GPS system time. Thus, we can synchronize 

a ground station to GPS system time if we correct the ground clock by −∆𝑡𝑖. Here, 

the most important, but nontrivial challenge is how to obtain ∆𝑡𝐷𝑖
𝑗 accurately with 

ancillary techniques. For example, the refractivity of the ionosphere contributes to 

about 65 ns extra time delay. With the measurement of the dispersion between 

signals at frequencies L1 and L2, this extra delay can be well determined. The total 

additional delay due to the refractivity of the troposphere is typically 6 ns in the 

zenith direction. For other non-zenith directions, some mathematical models (e.g., 

some mapping functions) are used to give a good estimation [17 Chapter 7, 20]. 

Besides, the uncertainty of satellite position and possible satellite clock offset can 

also affect the time transfer accuracy.  

1.4.3        Two-way Method 

        The principle of two-way time transfer is shown in Figure 1.5. Epoch 𝑡1 and 

Epoch 𝑡4 are based on the timing system at Station A, while Epoch 𝑡2 and Epoch 𝑡3 

are based on the timing system at Station B. We assume that the time difference 

between A and B is ∆𝑡𝐴𝐵, which is what we are looking for.  

        First, Station A sends a timing signal to Station B at 𝑡1. At 𝑡2, B receives the 

signal. Then we have  
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 𝑡2 = 𝑡1 − ∆𝑡𝐴𝐵 + 𝐷𝑒𝑙𝑎𝑦(𝐴𝐵). (1.9) 

Second, Station B sends a timing signal to Station A at 𝑡3 and A receives the signal 

at 𝑡4. Now we have 

 𝑡4 = 𝑡3 + ∆𝑡𝐴𝐵 + 𝐷𝑒𝑙𝑎𝑦(𝐵𝐴) .    (1.10) 

If Delay(AB) = Delay(BA), then  

 ∆𝑡𝐴𝐵 =
(𝑡4−𝑡3)−(𝑡2−𝑡1)

2
. (1.11) 

 

 

Figure 1.5. Illustration of two-way time transfer. 

 

 

        We see that the path symmetry in two-way time transfer is very critical. If the 

assumption “ Delay(AB)  = Delay(BA) ” is not satisfied, we have to add 

corresponding corrections, which may be difficult [19]. 

        Two-way satellite time and frequency transfer (TWSTFT) is a good example of 

this method, which is sometimes used to compare the clocks and time scales of 

different timing laboratories. First, a signal that is synchronized to the 1 Hz ticks of 

the local clock is transmitted to a geostationary satellite. The satellite, as a relay 

station, continues transmitting the signal to a remote station. After this, the remote 

station transmits another signal through the same path back to the local station. 

The timing accuracy is typically smaller than 1 ns [20–24]. The U. S. Naval 
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Observatory (USNO) uses TWSTFT to transfer time to the USNO Alternate Master 

Clock in Colorado to support GPS control [21].  

1.4.4        Common View Method 

        This method was proposed at the beginning of 1980s [24] and has dominated 

the time transfer area for more than 20 years. To evaluate the common view 

method, we begin with Eq. (1.7). We encounter the problem of estimating ∆𝑡𝐷𝑖
𝑗 as 

mentioned in Section 1.4.2. If the stations A and B (Figure 1.6(a)) are very close 

(i.e., within 1000 km), the ionospheric and tropospheric path delays are almost the 

same for A and B, no matter how big they are. If A and B observe the same satellite 

simultaneously, the ∆𝑡𝐷𝑖
𝑗 term can be cancelled out so that we can compare clock A 

and clock B very accurately. Additionally, the uncertainty of satellite position and 

satellite clock offset can also be eliminated [25].  

        The common view method does not work very well when the baseline between 

A and B is greater than 1000 km because ∆𝑡𝐷𝑖
𝑗  cannot be cancelled since the 

ionospheric and tropospheric path delays are no longer the same for A and B. At 

this time, the uncertainty of time transfer is usually greater than 5 ns. A detailed 

error budget study can be reached in [24, 26].  

        All-in-view method developed from the common view method basically 

implements a common time reference for all satellites’ clocks. In the case where the 

baseline is greater than 1000 km, the common-view principle could be realized with 

respect to this common time reference even for stations that received time signals 

from different physical satellites [20]. Figure 1.6(b) illustrates this idea. Thus the 
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all-in-view method can compensate for the disadvantage of the common view 

method for long-baseline time transfer. A comparison between common view and 

all-in-view shows that the two have comparable performance (deviation is ~0.6 ns) if 

the baseline is shorter than 1000 km. When the distance is 17,000 km, common 

view has a 1.4 ns uncertainty, while all-in-view is still at the 0.6 ns level [26]. 

(a)                                                                   (b)        

 

    

                    

 

Figure 1.6. Common-view method (a) and all-in-view method (b). 

 

 

1.4.5        Carrier Phase Method 

        As we mentioned in Section 1.3, the chipping rate of code much lower than the 

carrier wave frequency, and the code measurement noise, 𝜖, is much bigger than the 

phase measurement noise, 𝜖𝜑. Thus the code measurement 𝑃𝑖
𝑗
 is much less precise 

than the phase measurement 𝐿𝑖
𝑗

. We know that the code/phase measurement 

precision finally affects the time transfer precision. If we can use Eq. (1.8), instead 

of Eq. (1.7) as in the common view method, to do time transfer, we can potentially 

improve the precision by the two orders of magnitude. This is named carrier phase 

method [27–28]. The critical issue of carrier phase method is how to accurately 

estimate the phase ambiguity 𝑁𝑖
𝑗

. Without an accurate estimation of phase 
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ambiguities for two consecutive batches of GPS data, we get a discontinuity in the 

estimation of the receiver time and position. This phenomenon of man-made 

discontinuity is called boundary discontinuity. Although the precision of carrier 

phase time transfer has reached around 50 ps, its accuracy is only approximately 

0.5 ns because of boundary discontinuity. This problem has been a big obstacle in 

the precision time transfer for more than 10 years [18, 29–33]. Since there is more 

to learn, we will discuss more details about this time transfer technique in the next 

section.  

1.5        Details of GPS Carrier Phase Time Transfer 

1.5.1        Theoretical Study of GPS Carrier Phase Time Transfer 

        The estimation of phase ambiguity is the central challenge of carrier phase 

time transfer. The difficulty of estimating accurate phase ambiguity comes from the 

delay and noise terms in Eq. (1.8). GPS satellite clock noise, satellite position 

uncertainty, ionospheric and tropospheric noise, multipath, receiver clock offset, 

and receiver circuit noise all affect the phase ambiguity estimation.  

        Double difference 𝐿𝑖𝑘
𝑗𝑙
≝ (𝐿𝑖

𝑗
− 𝐿𝑘

𝑗
) − (𝐿𝑖

𝑙 − 𝐿𝑘
𝑙 )  can get rid of the 𝑐∆𝑡𝑖 , 𝑐∆𝑡

𝑗  and 

𝑐∆𝑡𝐷𝑖,𝜑
𝑗  terms and also the corresponding noises in Eq. (1.8), if the two receivers, “𝑖” 

and “𝑘”, are within tens of kilometers of each other so that the tropospheric delay 

and ionospheric delay are almost the same. It is easy to get 

 𝐿𝑖𝑘
𝑗𝑙
= 𝑟𝑖𝑘

𝑗𝑙
+ 𝜖𝑖𝑘,𝜑

𝑗𝑙
+ 𝜆𝑁𝑖𝑘

𝑗𝑙
,  (1.12) 
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where 𝑟𝑖𝑘
𝑗𝑙
= (𝑟𝑖

𝑗
− 𝑟𝑘

𝑗
) − (𝑟𝑖

𝑙 − 𝑟𝑘
𝑙) = (�̂�𝑘

𝑗
− �̂�𝑘

𝑙 ) ∙ (𝑟𝑖 − 𝑟𝑘). Here, 𝑟𝑖
𝑗
≝ |𝑟𝑗 − 𝑟𝑖|, and �̂�𝑘

𝑗
 is 

the unit vector from receiver “𝑘” to satellite “𝑗”. With M satellites in view, there are 

M−1 independent double differences equations of Eq. (1.12), and M−1 unknown 𝑁𝑖𝑘
𝑗𝑙

 

and unknown (𝑟𝑖 − 𝑟𝑘). Thus we have M−1 equations with M+2 unknowns, which 

won’t allow us to solve for the unknowns. However, with more epochs of 

observation, we can solve the equations. Since 𝑁𝑖𝑘
𝑗𝑙

 is a constant if the receivers are 

still tracking the satellites, the number of equations exceeds the number of 

unknown variables. Thus, we are able to solve 𝑁𝑖𝑘
𝑗𝑙

 and (𝑟𝑖 − 𝑟𝑘) [34]. 

        Using this analysis, we can achieve precise relative positioning [i.e., (𝑟𝑖 − 𝑟𝑘)] 

by using the double difference technique. However, in the field of time transfer, we 

must know the absolute position of the GPS receiver. Any offset in the absolute 

position could lead to a slope in time transfer [18]. That means, the double 

difference technique is won’t work well for carrier phase time transfer. 

        As mentioned at the beginning of this section, the phase ambiguity is related to 

noise and delays. If we can provide precise information about the terms on the right 

side of Eq. (1.8), such as the satellite clock offset and position, as well as the 

ionospheric and tropospheric delays, we can achieve an accurate estimation of phase 

ambiguity after many epochs of convergence. We can obtain the satellite clock and 

position information from the International GNSS Service (IGS) website. To 

eliminate the ionospheric delay, we can use an ionosphere-free combination of phase 

measurements to form a new phase ambiguity 𝑁𝐼𝐹𝑖
𝑗, which is no longer an integer. 

Now, 𝑁𝐼𝐹𝑖
𝑗 is more susceptible to noise than 𝑁𝑖

𝑗
 which can withstand the noise of less 
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than half a cycle because of its integer property). Since tropospheric delay changes 

hour after hour, we can also introduce a new unknown variable “tropospheric zenith 

delay” (TZD). By solving for TZD, we get a better estimation of the tropospheric 

delay. We also need to use models for earth tides, the relativistic effect due to 

satellite eccentricity, etc. Now we know everything on the right side of Eq. (1.8) 

except those unknown variables that we want to solve for (e. g., receiver position 

and clock, phase ambiguity 𝑁𝐼𝐹𝑖
𝑗). Ideally, Eq. (1.8) itself is sufficient for doing time 

transfer.  

        However, there is a serious problem. Notice that 𝑐∆𝑡𝑖 and 𝜆𝑁𝐼𝐹𝑖
𝑗
 (or 𝜆𝑁𝑖

𝑗
) in Eq. 

(1.8) are inseparable, no matter how many epochs of observation we have. A one 

meter increase in 𝑐∆𝑡𝑖 can be compensated by a one meter decrease in 𝜆𝑁𝐼𝐹𝑖
𝑗
. So Eq. 

(1.7) must be used to resolve this inseparability. Thus, code measurement noise 

comes into the uncertainty of phase ambiguity via the estimation of ∆𝑡𝑖.  

        Now we study the behavior of ∆𝑡𝑖.  

        First, we must use code measurements to get an unbiased ∆𝑡𝑖 for the initial 

epoch. However, because of the big noise in code measurements, even though we 

may do averaging over many epochs of code measurements, ∆𝑡𝑖  still has an 

uncertainty of a few hundred picoseconds. We use the random variable X to 

represent this uncertainty.  

        Second, at the initial epoch, because of the noise term 𝜖𝜑 in Eq. (1.8), we have a 

biased estimation of 𝑁𝐼𝐹𝑖
𝑗. At later epochs, since the average of 𝜖𝜑 is zero and 𝑁𝐼𝐹𝑖

𝑗 is 

kept the same as the initial estimation, ∆𝑡𝑖 has an average bias of Y. For example, 
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at the initial epoch, 𝜖𝜑 happens to be +1 cm. And ∆𝑡𝑖  has already been estimated by 

code measurements, so it should not change at this epoch no matter what 𝜖𝜑 is. 

Thus, 𝜆𝑁𝐼𝐹𝑖
𝑗
 must have a bias of −1 cm in order to satisfy Eq. (1.8). In the later 

epochs, 𝜖𝜑 has an average value of 0 cm, and 𝜆𝑁𝐼𝐹𝑖
𝑗
 is kept a constant (i.e., it has a 

bias of −1 cm). So 𝑐∆𝑡𝑖 must have an average bias of +1 cm. We can clearly see from 

this example that 𝑌 = 𝜖𝜑(𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑒𝑝𝑜𝑐ℎ)/𝑐. The random variable X+Y describes the 

distribution of total bias in ∆𝑡𝑖 . The boundary discontinuity is the time jump 

between two batches of data. For one batch, there is a total bias of X1+Y1 in ∆𝑡𝑖. For 

the other batch, the total bias is X2+Y2. Since X1, Y1, X2, and Y2 are typically 

independent of each other, the boundary discontinuity 𝐵𝐷 = (𝑋2 + 𝑌2) − (𝑋1 + 𝑌1) has 

a standard deviation of √2𝜎(𝑋1 + 𝑌1). This tells us that boundary discontinuity is 

related to both the code and phase noise. 

        Third, the relative change of ∆𝑡𝑖  at all epochs within one data batch is 

determined by both the receiver clock noise and 𝜖𝜑 . Thus as phase noise 

𝜖𝜑increases, ∆𝑡𝑖 becomes noisier from epoch to epoch. 

        In summary, although the implementation of carrier phase time transfer 

varies and may be somehow different than the theoretical analysis here, we know 

that the boundary discontinuity comes from both the code and phase noise. The 

time transfer noise within a single data batch is determined by the phase noise.  
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1.5.2        Implementation of GPS Carrier Phase Time Transfer 

        There are two methods of implementing carrier phase time transfer, the 

network method and the precise point positioning (PPP) method.   

        The network method assumes that all the parameters (e.g., ∆𝑡𝑖, ∆𝑡
𝑗, 𝑟𝑗)  on the 

right side of Eq. (1.6) (or Eq. (1.8)) as unknowns and uses the GPS data from all 

receivers to solve for these parameters. If the receiver number R is much greater 

than the GPS satellite number, the computation burden is proportional to R3 [35]. 

        In contrast, the precise point positioning (PPP) method first uses a subset of S 

receivers to estimate the satellite parameters, earth orientation, and S sets of 

receiver parameters. Then GPS data from each of the remaining R-S receivers are 

analyzed, one receiver at a time. The computation burden is now proportional to R, 

instead of R3. The PPP method provides results comparable in quality to the result 

of the network method [35]. This thesis work used the PPP method, if not 

specifically mentioned. 

1.6        Thesis Outline 

        Boundary discontinuity is a major obstacle to achieving continuous GPS carrier 

phase time transfer. In practice, we can divide the boundary discontinuity into two 

categories.  

        The first category of boundary discontinuity is “data-batch boundary 

discontinuity.” We must estimate the phase ambiguity for each data batch. An 

inaccuracy of phase ambiguity estimation almost always occurs because of code and 
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phase noise. Thus, there is a discontinuity of time transfer between two consecutive 

data batches. Typically, the length of a data batch is one day. In this case, we call it 

the “day boundary discontinuity” (day-BD).  

        The second category of boundary discontinuity is “boundary discontinuity due 

to GPS measurements anomaly” (for short, anomaly-BD). Within one data batch, 

there may have some missing data or bad data caused by a GPS receiver anomaly. 

In this case, the PPP software has to re-estimate the phase ambiguity. Thus, there 

can be a discontinuity between two arcs of good data.  

        We can see that both categories of boundary discontinuity come from the 

inaccuracy of phase ambiguity estimation. However, practically, two different 

strategies are used to eliminate the two categories of boundary discontinuity.  

        Chapters 2–4 focus on the day-BD. Chapter 2 describes the characteristics of 

the day-BD. The distribution of the day-BD is Gaussian, and different timing 

laboratories have different boundary discontinuities. The carrier-phase time 

transfer results of NRCan PPP, Atomium PPP, and Novatel GrafNav PPP software 

packages are also compared in this chapter. We can see that the NRCan PPP and 

Atomium PPP provide better performance than the Novatel GrafNav PPP.  

        Chapter 3 studies the origin of the day-BD. For a geodetic GPS receiver, it is 

the noise in the pseudorange that mainly contributes to the boundary discontinuity. 

By using the 30-sec IGS clock data instead of the 5-min IGS clock data, we are able 

to reduce the boundary discontinuity by 10–30%. Averaging over several receivers 

at the same station also leads to a 15–20% decrease of the boundary discontinuity. 
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We find that the network method of carrier-phase time transfer shows a smaller 

boundary discontinuity than the PPP method. The use of different tropospheric 

mapping functions provides little improvement to the boundary discontinuity. We 

need to mention that most conclusions in Chapter 2 and Chapter 3 should also work 

for the second category of boundary discontinuity (i.e., anomaly-BD).  

        Chapter 4, as the most important section of this thesis, designs a new 

algorithm (i.e., RINEX-Shift algorithm) to eliminate the day-BD. A series of tests 

show that the RINEX-Shift algorithm provides the best carrier-phase time transfer 

result.  

        Chapter 5 focuses on the anomaly-BD. A few minutes of GPS data anomaly can 

lead to a discontinuity of more than 200 ps in carrier-phase time transfer. In 

particular, if there is only a short term of valid data (e.g., less than 1 hour) before or 

after the anomaly, carrier-phase time transfer does not have enough time to 

converge. Consequently, the time-transfer result for this short term is seriously 

damaged. A straightforward strategy for dealing with this category of boundary 

discontinuity is to perform curve fitting for the anomaly. We find out that this 

strategy works very well for at least 20 min of measurement anomalies. 

        Chapter 6 concludes this thesis and discusses some future work in this field.  
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Chapter 2 

 

 

Characteristics of Day Boundary Discontinuity1 

 

 

 

2.1        Introduction  

        As stated in Section 1.5.1, a boundary discontinuity comes from the 

uncertainty of the estimation of phase ambiguities. Figure 2.1 shows an example of 

the boundary discontinuity. Here, we compare the time difference between the 

NIST time and the International GNSS Service (IGS) time scale by GPS carrier-

phase time transfer. The NIST time [i.e., UTC(NIST)] is the standard time in the 

United States, provided by the National Institute of Standard and Technology 

(NIST), Boulder, USA. Note in Figure 2.1 that there are some constant cable delays 

that shift the time difference values away from 0 ns. Clearly, within a single day, 

the curve in Figure 2.1 is continuous. However, between two consecutive days, there 

is often a big boundary discontinuity. For example, the magnitude of the jump 

between Modified Julian Day (MJD) 55601 and 55602 is greater than 300 ps (as 

shown by the red oval in Figure 2.1).  

                              
1 The results of this chapter are mainly based on [18]. 
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        Some people may think that a jump of a few hundred picoseconds, as shown in 

Figure 2.1, is too small and thus not a problem. However, in the field of time 

transfer for high-precision clocks, such as a Cesium (Cs) fountain and a Hydrogen-

Maser (H-Maser), a few hundred picoseconds do matter. We will confirm this point 

by comparing Figure 2.2 and Figure 2.3 in the next paragraph. 

 

Figure 2.1. Illustration of the boundary discontinuity. 

 

 

        Figure 2.2 shows the frequency stability of the NIST F1 Cs fountain with 

respect to H-Maser (blue curve) and AT1E (black curve) [36]. The red curve is the 
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theoretical curve. We can see that for an averaging time of 1 day (i.e., 86400 s), the 

fractional frequency of the Cs fountain is approximately 1 × 10−15 (i.e., the 

uncertainty of the Cs fountain in one day is 86.4 ps.). For an averaging time of 10 

days (i.e., 864000 s), the fractional frequency is approximately 3 × 10−16 (i.e., 250 ps 

per 10 days). In contrast, Figure 2.3 shows the frequency stability of the GPS 

carrier-phase time transfer result with the boundary discontinuities not removed, 

with respect to the Two Way Satellite Time and Frequency Transfer (TWSTFT) 

[37]. For an averaging time of 1 day, the fractional frequency of the GPS carrier-

phase time transfer is approximately 7 × 10−15 (i.e., 604.8 ps per day), which is 

seven times as big as the Cs-fountain clock noise (i.e., 1 × 10−15). This result means 

that for a time comparison between two long-distance Cs fountains, the time 

transfer noise, rather than the clock noise itself, dominates in the total uncertainty 

of the time comparison for an averaging time of 1 day. For an averaging time of 10 

days, the fractional frequency of the GPS carrier-phase time transfer is about 1 × 

10−15 (i.e., 864.0 ps per 10 days), which is still much larger than the fractional 

frequency of the Cs-fountain clock noise (i.e., 3 × 10−16). In other words, the time 

transfer noise is still a major contributor to a long-distance time-comparison 

uncertainty even after 10 days. From the above, we clearly see than a few hundred 

picoseconds do matter in the time transfer of a high-precision clock. Without the 

boundary discontinuity removed, we cannot observe the actual clock behavior even 

though we have done 10 days of time comparison by the GPS carrier phase time 

transfer technique!    
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        If we can find some ways to reduce or remove the boundary discontinuity, we 

can possibly decrease the GPS carrier-phase time transfer noise and thus start to 

observe the actual clock behavior after a shorter term of observations, rather than 

more than 10 days. An earlier observation of long-distance clock behavior has many 

advantages. For example, it allows us to know about a long-distance clock error 

timely. We can also more frequently steer a local clock to a long-distance clock, 

resulting in a better synchronization. In addition, it accelerates the formation of 

UTC and the realization of UTC at a local station.  

 

Figure 2.2. The frequency stability of the NIST F1 Cs fountain clock [36]. Note, 

AT1E is a time scale generated from the combined output of a cluster of hydrogen 

masers. The cluster of H-Maser noise in both short-term and long-term should be 

quite smaller than that of a single fountain. Thus the blue and black curves decribe 

the frequencyh stability of a single Cesium fountain clock. 
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Figure 2.3. Frequency stability of the GPS carrier phase time transfer between two 

stations (METAS and NIST (blue), NPL and NIST (magenta), PTB and NIST 

(green)), with the boundary discontinuities not removed [37]. 

 

 

        The above analysis shows the great importance of studying the problem of 

boundary discontinuity. In this chapter, we focus on the characteristics of boundary 

discontinuity. Section 2.2 introduces the NRCan PPP software package that is used 

to implement the GPS carrier-phase time transfer in this thesis. Section 2.3 

discusses the methods of extracting boundary discontinuities. Sections 2.4–2.5 are 

the core parts of this chapter. They study the statistics of boundary discontinuity, 

e.g., the mean and the standard deviation (STD). Section 2.4 discusses the one-day 

boundary discontinuity (“one-day boundary discontinuity” is also called “day 

boundary discontinuity”) and Section 2.5 discusses the multi-day boundary 

discontinuity. Finally, Section 2.6 compares NRCan PPP with other PPPs. 
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2.2        GPS Data Processing  

        The NRCan PPP [38–39] is used to do the GPS carrier-phase time transfer in 

this thesis. Other PPP programs are also run to compare them with the NRCan 

PPP in Section 2.6.  

        The inputs of the NRCan PPP are the IGS sp3 file, the IGS clk file, the RINEX 

file, and a few correction files. Here, the IGS sp3 file provides the coordinates of all 

the GPS satellites every 15 min [40]. The IGS clk file provides the clock offsets of all 

the GPS satellites and many ground stations every 5 min [41]. The IGS sp3 file and 

the IGS clk file together are called IGS products. The IGS products are computed by 

the network method, as mentioned in Section 1.5.2. There are three types of IGS 

products: IGS final (IGS has the highest quality, but about 2 weeks of latency), IGS 

rapid (IGR has a quality nearly comparable to that of the IGS final products, and 

about 17 hours of latency), and IGS ultra-rapid (IGU aims for real-time and near 

real-time use and is not discussed in this thesis). Reference [18] shows that the 

boundary discontinuity behavior does not change regardless of whether the IGS 

final products or the IGS rapid products are used, because the qualities of both 

products are almost the same. Thus, both IGS final products and IGS rapid 

products are used in our study of boundary discontinuity reported in this thesis. 

The RINEX file [42] is recorded by a local GPS receiver typically every 30 seconds. 

It has the code and phase measurements on both L1 and L2 for all visible GPS 

satellites. The RINEX file may also contain Doppler shifts and GPS signal strength. 

But these two parameters are not used in the NRCan PPP software. The correction 
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files have information about the antenna correction, P1–C1 code biases, ocean tide, 

tropospheric mapping function, etc.  

        The default settings of NRCan PPP are as follows: “USER DYNAMICS” is set 

to “STATIC” because all receivers used in this thesis are in static mode; we use the 

IGS final or rapid sp3 and clk products; the software solves for both the station 

position and the clock bias; the cutoff elevation is set to 10 degrees; the data-arc (or 

data batch) is 1 day; the weight of the code measurement is 1, while the weight of 

the phase measurement is 100.  

        Generally speaking, NRCan PPP solves the observation equations [i.e., Eq. 

(1.5)–(1.6)]. To be more specific, NRCan PPP first linearizes the observation 

equations around the a-priori parameters and then solves the equations by the least 

squares method with a-priori weighted constraints. The adjustment procedure of 

the a-priori weighted constraints is effectively a sequential filter that adapts to 

varying user dynamics (for details, see [38–39]). After a couple of hours, the PPP 

solutions converge to the level of a few centimeters. At the end of the data-arc, the 

NRCan PPP reverses and goes backward until the beginning of the data-arc. We 

extract the clock bias from the backward data, because the solutions converge better 

in the backward mode. The clock bias is very often not continuous between two 

consecutive days. This is the boundary discontinuity. Next section will discuss how 

to compute the jump value of the boundary discontinuity. 



32 

 

2.3        Methods of Extracting Boundary Discontinuity 

        We use two methods to compute the boundary discontinuity [18, 28]. The first 

method is called the “raw method” (Figure 2.4). This method computes the time 

difference between the average of 0:00 and 0:05 for each day (see the bottom black 

dot in Figure 2.4) and the average of 23:50 and 23:55 for the previous day (see the 

top black dot in Figure 2.4), and also corrects for the slope (the linear fit lines in 

Figure 2.4). The second method is called the “overlapping method” (Figure 2.5). This 

method first runs PPP for two consecutive days independently. Second, it runs PPP 

for the combined two days. Finally, it extracts the time difference between the first 

day and the combined two days ∆1→𝑋 and the difference between the combined two 

days and the second day ∆𝑋→2. Then ∆1→2= ∆1→𝑋 + ∆𝑋→2 gives the jump value (i.e., 

the boundary discontinuity) between the two days.  

        These two discontinuity-extraction methods give us almost the same jump 

values. Statistically, the STD of the boundary discontinuity extracted by the 

overlapping method is slightly smaller (typically, ~15 ps smaller) than that 

extracted by the raw method, because the overlapping method removes the short 

term (i.e., 5 min) noise between the end of first day and the beginning of the second 

day by subtracting the 1-day data-arc PPP result from the 2-day data-arc PPP 

result. For the sake of consistency, we use the overlapping method except when 

mentioned specifically. 
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Figure 2.4 Illustration of Raw Method. 

 

 

 

Figure 2.5. Illustration of Overlapping Method. ∆1→𝑋 is the average time difference 

between the first day and the combined two days from 15:00 to 21:00. ∆𝑋→2 is the 

average time difference between the second day and the combined two days from 

3:00 to 9:00. ∆1→2= ∆1→𝑋 + ∆𝑋→2, where  ∆1→2 is the jump value estimated by the 

Overlapping Method. 
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2.4        Statistics of Day Boundary Discontinuity 

        Since the day boundary discontinuity varies day after day, we can hardly study 

its behavior based on the analysis of just a few days of GPS data. Thus, we consider 

the day boundary discontinuity as a random variable and study its statistical 

behavior, i.e., the mean value and the STD, based on more than 100 days of GPS 

data.  

        Here, we run NRCan PPP (1-day data-arc) with the IGR products as the input, 

for NIST [a GPS receiver at the National Institute of Standards and Technology 

(NIST), Boulder, USA], PTBB [a GPS receiver at the Physikalisch-Technische 

Bundesanstalt (PTB), Germany], and USN3 [a GPS receiver at the United States 

Naval Observatory (USNO), DC, USA], during MJD 55600–55750. As an example, 

Figure 2.6 shows the NRCan PPP result for NIST. Between MJD 55667 and MJD 

55668, there is an adjustment in the IGR time scale that leads to approximately a 

−7 ns jump. This jump is removed in our study. We extract the day boundary 

discontinuities by the overlapping method as discussed in Section 2.3. Figure 2.7 (a) 

shows the histogram of the jump values for NIST. Also, Figure 2.7 (b) and (c) are 

the histograms of the jump values for PTBB and USN3, respectively. We can clearly 

see from Figure 2.7 that the distribution of the boundary discontinuity is almost 

Gaussian [see the Appendix at the end of this chapter (i.e., Section 2.7), for the 

Gaussian-distribution test]. The mean values are −146.7 ps, 45.4 ps, and 21.4 ps, 

and the STDs are 236.7 ps, 138.5 ps, and 106.7 ps. Clearly, USN3 provides the 

smallest boundary-discontinuity jump. In contrast, the mean value of NIST is far 
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from 0 ps, which makes the popular concatenating algorithm quite difficult to 

implement [43].    

 

Figure 2.6. NRCan PPP result for the NIST time with respect to the IGR time. 

 

 

 

   

                            (a)                                                   (b)                                                   (c)                

Figure 2.7.  Histograms of jumps of NIST, PTBB, USN3 for MJD 55600–55750, 

with respect to the IGS rapid (IGR) time. 
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2.5     Boundary Discontinuity of Different Data-arcs 

        Section 2.4 presented the statistics of the discontinuities for a 1-day data-arc. 

To avoid the problem of the day boundary discontinuity in the PPP processing, 

many organizations, including the Bureau International des Poids et Mesures 

(BIPM) [44], have started to use a longer data-arc (e.g., 35 days) in the PPP 

processing. In this way, a day boundary discontinuity is converted to a multi-day 

data-arc boundary discontinuity. However, we do not know how the boundary 

discontinuity changes as the data-arc increases from 1 day to a few days. Thus, we 

have no idea about how well the multi-day PPP result represents the “true” result. 

2.5.1        Results 

        To clarify these unknowns, we run PPP for USN3 for MJD 55500–55900. The 

length of a data-arc increases from 1 day to 4 days. We can see from the results 

(blue curves in Figure 2.8 (1a)–(1b)) that both the mean value and the STD of the 

boundary discontinuity increase as the length of a data-arc increases. Consequently, 

when a longer data-arc is used, we should expect a greater boundary discontinuity. 

Thus, a longer data-arc PPP processing does result in some time periods of the PPP 

result deviating more from the true result than a 1-day data-arc PPP processing.  

        We also run PPP for PTBB, NIST, and AMC2 (a GPS receiver in Colorado 

Springs, USA) for MJD 55500–55900 (see the blue curves in Figure 2.8 (2a)-(4b)). 

Clearly, the mean value of the boundary discontinuity is almost proportional to the 

data-arc length. Although the STD is not always monotonically increasing, the 
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tendency of STD does increase as the data-arc length increases. This result further 

confirms the conclusion that the longer the data-arc is, the greater the boundary 

discontinuity becomes.  

2.5.2        Theoretical Analysis 

        This section explains the results in Section 2.5.1 theoretically. 

        We consider the time result of PPP as 𝑋 + ∆, where 𝑋 stands for the “true” time 

solution, and ∆ is the shift due to the uncertainty of the phase ambiguity. Thus, the 

day boundary discontinuity obviously satisfies  

  𝐵𝐷𝑀,𝑀+1
1 = ∆𝑀+1,𝑀+1

1 − ∆𝑀,𝑀
1 ,  (2.1) 

where the superscript represents the length of a data-arc; the subscript (k, k+1) for 

𝐵𝐷 represents the jump between the kth day and the (k+1)th day; and the subscript 

(k, n) for ∆ represents the timing shift for the PPP result between the kth day and 

the nth day.  

        We know from Section 1.5.1 that ∆ depends on both the average of the code 

noise of the whole data-arc and the phase noise at the first epoch. Typically, the 

phase noise is at the level of approximately 10–20 ps, which is much smaller than 

the actual time shift ∆ (typically, greater than 100 ps). Thus, ∆ mainly depends on 

the average of the whole data-arc code noise. If the data-arc is increased to M days, 

then we have  

 ∆1,𝑀
𝑀 = (∆1,1

1 + ∆2,2
1 +⋯+ ∆𝑀,𝑀

1 )/𝑀.  (2.2) 
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We can clearly see from the example in Figure 2.9 that the 4-day data-arc PPP 

result (the red curve) is almost an average of the four 1-day data-arc PPP results. 

This result verifies Eq. (2.2). 

       

 

       

 

 

 

 

 

 

 

1(a) 1(b) 

2(a) 2(b) 



39 

 

 

 

       

 

       

Figure 2.8. Statistics of the boundary discontinuity of different data-arcs for USN3 

[1(a) and 1(b)], PTBB [2(a) and 2(b)], NIST [3(a) and 3(b)], and AMC2 [4(a) and 

4(b)]. (a)s are for the mean value of the boundary discontinuity and (b)s are for the 

standard deviation of the boundary discontinuity. In all cases, the blue curves are 

the real results, while the red curves in the (a) are the theoretically predicted 

results. 

 

 

        Now, we study the multi-day data-arc boundary discontinuity. Similar to Eq. 

(2.1), the multi-day data-arc boundary discontinuity can be computed by Eq. (2.3). 

 𝐵𝐷𝑀,𝑀+1
𝑀 = ∆𝑀+1,2𝑀

𝑀 − ∆1,𝑀
𝑀 . (2.3) 

3(a) 

4(a) 

3(b) 

4(b) 
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Now we plug in Eq. (2.2), obtaining 

 𝐵𝐷𝑀,𝑀+1
𝑀 =

[(∆𝑀+1,𝑀+1
1 +∆𝑀+2,𝑀+2

1 +⋯+∆2𝑀,2𝑀
1 )−(∆1,1

1 +∆2,2
1 +⋯+∆𝑀,𝑀

1 )]

𝑀
.  (2.4) 

Because of Eq. (2.1), we can express the M-day data-arc boundary discontinuity 

𝐵𝐷𝑀,𝑀+1
𝑀  by the day boundary discontinuity 𝐵𝐷𝑖,𝑖+1

1 . That is, 

 𝐵𝐷𝑀,𝑀+1
𝑀 = (∑ 𝐵𝐷𝑖,𝑖+1

1𝑀
𝑖=1 + ∑ 𝐵𝐷𝑖,𝑖+1

1𝑀+1
𝑖=2 +⋯+∑ 𝐵𝐷𝑖,𝑖+1

12𝑀−1
𝑖=𝑀 )/𝑀.  (2.5) 

        Next, we study the statistics of the M-day data-arc boundary discontinuity.  

        First, for the expectation, we have the following equation: 

 𝐸(𝐵𝐷𝑀,𝑀+1
𝑀 ) = 𝐸(

∑ 𝐵𝐷𝑖,𝑖+1
1𝑀

𝑖=1 +∑ 𝐵𝐷𝑖,𝑖+1
1𝑀+1

𝑖=2 +⋯+∑ 𝐵𝐷𝑖,𝑖+1
12𝑀−1

𝑖=𝑀

𝑀
).  (2.6) 

Because 𝐵𝐷𝑖,𝑖+1
1  observes the same distribution, we further have 

 𝐸(𝐵𝐷𝑀,𝑀+1
𝑀 ) =

𝑀∙𝐸(𝐵𝐷𝑖,𝑖+1
1 )+𝑀∙𝐸(𝐵𝐷𝑖,𝑖+1

1 )+⋯+𝑀∙𝐸(𝐵𝐷𝑖,𝑖+1
1 )

𝑀
= 𝑀 ∙ 𝐸(𝐵𝐷𝑖,𝑖+1

1 ). (2.7) 

Eq. (2.7) tells us that the mean value of the M-day data-arc boundary discontinuity 

is proportional to the data-arc length M. This theoretical calculation matches our 

actual results in Figure 2.8. The theoretically predicted mean value (red curve in all 

(a) figures) is very close to the actual mean value (blue curve in all (a) figures).  

        Second, we study the standard deviation of 𝐵𝐷𝑀,𝑀+1
𝑀 . Here, we can have two 

different, but both reasonable, assumptions. The two assumptions lead to 

completely different conclusions.  
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Figure 2.9. Illustration of Eq. (2.2). The blue curve is the 1-day data-arc NRCan 

PPP result, and the red curve is the 4-day data-arc NRCan PPP result. Clearly, the 

4-day data-arc PPP result (the red curve) is almost an average of the four 1-day 

data-arc PPP results. 

 

 

        The first assumption is that for any k, ∆𝑘,𝑘
1  is Gaussian distributed and it is 

independent from ∆𝑖,𝑖
1  (where 𝑖 ≠ 𝑘). Physically, this assumption is based on the fact 

that the noise in the measurements is white, and thus the distribution of the 

estimated phase ambiguities is Gaussian. If this assumption is true, Eq. (2.4) 

reveals that 

 𝑆𝑇𝐷(𝐵𝐷𝑀,𝑀+1
𝑀 ) =

1

𝑀
√2𝑀 ∙ 𝑉𝑎𝑟(∆𝑖,𝑖

1 ) = √
2

𝑀
𝑆𝑇𝐷(∆𝑖,𝑖

1 ). (2.8) 

Because  

 𝑆𝑇𝐷(𝐵𝐷𝑖,𝑖+1
1 ) = √2𝑆𝑇𝐷(∆𝑖,𝑖

1 ), (2.9) 

we have 
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 𝑆𝑇𝐷(𝐵𝐷𝑀,𝑀+1
𝑀 ) = √

1

𝑀
𝑆𝑇𝐷(𝐵𝐷𝑖,𝑖+1

1 ). (2.10) 

Eq. (2.10) tells us that the STD of the M-day data-arc boundary discontinuity is 

proportional to √
1

𝑀
. Thus, by increasing the length of data-arc to a large value, the 

STD of the boundary discontinuity can be almost 0. 

        The second assumption is that 𝐵𝐷𝑘,𝑘+1
1  is Gaussian distributed and 

independent from 𝐵𝐷𝑖,𝑖+1
1  (where 𝑖 ≠ 𝑘). This assumption also makes sense because 

previous studies (see [18]) show that the boundary discontinuity can affect the slope 

of the PPP result. Thus, the boundary discontinuity may be more fundamental than 

the time shift ∆. So we can possibly assume that BD is white and independent. If 

this assumption is correct, ∆ is actually a random-walk process, becasue ∆𝑖+1,𝑖+1
1 =

∆𝑖,𝑖
1 + 𝐵𝐷𝑀,𝑀+1

1 . According to Eq. (2.5), we have 

 𝑆𝑇𝐷(𝐵𝐷𝑀,𝑀+1
𝑀 ) = 𝑆𝑇𝐷 (

𝐵𝐷1,2
1 +2∙𝐵𝐷2,3

1 +⋯+𝑀∙𝐵𝐷𝑀,𝑀+1
1 +(𝑀−1)∙𝐵𝐷𝑀+1,𝑀+2

1 +⋯+𝐵𝐷2𝑀−1,2𝑀
1

𝑀
), (2.11) 

thus,  𝑆𝑇𝐷(𝐵𝐷𝑀,𝑀+1
𝑀 ) =

1

𝑀
𝑆𝑇𝐷(𝐵𝐷𝑖,𝑖+1

1 ) ∙ √12 + 22 +⋯+𝑀2 + (𝑀 − 1)2 +⋯+ 12. (2.12) 

Further simplification gives  

 𝑆𝑇𝐷(𝐵𝐷𝑀,𝑀+1
𝑀 ) = √

2𝑀3+𝑀

3𝑀2
𝑆𝑇𝐷(𝐵𝐷𝑖,𝑖+1

1 ). (2.13) 

When M is large, we have 

  𝑆𝑇𝐷(𝐵𝐷𝑀,𝑀+1
𝑀 ) ≅ √

2𝑀

3
𝑆𝑇𝐷(𝐵𝐷𝑖,𝑖+1

1 ). (2.14) 

Thus, the STD of the M-day data-arc boundary discontinuity is proportional to √
2𝑀

3
 

when M is large. 



43 

 

        Our actual results shown in Figure 2.8 (b) series are quite far away from what 

our first assumption predicts. In contrast, we can see that the second assumption 

works quite well for USN3. For other receivers, the STD of the boundary 

discontinuity increases, but not as much as √
2𝑀3+𝑀

3𝑀2
. This may come from the case 

that there may have some correlation between two consecutive boundary 

discontinuities or that we are at somewhere between the first and second 

assumptions.  

        In a whole, the theoretical study shows that 𝑀𝑒𝑎𝑛 ∝ 𝐷𝑎𝑡𝑎𝐴𝑟𝑐𝐿𝑒𝑛𝑔𝑡ℎ. But for 

the STD, it could be either proportional to √𝐷𝑎𝑡𝑎𝐴𝑟𝑐𝐿𝑒𝑛𝑔𝑡ℎ or 1/√𝐷𝑎𝑡𝑎𝐴𝑟𝑐𝐿𝑒𝑛𝑔𝑡ℎ. 

The actual result matches the theoretical prediction on the mean value of the 

boundary discontinuity. The fact that the actual STD of the boundary discontinuity 

is closer to the tendency of √𝐷𝑎𝑡𝑎𝐴𝑟𝑐𝐿𝑒𝑛𝑔𝑡ℎ indicates that the PPP result is closer 

to a Brownian (or random-walk) process. 

2.6   Other PPP Software Packages 

        Although NRCan PPP is a standard PPP program in the time transfer 

community, we still want to compare it with other PPP programs because other 

PPP programs may be comparable to or even better than NRCan PPP. Besides, 

other PPPs may be a good substitute when NRCan PPP is not available.  

        Here, we choose Atomium PPP [45–46] and Novatel PPP (or Novatel GrafNav 

PPP) to compare with NRCan PPP. Atomium PPP was developed by Dr. Pascale 

Defraigne who is well known in the time-transfer community. She has studied the 
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boundary discontinuity for many years. Thus, there may be some advantages of 

using Atomium PPP over NRCan PPP, in terms of boundary discontinuity. On the 

other hand, Novatel PPP is a commercial PPP program. It has a fancy graphic user 

interface and many useful functions (e.g., it can process GLONASS data; and it can 

process data forward, then reverse, and then forward again). Since Novatel is not 

targeted toward the time-transfer community, its performance of precise timing 

may not be as good as NRCan PPP and Atomium PPP. However, it is still 

interesting to evaluate the performance of such a commercial PPP in the area of 

precise timing. 

        Our main concerns about the performance of a PPP program are boundary 

discontinuity and frequency stability. To do the comparison, we first run the three 

PPP programs (i.e., NRCan, Atomium, Novatel) for NIST, USN3 and PTBB for 

MJD 55600–55750 with respect to the IGS final time. We can clearly see from 

Figures 2.10–2.12 that all three curves are very close, indicating that all PPPs give 

very similar long-term (> 5 days) time-transfer results. However, the Novatel PPP 

result for PTBB has many outliers/spikes. These anomalies indicate that Novatel 

PPP may not be as robust as the other two PPPs. 
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Figure 2.10. The results of three PPPs (NRCan, Atomium, and Novatel) for the 

NIST time with respect to the IGS final time, for MJD 55600–55750. 

 

 

 

Figure 2.11. The results of three PPPs (NRCan, Atomium, and Novatel) for the 

USN3 time with respect to the IGS final time, for MJD 55600–55750. 
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Figure 2.12. The results of three PPPs (NRCan, Atomium, and Novatel) for the 

PTBB time with respect to the IGS final time, for MJD 55600–55750. 

 

 

        The STDs of the boundary discontinuity for the three PPPs are shown in Table 

2.1. Obviously, NRCan PPP and Atomium PPP have almost the same STD of the 

boundary discontinuity. In addition, they typically provide a smaller boundary 

discontinuity than Novatel PPP. 

        Next, we study the frequency stability of the three PPPs. We first enlarge 

Figures 2.10–2.11 to see the stability in the time-domain (Figures 2.13–2.14). 

Clearly, all three curves in Figures 2.13–2.14 have similar patterns. They reach the 

maxima and minima at the same epochs. For NIST (Figure 2.13), the three PPPs 

have quite comparable results. However, Novatel PPP is noiser than NRCan and 

Atomium for USN3 (Figure 2.14). The tiny peaks in the blue/red curve are enlarged 

in the black curve! For example, in Figure 2.14, at around MJD 55653.5, there is a 



47 

 

peak of greater than 0.1 ns, while in the blue and red curves, the peaks are 

negligible. In the frequency domain (see Figures 2.15–2.16), we further confirm our 

above observation that Novatel PPP is noisier than NRCan PPP and Atomium PPP 

for USN3. Figure 2.16 shows that Novatel PPP is much worse than the other two 

for the averaging time of 1000 to 100,000 sec, for USN3.  

Table 2.1. The standard deviation (STD) of the boundary discontinuity of the three 

PPPs (NRCan, Atomium, and Novatel) for NIST, USN3, and PTBB. Note, the STD 

of the Novatel PPP for PTBB STD (i.e., 308.4 ps) is the result after the dates with 

spikes in Figure 2.13 have already been removed. 

 

 

 

Figure 2.13. The results of three PPPs (NRCan, Atomium, and Novatel) for the 

NIST time with respect to the IGS final time, for MJD 55646–55648. This figure is 

enlarged from Figure 2.11. 

 NRCan PPP Atomium PPP Novatel PPP 

NIST 243.5 ps 247.8 ps 238.3 ps 

USN3 118.6 ps 118.7 ps 192.1 ps 

PTBB 145.3 ps 155.0 ps 308.4 ps 
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Figure 2.14. The results of three PPPs (NRCan, Atomium, and Novatel) for the 

USN3 time with respect to the IGS final time, for MJD 55653–55655. This figure is 

enlarged from Figure 2.12. 

 

 

Figure 2.15. Frequency stability analysis of the three PPPs (NRCan, Atomium, and 

Novatel) for NIST, for MJD 55600–55645. 
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Figure 2.16. Frequency stability analysis of the three PPPs (NRCan, Atomium, and 

Novatel) for USN3, for MJD 55600–55645. 

 

 

        In summary, NRCan PPP and Atomium PPP exhibit a very similar 

performance in terms of boundary discontinuity and frequency stability. The 

Novatel PPP only works well for some stations. For other stations, the Novatel PPP 

timing results could have many outliers. In addition, Novatel PPP typically provides 

a bigger boundary discontinuity and worse frequency stability than the other two 

PPPs. Therefore, NRCan PPP and Atomium PPP are better than Novatel PPP. 



50 

 

2.7        Appendix: Gaussian-Distribution Test of Boundary Discontinuity 

        In this section, we test whether the boundary discontinuity satisfies the 

Gaussian distribution or not. Here, we use chi-squared (𝜒2) test to determine the 

Gaussian distribution. 

        The basic principle of 𝜒2 test is as follows1. 

        First, our null hypothesis states that the distribution of the boundary 

discontinuity is Gaussian. Next, the N boundary-discontinuity observations are 

divided among n equally-spaced cells. In each cell, we have Oi observations. The 

expected number of observations in each cell is Ei, based on the Gaussian 

distribution model. Then we get the following quantity. 

 𝜒2 = ∑
(𝑂𝑖−𝐸𝑖)

2

𝐸𝑖

𝑛
𝑖=1 .  (2.15) 

It can be shown that for the significance level 𝛼, if  

 𝜒2 ≥ 𝜒𝛼
2(𝑛 − 𝑚 − 1),  (2.16) 

where m is the number of unknown variables in the distribution model (in our case, 

m=2, because only the mean and STD in the Gaussian distribution are unknown), 

then we reject our null hypothesis at the significance level 𝛼. 

        Now let’s apply the 𝜒2  test to the Gaussian-distribution test of boundary 

discontinuity. Figure 2.17 shows the boundary discontinuities of five GPS receivers 

with respect to the IGS final time, instead of the IGR time. Comparing this figure 

with Figure 2.7, we can see that the mean value and the STD are very close for 

                              
1 The principle of 𝜒2 test is mainly based on “Pearson’s chi-squared test” of Wikipedia. The website 

link is http://en.wikipedia.org/wiki/Pearson's_chi-squared_test. 
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NIST, PTBB, and USN3. This further confirms our statement in Section 2.2 that 

the boundary discontinuity behavior does not change regardless of whether the IGS 

final products or the IGS rapid products are used.  

        Actually, we do not need to implement the algorithm of the above 𝜒2 test by 

ourselves. MATLAB has already provided a function, called “chi2gof”1, to do the 𝜒2 

test for a Gaussian distribution. Here, we set the significance level 𝛼 = 0.03, which 

is a common setting. The corresponding command is “h = chi2gof(x, ‘Alpha’, 0.03)”. If 

h is 0, then the test decision is that the data in vector x come from a Gaussian 

distribution with the significance level of 0.03.  

        The results show that PTBB, USN3, OPMT, and USNO pass the Gaussian 

distribution test. NIST is the only one that fails. Figure 2.17(a) tells us why NIST 

fails. There are a few big boundary discontinuities with more than 0.5 ns jump 

values. This makes the red curve wider than it should be. In the end, it makes the 

blue bars not match the red curve very well. This results in that NIST fails the 

Gaussian-distribution test. Without those big jumps, we can see that NIST still 

observes the Gaussian distribution. Based on the above analysis, we conclude that 

the boundary discontinuity is Gaussian at the significance level of 0.03. Or simply 

put, the boundary discontinuity is almost Gaussian. 

                              
1 See http://www.mathworks.com/help/stats/chi2gof.html. 
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(a)                                          (b)                                           (c) 

 

(d)                                             (e) 

Figure 2.17. Histograms of jumps of NIST, PTBB, USN3, OPMT, and USNO with 

respect to the IGS final time. The red curve in each plot is the Gaussian-

distribution fit. 

 

 

 

 

 

 

 

 

 

 

 



53 

 

 

 

 

 

 

 

Chapter 3 

 

 

Origin of Day Boundary Discontinuity1 

 

 

 

3.1        Introduction: Noise and Boundary Discontinuity 

        As stated in Section 1.5.1, in theory, the boundary discontinuity comes from 

both the code and phase noise. Here, we simulate the impact of the code and phase 

noise on the boundary discontinuity.  

        There are basically two methods for doing the simulation. One method is to 

generate ideal noise-free RINEX data. Then we add noise to the RINEX data and 

see the change in the boundary discontinuity. The difficulty with this method comes 

from the generation of noise-free RINEX data. Although there are some software 

packages available in the world [48], we do not know their details, e.g., whether 

they include the ionospheric and tropospheric delays. We may also need to revise 

the PPP software package to remove some corrections in PPP.  

        The other method involves adding white noise to the original measured RINEX 

data and studying the change in the boundary discontinuity. This method is easier 

                              
1 The results of this chapter are mainly based on [18, 47]. 
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to implement. And, it can reveal the relationship between measurement noise and 

boundary discontinuity quite effectively. 

        Here, we use the second method for our simulation. First, we keep the phase 

noise at the noise level of 0.01 cycle and increase the code noise from 0.0 m to 0.5 m 

(Figure 3.1). One thousand trials are done for each code noise level to get a reliable 

statistical distribution. We can see from Figure 3.1 that the STD of the clock offset 

at epoch 0 (that is, the very beginning epoch of the day) increases almost linearly as 

the code noise increases. For a code noise of 0.3 m and a phase noise of 0.01 cycle, 

which is a common noise level for the RINEX data, the STD is 85 ps, which 

corresponds to the STD of the boundary discontinuity of 85 ps × 2  = 120 ps. This 

value matches the statistical result of the boundary discontinuity in Section 2.4 

quite well.  

        We can also see from Figure 3.2 that the STD of the clock offset at epoch 0 

changes little for a phase noise in the range of 0.00–0.02 cycle. Because the phase 

noise of the RINEX data after corrections (such as the satellite clock offsets, the 

earth tide, etc.) is typically below 0.02 cycle, the phase noise has little impact on the 

boundary discontinuity.  
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Figure 3.1. Relation between the clock offset at epoch 0 and the code noise 

(simulation result). The phase noise is kept at the STD of 0.01 cycle. 

 

 

 

 

Figure 3.2. Relation between the clock offset at epoch 0 and the phase noise 

(simulation result). The pseudorange noise is kept at the STD of 0.3 m. 
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        Next, we study the relation between the short-term (300 sec) stability of the 

carrier-phase (CP) time transfer and the measurement noise (Figure 3.3). The time 

deviation (TDEV) at an averaging time of 300 sec is used to characterize the short-

term stability. The six curves in Figure 3.3 are very close to each other, which 

indicates that the code noise has little impact on the short-term stability of CP time 

transfer. TDEV (300 sec) increases from 8 ps to approximately 50 ps as the phase 

noise increases from 0 cycle to 0.05 cycle. This increase shows that the phase 

measurement plays an important role in the short-term CP time transfer.   

 

Figure 3.3. TDEV at 300 sec for different pseudorange noise and phase noise levels 

(simulation result). 
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        The above analysis confirms our theoretical study reported in Section 1.5.1 

that showed that both the code noise and the phase noise can affect boundary 

discontinuity. Practically, however, the phase noise is typically too small (< 0.02 

cycle) to cause an effect. Therefore, the code noise is much more critical to the 

boundary discontinuity than the phase noise.  

        The code noise [see Eq. (1.5)] can be divided into two categories: systematic 

noise and outliers (or anomalies). Systematic noise can be further divided into three 

sub-categories: satellite-related noise, path-related noise, and receiver-related noise. 

Such systematic noise is always there, and the noise level typically remains very 

stable unless there is a sudden big improvement of the system design (such as the 

update of a GPS receiver, or a better estimate of the satellite clock offset by a new 

algorithm).  

        The satellite-related noise mainly comes from the uncertainty of satellite clock 

offset and position. IGS provides the IGS 30-sec clock product that has more 

information about the satellite clocks than the IGS 5-min clock product. Thus, using 

the IGS 30-sec clock product as the input of PPP can potentially reduce the 

boundary discontinuity. This issue will be discussed in Section 3.2. However, IGS 

does not provide the IGS 30-sec sp3 product. Thus, we cannot evaluate the impact of 

the satellite position on the boundary discontinuity, at least for the time being. 

However, we believe that the IGS 30-sec sp3 product [49] has a similar effect on the 

boundary discontinuity as the IGS 30-sec clock product. 
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        The path-related noise is mainly ionospheric noise and tropospheric noise. The 

ionospheric noise can be cancelled out to the first order by using dual-frequency 

measurements. This is what the PPP does. However, the second order of ionospheric 

noise can still be as big as a few centimeters [50]. Triple-frequency measurements 

can cancel out the ionospheric noise to the second order. But a triple-frequency GPS 

receiver is not available in our lab. Therefore, we cannot explore the impact of high-

order ionospheric noise on boundary discontinuity in this thesis. The tropospheric 

noise will be discussed in Section 3.3. 

        Section 3.4 will explore the receiver-related noise and propose a practical 

method for reducing the impact of the receiver-related noise on the boundary 

discontinuity. 

        An outlier or an anomaly in the RINEX data occurs quite unpredictably. The 

origin of an outlier can be almost anything. For example, the GPS receiver loses the 

tracking of a satellite, or the satellite-receiver line is blocked by an object, or the 

reference time for the receiver is adjusted, or even a man-made error occurs. The 

relationship between an outlier and the boundary discontinuity will be discussed in 

Section 3.5.  

        Note that the results in Sections 3.2–3.5 are all based on the PPP program. As 

mentioned in Section 1.5.2, the other implementation of the carrier-phase time 

transfer is the network method. Section 3.6 compares the PPP method with the 

network method. We’ll see that the network method is superior to the PPP method, 

in terms of boundary discontinuity. 
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3.2        IGS Clock Data and Boundary Discontinuity 

        IGS provides the IGS 30-sec clock product that has more information about the 

satellite clocks than the IGS 5-min clock product. Therefore, using the IGS 30-sec 

clock product as the input of PPP could potentially reduce the boundary 

discontinuity.  

        Figure 3.4 confirms this prediction. We run PPP for PTBB (a GPS receiver in 

PTB, Germany) from Modified Julian Day (MJD) 56050 to MJD 56200 with the IGS 

5-min clock product as the input [Figure 3.4(a)]. The STD of the boundary 

discontinuity jump values is 163.4 ps. Then we run PPP the same but with the IGS 

30-sec clock product as the input [Figure 3.4(b)]. The STD of jump values becomes 

115.7 ps. The improvement over the boundary discontinuity by using the IGS 30-sec 

clock product is as much as 29.2% for PTBB. Similarly, for PTBG (also in PTB, 

Germany), the improvement is 22.8% [Figure 3.4(c–d)]. In addition, the mean value 

of the boundary discontinuity becomes closer to 0 ps for both PTBB and PTBG. 



60 

 

 



61 

 

 

Figure 3.4. Boundary discontinuity using the IGS 5-min clock product vs using the 

IGS 30-sec clock product, for PTBB and PTBG from MJD 56050 to MJD 56200. 
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        In principle, the time difference between two GPS receivers with the same 

reference time at a station should be a constant [51]. In practice, the time difference 

usually varies by a few nanoseconds. This variation comes from many reasons, such 

as the time-transfer noise, the receiver aging, the cable extension, etc. Thus, the 

comparison between two local GPS receivers can reveal whether there is any 

improvement of the time-transfer result. Figure 3.5 shows the time difference 

between PTBB and PTBG by using both IGS 5-min clock product and IGS 30-sec 

clock product. We can clearly see that the blue curve is obviously noisier than the 

red curve. This indicates that the time transfer result using the IGS 30-sec clock 

product is closer to the true values than that using the IGS 5-min clock product. 

 

Figure 3.5. Time difference between PTBB and PTBG using the IGS 5-min clock 

product (blue curve) and using the IGS 30-sec clock product (red curve). 
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        The improvement over the boundary discontinuity using the IGS 30-sec clock 

product at several timing laboratories in the world is shown in Figure 3.6. The 

improvement is typically 10–30%.  

 

Figure 3.6. Boundary discontinuity using the IGS 5-min clock product vs using the 

IGS 30-sec clock product, for several GPS receivers in the world (PTBB 56050-

56200, PTBG 56050-56200, SEPA 55927-56077, SEPB 55927-56077, SEPT 55927-

56077, USN3 56050-56200, NIST 55600-55750, AMC2 56050-56200, and OPMT 

56050-56200). 
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3.3        Tropospheric Delay and Boundary Discontinuity 

        The tropospheric delay is separated into a predominant and well-behaved 

hydrostatic (or dry) part and a much smaller and volatile wet part. Each part can be 

expressed as a product of the zenith path delay (ZPD) and mapping function (M). 

Therefore, the ∆𝑡𝑟𝑜𝑝𝑜 term in Eq. (1.5) can be expressed as 

 wetwetdrydrytropo ZPDMZPDM **  . (3.1) 

        The dry ZPD (i.e., 𝑍𝑃𝐷𝑑𝑟𝑦) can be modeled and considered known, but the wet 

ZPD (i.e., 𝑍𝑃𝐷𝑤𝑒𝑡) must be estimated when running the PPP program [39].  

        There are several types of mapping functions, such as Niell mapping function 

(NMF), Global mapping function (GMF), and Vienna mapping function 1 (VMF1) 

[52]. 

        NMF is expressed by Eq. (3.2): 

 𝑀(𝑒) =

1+
𝑎

1+
𝑏

1+𝑐

𝑠𝑖𝑛 𝑒+
𝑎

𝑠𝑖𝑛𝑒+
𝑏

𝑠𝑖𝑛𝑒+𝑐


 , (3.2) 

where e is the elevation of the satellite with respect to the GPS receiver, and the 

parameters a, b, and c are different for the hydrostatic and wet components of the 

atmosphere. Each of the parameters is a constant or a function of site latitude 

(symmetric about the equator) and day of year. Thus, NMF’s temporal resolution is 

about one month. VMF1 uses the output of a numerical weather analysis to provide 

the information with a temporal resolution of six hours, specifically for a particular 

station. Thus, VMF1 provides a quite significant improvement of the tropospheric 

delay over NMF. GMF is a “back-up” mapping function or a compatible empirical 
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representation of VMF1. The parameters of a, b, c in GMF are computed based on 

the average of many years of data from the numerical weather model, instead of 

being estimated every 6 hours as in VMF1. Thus, GMF does not have as high 

resolution as VMF1. In fact, the temporal resolution of GMF is similar to that of 

NMF. Nevertheless, GMF is closer to the reality than NMF [52].  

        The three mapping functions of NMF, GMF, and VMF1 are shown in Figure 

3.7. Clearly, VMF1 has a much higher resolution than the other two mapping 

functions. NMF is away from the average and thus leads to a bias in the 

tropospheric delay estimation. GMF is a good representation of VMF1 over the long 

term (a few months or more).  

 

Figure 3.7. Hydrostatic (dry) mapping function at 5 degree elevation at Fortaleza, 

Brazil [52]. 
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         We use GMF and VMF1 in the PPP program because we want to know 

whether a mapping function affects the boundary discontinuity. Thus, we run the 

PPP program by using GMF and VMF1. In principle, the resolution of VMF1 (6 

hours) is much higher than that of GMF (~1 month). Thus, if the tropospheric 

correction in the PPP matters a lot to the boundary discontinuity, then the 

boundary discontinuity should significantly decrease when we replace GMF with 

VMF1. However, the boundary discontinuities we obtain using GMF and VMF1 are 

almost the same (See Figures 3.8–3.9). This result indicates that the current 

tropospheric correction in PPP is already good enough, and thus the noise in the 

tropospheric correction has little impact on the boundary discontinuity.  

3.4. Receiver-Related Noise and Boundary Discontinuity 

         Since we have already studied the relationship between satellite-related and 

path-related noise and the boundary discontinuity in Sections 3.2–3.3, the next step 

is to study the relationship between the receiver-related noise and the boundary 

discontinuity. 

3.4.1. Boundary Discontinuity of Receivers at the Same Station 

         Receivers at the same station have many common features: the same GPS 

constellations, the same GPS signal transmission path, and the same reference time 

for the receiver. The measurements that receivers have done differ only in their 

multipaths, antennas, antenna-to-receiver cables, and receivers’ internal circuits. 

Taken together, these differences make up “receiver-related noise”. The noise in the 
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reference time for a receiver should typically be negligible, in a national timing 

laboratory. If the common features of receivers at the same station (i.e., the 

satellite-related noise and the path-related noise) play an important role in the 

boundary discontinuity, the jump values of receivers at the same station should be 

highly correlated.  

 

Figure 3.8. Histograms of jumps of PTBB for MJD 55600-55750, by using GMF. 

 

 

Figure 3.9. Histograms of jumps of PTBB for MJD 55600-55750, by using VMF1. 
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        However, our experimental results contradict the above assumption. SEPA, 

SEPB, and SEPT are three GPS receivers at NICT (National Institute of 

Information and Communications Technology, Japan). They are all Septentrio 

POLARX2 receivers. The distance between each receiver is less than 5 m (See 

Figure 3.10). Based on the statistics of the jump values during MJD 55600–55750, 

the correlation coefficient between SEPA and SEPB is 0.471, which indicates a non-

high correlation. For SEPA and SEPT, the correlation coefficient is even less, 0.215. 

The correlation coefficient between SEPB and SEPT is as small as 0.102. Thus, the 

jumps of several receivers at the same station are not highly correlated, even when 

the same type of receiver is used. To further confirm this, we performed a similar 

comparison for PTBB and PTBG at PTB (See Figure 3.11). The correlation 

coefficient is again very small, only −0.064. Based on the above analysis, we 

conclude that the noise from satellites and transmission paths can contribute to 

boundary discontinuity at some level, but not very much.  

         We also studied the correlation of jumps between two long-distance stations. It 

shows that the correlation between two long-distance stations is close to 0, e.g., 

NIST & PTBB −0.011, NIST & USN3 −0.020, USN3 & PTBB 0.110. This is exactly 

what we expect. After all, two long-distance stations have everything different. 

They observe different sets of GPS satellites. The transmission paths are different. 

The multipaths, antennas and receivers are also completely different.  
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Figure 3.10 Correlation of boundary discontinuity of SEPA, SEPB, and SEPT at 

NICT, Japan. 

 

 

Figure 3.11. Correlation of boundary discontinuity of PTBB and PTBG at PTB, 

Germany. 
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3.4.2. Cutoff Elevation and Boundary Discontinuity 

         Of all types of receiver-related noise, multipath is an important factor to 

study. It varies from station to station. Multipath in code measurement is usually at 

the level of a few meters. Even with CP measurement smoothing, the code-

measurement bias due to multipath can still be at a several-centimeters level, 

which can lead to a 100 ps clock bias. Besides, although multipath repeats every 23 

h 56 min, it is different every 24 h, which may lead to different phase ambiguities 

between 2 days. Thus, it is necessary for us to explore the impact of multipath on a 

boundary discontinuity.  

         Increasing the cutoff elevation has two impacts. On the one hand, it blocks 

some multipath from the low elevations which form the main part of the total 

multipath. So from this point of view, we should expect a decrease of boundary 

discontinuity, if multipath does affect boundary discontinuity. On the other hand, 

increasing the cutoff elevation reduces the visible satellite number, which leads to 

fewer observations, so it increases the uncertainty of the computed phase 

ambiguity. So from this point of view, we should expect an increase of discontinuity. 

However, this increase should be very small because low-elevation observations are 

already given less weight than high-elevation observations. In sum, if the multipath 

affects our observation seriously, we should expect a big decrease of discontinuity as 

the cutoff elevation increases.   

         To find out the impact of multipath on the boundary discontinuity, we study 

the STD of boundary discontinuity of USN3, PTBB, and SEPA at different cutoff 
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elevations during MJD 55650–55850 (Figure 3.12). We can see that the increase of 

cutoff elevation gives little improvement on the boundary discontinuity. This 

illustrates that the multipath, at least at USN3, PTBB, and SEPA, is not an 

important factor on the magnitude of the boundary discontinuity.  

 

Figure 3.12. Effect of cutoff elevation on boundary discontinuity. 

 

 

3.4.3. Receiver Noise 

        Receiver-related noise includes multipath, antenna noise, antenna-to-receiver 

noise, and receiver noise, as mentioned in Section 3.4.1. In this section, we focus on 

the receiver noise. 

        In 2006, two receivers (NISA (Ashtech Z12T) and NISV (Novatel T-Sync 

receiver with an OEM4 board) at NIST were connected to the same antenna [53]. 

We processed the RINEX data on MJD 53737 and get the measurement difference 
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(Figures 3.13–3.14) between the two receivers. The measurement difference shows 

the receiver noise and the cable noise.  

        We can see that the code measurement has greater noise at a low satellite 

elevation (Figure 3.13). Since the two receivers are connected to a common antenna, 

the tropospheric noise, the ionospheric noise and the multipath noise, etc are 

already cancelled by the measurement differencing. So the greater noise at low 

satellite elevation in Figure 3.13 can only come from the receiver performance, e.g., 

the tracking loop performance for weak signals.  

        As shown in Figure 3.13, the standard deviation (STD) of the PRN04 C1 code 

measurement difference is 0.53 m. The STD of L1 phase measurement difference is 

0.012 cycle (Figure 3.14). If we assume that the two receivers are of the same or 

similar performance, we get that the code noise due to receiver and cable is 

37.02/53.0   m, and that the phase noise due to receiver and cable is 0085.02/012.0   

cycle. The code and phase noise due to the receiver and cable could potentially 

impact the boundary discontinuity significantly, according to the simulation result 

in Section 3.1 (see Figures 3.1 –3.2).  

3.4.4. Average of Receivers and Boundary Discontinuity 

        According to the results in Sections 3.4.1–3.4.3, we know that the receiver-

related noise is an important contributor to the boundary discontinuity. In order to 

reduce the impact of the receiver-related noise on the boundary discontinuity, one 

easy way is to use more GPS receivers with connections to different antennas, to 
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transfer time. In this way, the receiver-related noise (i.e., multipath, antenna noise, 

cable noise, and receiver noise) can be averaged down.  

 

Figure 3.13. C1 pseudorange measurement difference between NISA and NISV for 

PRN04 on MJD 53737. The STD of C1 difference is 0.53 m. If we neglect the low 

elevation part of C1 measurement, the STD becomes around 0.22 m. 

 

 

Figure 3.14. L1 phase measurement difference between NISA and NISV for PRN04 

on MJD 53737. The STD of L1 phase difference is 0.012 cycle, which corresponds to 

2.3 mm. 
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        For NISA at NIST, the STD of the boundary discontinuity jump values is 167.2 

ps for MJD 56230–56380. For NISX at NIST, the STD is 215.0 ps for the same 

period. If we do averaging over the two receivers, the STD becomes 124.0 ps, which 

indicates an improvement of 25.8%. We also do averaging for SEPA and SEPB at 

NICT (Japan) for MJD 55927–56077, and PTBB and PTBG at PTB for MJD 56050–

56200. The improvements by averaging two receivers at the same station are 13.7% 

and 15.9%, respectively (Figure 3.15). 

 

Figure 3.15. Average of receivers and boundary discontinuity for NIST (NISA and 

NISX), NICT (SEPA and SEPB) and PTB (PTBB and PTBG). The magenta bar is 

the average of two receivers at a station. 

 

 

        The average of receivers also helps reduce the short-term (< 30 min) noise by 

10–20% (Figure 3.16). On the other hand, this also indicates that the conventional 
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CP time transfer cannot observe the short-term (<30 min) clock noise very well 

because the actual clock noise cannot be averaged down by using two GPS receivers. 

 

Figure 3.16. Improvement of the average of receivers on the short-term time 

transfer frequency stability. For the averaging time of 5 min and 10 min, the 

average of the receivers gives an improvement of 10–20%. 

 

 

3.5. Bad Points and Boundary Discontinuity 

        We find that a bad data point (or a data anomaly) in the RINEX file can affect 

not only the time at that specific epoch, but also the whole time at all epochs and 

thus the boundary discontinuity, especially when the bad point happens at the 

beginning or at the end of the data-arc.  

        For example, we run PPP for NIST with the input of the RINEX data-arc from 

19:40:00 to 19:39:30 of the next day (e.g., from 19:40:00 of MJD 55647 to 19:39:30 of 

MJD 55648). The result is shown by the blue curve in Figure 3.17 (blue, red, and 
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black curves are very close except for the second data-arc in Figure 3.17.). We can 

see that the boundary discontinuity is obviously below 500 ps. However, if we shift 

the RINEX data-arc by 5 min (that is, we run PPP for the data-arc from 19:45:00 to 

19:44:30 of the next day (red curve in Figure 12)), the boundary discontinuity is now 

greater than 3 ns. This huge boundary discontinuity comes from the bad point 

happening at 19:40:00 of MJD 55649. If we remove the two bad PRNs (PRN14 and 

PRN31) measurements at this epoch, then the huge boundary discontinuity 

disappears (magenta curve, which is very close to the green curve and the black 

curve). The black curve shows the case of data-arc of 19:50:00 to 19:49:30 of the next 

day. The boundary discontinuity of the black curve is again smaller than 500 ps. 

This example shows that if a bad data point happens at the end of the data-arc, we 

could have a huge boundary discontinuity.  
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Figure 3.17. Illustration of the impact of a bad data point on the boundary 

discontinuity. The blue curve is the result for the data-arc of 19:40:00 to 19:39:30 of 

the next day. The red curve is the result for the data-arc of 19:45:00 to 19:44:30 of 

the next day. The magenta curve is the corrected result of the red curve on the 

second data-arc after the bad data are removed. The black curve is the result for the 

data-arc of 19:50:00 to 19:49:30 of the next day. 

 

 

        Bad points can not only seriously affect the boundary discontinuity as 

mentioned above, but also damage the whole time transfer result (such as the slope) 

of a single data-arc. Figure 3.18 shows this problem. We have already detected that 

there are a few bad points between 15:00:00 and 16:00:00 of MJD 55647 for USN3 

(at USNO, USA). This period (MJD 55647.625–55647.667) is marked by the big 
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black rectangle in Figure 3.18. At the time around MJD 55646.5, all curves are 

approximately parallel. That indicates the slope is almost the same no matter how 

we shift the RINEX data, which is what we expect. The difference between two 

adjacent curves is around 0.2 ns. The slight difference from 0.2 ns comes from 

different boundary discontinuities due to shifted data-arcs. The same situation 

occurs at around MJD 55648.5.  However, the slopes of all curves are not the same 

around MJD 55647.5 because of the bad points happening from 15:00:00 to 16:00:00 

on this day. For example, at MJD 55647.60, the bottom black curve reads 7.685 ns. 

The bottom red curve almost reads the same value as the bottom black curve. At 

MJD 55647.75, the bottom red curve reads 7.817 ns. However, the bottom black 

curve reads 7.607 ns. The slope difference between the two curves during MJD 

55647.60–55647.75 is as big as 1.4 ns / day. Remember that we use exactly the same 

RINEX data and run PPP with exactly the same settings. The only difference is that 

we shift the RINEX data by a few hours. In principle, the slope difference of two 

curves should be very close to 0. Because of the existence of bad points, we have 

totally different time transfer results. These different results make us hard to tell 

which one is correct or whether both of them are wrong. This example demonstrates 

how seriously a few bad points can damage the whole time transfer result of a 

single data-arc.  
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Figure 3.18. Illustration of how bad points damage the time transfer result of the 

same data-arc. The curves are shifted along the y-axis by multiples of 0.2 ns for 

better comparison. Each curve begins at a different start point (e.g., the magenta 

curve begins at 15:15:00; the bottom green curve begins at 00:00:00). 

 

 

3.6. PPP Method and Network Method on Boundary Discontinuity 

        As mentioned in Section 1.5.2, there are two implementation methods of GPS 

carrier-phase time transfer: the network method and the PPP method. The PPP 

method is easier to implement and faster than the network method. However, the 

result of the PPP method may not be as good as that of the network method. This 
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occurs because it does not solve all equations from all stations in the world together. 

Thus, there could potentially have a small timing and positioning bias in the result 

of the PPP method. Such a bias may lead to a bigger boundary discontinuity. Thus, 

we want to compare the two methods in terms of the boundary discontinuity. 

        Actually, the IGS clock file has already provided the results of the network 

method for many ground stations. Figure 3.19 shows the comparison between the 

PPP method and the network method. We can see that the mean jump value is 

closer to 0 in the network method than the PPP method. Furthermore, the STD is 

typically more than 20 ps in the network method than in the PPP method. This 

means that the network method is superior to the PPP method in terms of boundary 

discontinuity. Any improvement in the algorithm for implementing the GPS carrier-

phase time transfer can give a smaller discontinuity, even though the noise in 

physical measurement is still the same. 

3.7. Summary 

        In this chapter, we find that the code noise is the major contributor to the 

boundary discontinuity. The code noise can be divided into three categories: 

satellite-related noise, path-related noise, and receiver-related noise. We find that 

by using the IGS 30-sec clock product, the boundary discontinuity can be lowered by 

10–30%. The tropospheric path noise seems have little impact on the boundary 

discontinuity. The boundary discontinuity can be further lowered by 10–20% if a 

few GPS receivers at the same station are averaged. The anomaly in the RINEX 



81 

 

data can also sometimes lead to a big boundary discontinuity and an incorrect slope 

in the time transfer. The comparison between the PPP method and the network 

method indicates that the network method provides a smaller boundary 

discontinuity. 

 

 
(a) 

 
(b) 

Figure 3.19. Effect of algorithms of fixing ambiguity on boundary discontinuity. (a) 

shows the absolute mean of discontinuity of both the PPP method and the network 

method for five stations. (b) shows the STD of discontinuity. 
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Chapter 4 

 

 

Eliminating Day Boundary Discontinuity: RINEX-Shift algorithm1 

 

 

 

4.1        RINEX-Shift Algorithm 

        As we discussed in the last chapter, the day boundary discontinuity comes from 

any type of code noise. Although the code noise can be reduced by some methods, it 

is impossible to get it down to zero. Thus, the boundary discontinuity cannot be 

removed by reducing the code noise. However, this does not mean that there is no 

way to eliminate the boundary discontinuity. In fact, a few algorithms have been 

proposed to eliminate the boundary discontinuity to achieve continuous GPS CP 

time transfer [43, 46–47, 54–57]. One promising algorithm among them is the 

RINEX-Shift (RS) algorithm [47, 54]. 

        Figure 4.1 shows how the RS algorithm works. The conventional PPP runs first 

forward (from the beginning of the data-arc to the end of the data-arc) and then 

backward (from the end of the data-arc to the beginning of the data-arc) in order to 

converge the solutions [38]. The backward results (one point per 5 min) form the 

final PPP output. As shown in Figure 4.1(a), the blue dots and the red dot together 

                              
1 The results of this chapter are mainly based on [47, 54]. 
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are the backward results of PPP. Since the phase ambiguity is almost always away 

from the true value due to the code noise, the solution of one data-arc almost always 

has a jump from the solution of the next data-arc. This jump is the boundary 

discontinuity.  

        A good way to “eliminate” the boundary discontinuity is to make the length of 

the data-arc to be 5 min so that every point has its own estimation of phase 

ambiguity. Now the boundary discontinuity is actually transformed from a long 

data-arc (≥ 1 day) to a short data-arc (e.g., 5 min). The boundary discontinuity of a 

short data-arc cannot be noticed because it is combined with the short-term (e.g., 5 

min) noise. In this way, we no longer have the boundary discontinuity, and the 

carrier-phase (CP) time transfer can be used for a long-term (e.g., 20 days) time 

comparison without the impact of the day boundary discontinuity.  

        Another thing to consider is that the use of a short data-arc can hardly give a 

converged estimate of the zenith path delay of the troposphere, etc. Thus, the short-

term noise can be huge because of a large uncertainty in the phase ambiguity. A 

good way to tackle this issue is to run PPP for a long data-arc and extract the result 

at the first epoch point of the backward process [the red dot in Figure 4.1(a)]. Then 

we shift the RINEX data by another time step (e.g., 5 min, or 10 min, or even 

greater) and executes PPP, and then extracts the result at the new first epoch again 

[Figure 4.1(b)]. So on and so forth [Figure 4.1(c)-(d)]. The results at all the first 

epochs [the red dots in Figure 4.1(a)-(d)] form the final result. In this way, we can 
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not only eliminate the boundary discontinuity, but also have small short-term noise. 

We call this process the RINEX-Shift (RS) algorithm.  

 

Figure 4.1. Illustration of the RINEX-Shift algorithm. 

 

 

         To test this algorithm, we choose the “NIST” receiver at NIST and the “PTBB” 

receiver at PTB (Physikalisch-Technische Bundesanstalt, Germany). We set the 

data-arc of the RS algorithm to 10 days and the time step to 10 min. Then we run 

the RS algorithm and get the time difference between the NIST time and the PTBB 

time during Modified Julian Date (MJD) 56389–56409 (red curve in Figure 4.2). The 

black curve in Figure 4.2 is the result of the conventional PPP with a 1-day data-

arc, as a reference. As we can see, there are day boundary discontinuities in the 

black curve. These discontinuities disappear in the red curve. This indicates that 

the RS algorithm eliminates day boundary discontinuities successfully. 

        The modified total deviation (MTD) is used to characterize the frequency 

stability. Figure 4.3 shows the MTD of the black and red curves in Figure 4.2. The 

RS algorithm reduces the time-transfer noise significantly, especially at the range 
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of 4 hours to 4 days. The MTD of the RS result (red curve in Figure 4.3) becomes flat 

for an averaging time of greater than 1 day, which indicates that we have already 

seen the UTC(k) clock noise after 1 day.  

 

Figure 4.2. Time comparison between NIST and PTBB during MJD 56389–56409 by 

NRCan PPP (black curve) and the RINEX-Shift (RS) algorithm (red curve). The 

curves are shifted to overlay each other for better comparison. 
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Figure 4.3. MTD of the time difference between NIST and PTBB for MJD 56389–

56409, using NRCan PPP (black curve) and the RINEX-Shift (RS) algorithm (red 

curve). 

 

 

4.2        Problem with RINEX-Shift Algorithm 

        The RS algorithm showed excellent performance in terms of eliminating the 

boundary discontinuity as shown in Section 4.1. However, this excellent 

performance is only the case when all of the GPS data are good. Although most 

timing laboratories have installed state-of-the-art GPS receivers and antennas, it is 

still inevitable that a GPS receiver malfunctions (e.g., losing track of GPS 
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satellites), or the satellite-receiver line is blocked by an object, or the reference time 

for the receiver is adjusted, or even a man-made error occurs. All these problems 

lead to GPS data anomalies. We find that if there are a few epochs of data 

anomalies, the result of the RS algorithm deviates from the true value (Figures 4.4–

4.5).  

        In Figure 4.4, we compare the time difference between PTBB [a GPS receiver 

in PTB, Germany] and the International GNSS Service (IGS) final time. The black 

curve is the result of the NRCan PPP software package. We can see that there is an 

obvious day boundary discontinuity between MJD 56610 and MJD 56611. Since the 

standard deviation of the boundary discontinuity of PTBB is only 138.5 ps [18], we 

can hardly distinguish other small day boundary discontinuities at the scale of 

Figure 4.4. The red curve is the result computed by the RS algorithm. It eliminates 

the boundary discontinuity very well (e.g., there is no jump between MJD 56610 

and MJD 56611).  
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Figure 4.4. Comparison of NRCan PPP (black curve) and the RINEX-Shift 

algorithm (red curve) at anomalies at PTB. (b) is enlarged from (a).  

 

 

        However, the RINEX data of PTBB show that there are three time periods of 

missing GPS data during MJD 56609.0–56616.0. The first one occurs between 

(a) 

(b) 
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10:00:00 and 10:49:30 on MJD 56610, the second one 01:00:00–01:59:30 on MJD 

56614, and the third one 01:00:00–01:59:30 on MJD 56615. The red curve in Figure 

4.4(a) shows bad time transfer results of the RS algorithm whenever the missing 

data occur. The deviation from the NRCan PPP result can be as large as 3 ns. As an 

example, at 9:50:00 on MJD 56610 (i.e., MJD 56610.410), the red curve reads 

505.049 ns, while the black curve reads 508.140 ns [see Figure 4.4(b)]. This 

discrepancy indicates an error of 3.091 ns in the RS algorithm. Besides, the large 

deviation occurs only on the left side of the bad epochs. As the time gets away from 

the bad epochs, the difference between the two curves shows a damped oscillation. 

For example, from MJD 56610.4 to 56610.0, the difference between the two curves 

decreases quickly. At MJD 56610.0, the difference is almost 0. Then from MJD 

56610.0 to 56609.7, it increases to about 0.25 ns, and again decreases to 0 at MJD 

56609.4. For the epochs before MJD 56609.4, the red curve becomes very close to 

the black curve. This indicates that after about 1 day, the damped oscillation due to 

a data anomaly in the RS algorithm becomes negligible. Analyzing the two curves 

from MJD 56612.0–56614.1 and from MJD 56614.1–56615.0 also shows that the 

damped oscillation almost disappears after approximately a 1-day decay.   

        Figure 4.5 provides another example. The reference time for the NIST receiver 

was adjusted by approximately +23 ns around MJD 56646, and thus it leads to a 

GPS-data anomaly. In addition, no data were recorded during 18:22:00–18:28:30 on 

MJD 56647, and thus another anomaly occured. These two anomalies both result in 
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damped oscillations in the RS algorithm (red curve). Again, the oscillation is 

negligible after about a 1-day decay.  

        From the above analysis, the RS algorithm suffers from a damped oscillation 

with a maximum amplitude of a few nanoseconds, for the epochs before an anomaly. 

It takes 1 day for the oscillation to decay to a negligible value. In the next section, 

we will introduce the “isolated island effect” and then explore the mechanism of the 

damped oscillation in the result of the RS algorithm in Section 4.4. 

 

Figure 4.5. Comparison of NRCan PPP (black curve) and the RINEX-Shift 

algorithm (red curve) at anomalies at NIST. 

 

 

4.3        Isolated Island Effect 

        The PPP method must estimate phase ambiguities for each GPS data-arc. If 

there are a few minutes of data anomaly, the data-arc is split into two pieces: the 
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first sub-data-arc and the second sub-data-arc. PPP typically treats the second sub-

data-arc (i.e., the data after the anomaly) as a new data-arc and thus re-estimates 

phase ambiguities that are usually different from the estimations for the first sub-

data-arc. Because of different phase-ambiguity estimations for the first and second 

sub-data-arcs, we have a boundary discontinuity at the anomaly (Figure 4.6). 

        The blue curve in Figure 4.6 shows the PPP result for the original RINEX data 

of PTBB on MJD 56489. It is continuous because there is no anomaly. However, if 

we delete 10 minutes of RINEX data, e.g., 13:00:30–13:10:00, then the PPP result 

has a boundary discontinuity of 1.07 ns at 13:00:00 (red curve). If the 10-min 

missing-data window occurs at other epochs (grey, orange, black, green, and 

magenta curves), we still have a boundary discontinuity, although the jump value 

varies. This illustrates that an anomaly leads to a boundary discontinuity. Note 

that the slopes of all curves are more or less the same. Thus, an anomaly is not too 

bad, if only frequency transfer, instead of time transfer, is our main concern.  

        However, the above analysis is based on the premise that an anomaly occurs in 

the middle range of a data-arc. If an anomaly occurs at the beginning or the end of a 

data-arc, the behavior of the PPP result becomes quite different. 
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Figure 4.6. Anomaly in the middle range of the data-arc and boundary 

discontinuity. The blue curve is the original PPP result for PTBB on MJD 56489. 

All other curves are the PPP results with 10-min missing data. 

 

 

        Figure 4.7 shows the PPP results when the 10-min missing-data window is 

close to the beginning of a data-arc. The blue curve is the PPP result of the original 

RINEX data, for reference. If the missing-data window occurs at 00:00:30–00:10:00 

(that means that 00:00:00 is the only epoch of valid data before the anomaly since 

the GPS receivers record RINEX data every 30 s.), the time transfer error can be as 

large as 1.7 ns (solid red curve at 00:00:00). This is because the phase ambiguity 

cannot be solved for if only one epoch of measurements is provided [19, Chapter 6]. 

This makes the phase measurements useless. Thus, the time solution at 00:00:00 

can only be determined by the code measurements, which are much noisier than the 

phase measurements. As the missing-data window shifts away from the data-arc 
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edge (e.g., the dashed red curve), we have a longer period of valid data (in this case, 

it is 30 min) between the edge and the anomaly. Therefore, we are now getting a 

better estimation of the phase ambiguities. However, this estimation is still not 

good enough. Reference [38] tells us that the PPP program requires at least 1 hour 

of data to converge to an accurate estimation of phase ambiguities. 30 min is still 

not sufficient for PPP to converge to a reasonable result, which makes the dashed 

red curve still quite noisy during the first sub-data-arc. When the missing-data 

window occurs more than 1 hour away from the edge (e.g., the dashed green curve 

in Figure 4.7), the PPP result for the first sub-data-arc becomes smooth.  

 

Figure 4.7. Anomaly at the beginning of the data-arc and boundary discontinuity. 

The blue curve is the original PPP result for PTBB on MJD 56489. All other curves 

are the PPP results with 10-min of missing data. 
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        From the above analysis, we know that an anomaly in the middle range of a 

data-arc results in a boundary discontinuity, but the time-transfer slope is almost 

unchanged; an anomaly at the edge of a data-arc (less than 1 hour from the edge) 

results in a completely damaged PPP result between the anomaly and the edge. We 

call this phenomenon the “isolated island effect.” 

4.4        Mechanism of Damped Oscillation in the RINEX-Shift Algorithm 

        In the RS algorithm, we run PPP for a data-arc of 10 days and extract the PPP 

result at the first epoch (here, we define the PPP result at the first epoch as 

“PPP_FE”). If the anomaly is more than 10 days away from the first epoch, it does 

not affect the result of the RS algorithm. However, as we shift the RINEX data step 

by step, the new data-arc starts to cover the anomaly. The anomaly first shows at 

the end of the data-arc, and thus the length of the first sub-data-arc is 10 days 

(here, we define the length of the first sub-data-arc, i.e., the time difference between 

the anomaly and the first epoch, as deltaT). Then the RINEX data continue shifting 

and deltaT changes from 10 days to 0. At the same time, all PPP_FEs are extracted 

to form the RS solution. In the end, the data-arc goes over the anomaly (i.e., deltaT 

becomes negative), and thus the anomaly no longer affects the result of the RS 

algorithm. From the above, we can see that the RS solution after the anomaly is not 

affected by the anomaly, but the RS solution before the anomaly is determined by 

the relationship between PPP_FE and deltaT. Thus, we next study this 

relationship. 
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        Actually, we have already had the “PPP_FE–deltaT” relationship if we 

interpret Figures 4.6–4.7 in a different perspective. For the grey curve in Figure 4.6, 

the length of the first sub-data-arc “deltaT” is 2 hours, and the PPP result at the 

first epoch (i.e., 00:00:00) is 508.926 ns, which is +0.624 ns away from the original 

PPP result (blue curve in Figure 4.6) at 00:00:00. Thus, we have (deltaT, PPP_FE) = 

(2.008 hours, 508.926 ns). Similarly, for the orange curve in Figure 4.6, we have 

(deltaT, PPP_FE) = (5.008 hours, 508.794 ns). So on and so forth. This gives a series 

of (deltaT, PPP_FE) pairs. The red curve in Figure 4.8 shows the result (note, it 

uses some curves not shown in Figures 4.6–4.7). The original PPP result at 00:00:00 

is given for reference (blue curve).  

 

Figure 4.8. PPP_FE–deltaT graph. The PPP_FE–deltaT relationship determines the 

RS solution before the anomaly. 
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        We can see that Figure 4.8 and Figure 4.4(b) have many common features, 

demonstrating that the “PPP_FE–deltaT” relationship does determine the result of 

the RS algorithm. First, in Figure 4.8, we can clearly see that PPP_FE (red curve) is 

approximately 1.7 ns away from the original PPP result (blue curve) when deltaT is 

close to 0. This indicates that the error in the RS algorithm can be as large as 

several nanoseconds when the anomaly is very close to the first epoch. This matches 

our results in Figure 4.4(b). Second, when deltaT increases from 0 to 40 min, 

PPP_FE decays toward the original PPP result very quickly (Figure 4.8). This decay 

is very similar to the behavior of the RS solution during MJD 56610.375–56610.403 

[red curve in Figure 4.4(b)]. Third, for the range of 2 hours to a few hours, Figure 

4.8 shows that PPP_FE decreases slowly and steadily toward the original PPP 

result, which is again quite similar to the RS solution for the time range of 

56610.05–56610.33 in Figure 4.4(b). Finally, when deltaT is more than 20 hours, 

PPP_FE becomes smaller than the original PPP result (Figure 4.8). But the 

absolute maximum difference between PPP_FE and the original PPP result is only 

about 0.059 ns, which is much smaller than if deltaT is in the range of 2 hours to a 

few hours. This indicates a damped oscillation in PPP_FE. Again, the behavior of 

PPP_FE at deltaT > 20 hours matches the damped oscillation behavior in the result 

of the RINEX-Shift algorithm (Figure 4.4(b)).  

        The above analysis shows that the PPP_FE–deltaT relationship does 

determine the RS result. Because the PPP_FE–deltaT relationship is derived from 

the isolated island effect, we conclude that it is the isolated island effect that leads 
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to the damped oscillation behavior in the RS algorithm. In addition, the scope of the 

isolated island effect is approximately 1 day. Once a sub-data-arc is longer than 1 

day, the impact of the isolated island effect on the RS algorithm is negligible. 

4.5        Revised RINEX-Shift Algorithm 

        Based on the discussion in Sections 4.2–4.4, we know that if an anomaly is less 

than 1 day away from the edge of a data-arc (i.e., deltaT < 1 day), the time-transfer 

result of the RS algorithm in between is incorrect, because of the isolated island 

effect. If deltaT > 1 day, the result in between becomes reasonable. Thus we must 

avoid the situation when the anomaly is less than 1 day away from the data-arc 

edge. If we can achieve this, we can solve the damped oscillation problem in the RS 

algorithm. One good way is to extract the PPP result at the middle epoch of the 

data-arc, instead of the first epoch of the data-arc as in the RS algorithm. We call 

this the “revised RINEX-Shift (RRS)” algorithm. The following example explains 

how this algorithm works. 

        In Figure 4.4, there is an anomaly occurring at 01:00:00 on MJD 56614 (i.e., 

56614.042). When we run PPP for the data-arc of MJD 56604.044–56614.044, the 

anomaly starts to affect the time-transfer result. We know that the result of the 

second sub-data-arc (i.e., 56614.043–56614.044) is completely damaged because the 

length of this sub-data-arc is too short for PPP to converge. However, the result of 

the first sub-data-arc (i.e., 56604.044–56614.041) is still good because the length of 

this sub-data-arc is greater than 1 day, and the isolated island effect is negligible. If 
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the RRS algorithm is applied, the PPP result at the middle epoch (i.e., 56609.044) is 

extracted. Since the middle epoch is within the first sub-data-arc, the PPP result at 

this epoch is good. As we continue shifting the data-arc until 56609.040–56619.040, 

the first sub-data-arc changes from 56604.044–56614.041 to 56609.040–56614.041. 

When the data-arc is 56609.040–56619.040, the length of the first sub-data-arc is 

5.001 days, which is still long enough to make the isolated island effect negligible. 

Thus, the result at the middle epoch (i.e., 56614.040) extracted by the RRS 

algorithm is still good. Next, the data-arc shifts to 56609.043–56619.043. Now the 

PPP result at 56614.043 is extracted. This epoch is within the second sub-data-arc 

(i.e., 56614.042–56619.043). Since the second sub-data-arc is again longer than 1 

day, the PPP result at 56614.043 is still good.  

        From the above example, we can see that once we extract the middle epoch of 

the data-arc, the sub-data-arc where the middle epoch lies is always longer than 5 

days, which is long enough to eliminate the impact of the isolated island effect. 

Thus, the RRS algorithm should provide reasonable results at all epochs. We report 

tests of its performance in the next section. 

4.6        Performance of Revised RINEX-Shift Algorithm 

        In this section, we first test the performance of the RRS algorithm when there 

is an anomaly in the RINEX data. Figures 4.9–4.10 show the results of the RRS 

algorithm for the same periods as Figures 4.4–4.5. Similar to NRCan PPP (black 

curve) and the RS algorithm (red curve), the revised RINEX-Shift algorithm (blue 
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curve) has a boundary discontinuity at the anomaly (e.g., MJD 56610.417). This 

discontinuity occurs because the epochs before and after the anomaly belong to two 

different sub-data-arcs, and thus different phase ambiguities are estimated.  Like 

the RS algorithm, the RRS algorithm eliminates the day boundary discontinuities 

successfully. Most importantly, as compared to the RS algorithm, there is no 

damped oscillation problem in the RRS algorithm.  

 

Figure 4.9. Comparison of NRCan PPP (black curve), RS algorithm (red curve) and 

RRS algorithm (blue curve) at anomalies at PTB. 
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Figure 4.10. Comparison of NRCan PPP (black curve), RS algorithm (red curve) and 

RRS algorithm (blue curve) at anomalies at NIST. 

 

 

        Next, we test the performance of the RRS algorithm when the RINEX data are 

all good (e.g., MJD 56389–56409). Here, we use IGS 30-sec clock products, instead 

of IGS 5-min clock products, as the input of the RRS algorithm, because Section 3.2 

shows that the time-transfer results using IGS 30-sec clock products as the input 

are closer to the true values than if using IGS 5-min clock products. In Figure 4.11, 

we do a time comparison between the NIST receiver and the PTBB receiver for 
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MJD 56389–56409 by NRCan PPP (black curve), RS algorithm (red curve), and RRS 

algorithm (blue curve). We can see that both RS and RRS provide continuous time-

transfer results. The modified total deviation (MTD) is used to characterize the 

frequency stability of the three time-transfer methods (Figure 4.12). Obviously, the 

RRS algorithm provides the best frequency stability. It reduces the time-transfer 

noise of the RS algorithm by 10–55%. The most significant improvement of the RRS 

algorithm over the RS algorithm occurs at the averaging time of 1–4 days.  For an 

averaging time of 1.75 days, the frequency stability of the RRS algorithm is only 8.6 

× 10−16, which makes it the best GPS time-transfer result. In addition, the MTD of 

the RRS algorithm increases for an averaging time of greater than 1.75 days, which 

indicates that we have already seen the clock noise after 1.75 days. 

 

Figure 4.11. Time comparison between NIST and PTBB during MJD 56389–56409 

by NRCan PPP (black curve), RS algorithm (red curve), and RRS algorithm (blue 

curve). The curves are shifted to overlay each other for better comparison. 
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Figure 4.12. MTD of the time difference between NIST and PTBB for MJD 56389–

56409 using NRCan PPP (black curve), RS algorithm (red curve), and RRS 

algorithm (blue curve). 
 

 

        As stated in [56], the smoothest time-transfer solution is not necessarily the 

most accurate solution. The above analysis only shows that the RRS algorithm does 

provide the smoothest solution. Next, we need to test the accuracy of the RRS 

algorithm. This can be done by comparing two receivers at the same station, 

because the reference clock noise is cancelled out, and only the time transfer noise 

remains. Figure 4.13 shows the time difference between the NIST receiver and the 

NIS2 receiver at NIST determined by using different time-transfer methods [47]. 
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We can clearly see that NRCan PPP solutions (blue, black, and orange curves) are 

quite artificial. The time difference between the two common-reference-clock 

receivers is not continuous. The RS algorithm (red curve) provides a continuous 

time transfer. However, compared to the RRS result, the RS result seems more 

artificial. For example, at MJD 56400.0, the red curve decreases very quickly. In 

contrast, there is almost no decrease in the NRCan PPP solutions (black and orange 

curves) and the RRS solution at this epoch. For another example, there is a peak 

with an amplitude of about 0.6 ns during MJD 56411–56416 in the red curve. In 

contrast, the peak is tiny in the RRS solution (green curve), which matches the 

NRCan PPP 30-day data-arc solution (orange curve). Both the NRCan PPP result 

and the RRS result for MJD 56440–56460 are smooth. In contrast, the RS solution 

for this period is quite noisy. All these features lead to the conclusion that the RRS 

algorithm provides time-transfer results closer to the true values than does the RS 

algorithm. 

        To further verify the above conclusion, we do another test. We run the RRS 

algorithm, together with RS, NRCan PPP, and TWSTFT (Two-Way Satellite Time 

and Frequency Transfer), for NIST and PTB for MJD 56375–56476 (Figure 4.14). 

Note, for the red and green curves, two receivers at NIST (NIST and NIS2) and two 

receivers at PTB (PTBB and PTBG) are used and averaged, respectively, because 

this can potentially provide a better time transfer result (see Section 3.4.4). We can 

see that TWSTFT (blue curve in Figure 4.14) has a diurnal oscillation that makes it 

a poor choice for short-term time transfer. The NRCan PPP with a 1-day data-arc 
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typically has a boundary discontinuity each day, which degrades the long-term time 

transfer result. Besides, the slope of each day also does not match the trend of 

TWSTFT well. For example, the black curve goes up on MJD 56378, while the blue 

curve goes down. For another example, the black curve is flat on MJD 56401, while 

the blue curve tends to go down. This inconsistency between TWSTFT and the 

NRCan PPP indicates that the NRCan PPP could have a wrong slope and thus an 

incorrect time comparison result. The NRCan PPP with a 10-day data-arc (magenta 

curve) and the NRCan PPP with a 30-day data-arc (orange curve) also do not match 

TWSTFT very well, though they are better than the NRCan PPP with a 1-day data-

arc. We can see that the magenta curve drifts away from the blue curve. Then there 

is a boundary discontinuity that makes it match the blue curve again (e.g., the 

boundary at MJD 56385.0, 56405.0, 56425.0, and 56455.0, etc). Thus, the slope and 

the boundary discontinuity compensate each other. Since the boundary 

discontinuity should not appear in nature, we can say that the NRCan PPP result 

has an incorrect slope. Some people propose that we can use a longer data-arc (e.g., 

35 days or 40 days) in order to avoid the appearance of the boundary discontinuity 

in the time range we are interested [44]. This method can still hardly avoid the 

incorrect slope. Thus, a time comparison using the conventional NRCan PPP with a 

super long data-arc could still introduce some man-made error. The “RINEX-Shift” 

result and the “revised RINEX-Shift” result are very close to each other (red curve 

and green curve in Figure 4.14). Both of them match TWSTFT very well. The 

boundary discontinuity in RS/RRS disappears, and the slope also matches the trend 
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of TWSTFT quite well. We should mention that we cannot distinguish RRS from RS 

in the time domain as shown in Figure 4.14. However, in the frequency domain 

(next paragraph), we will see the difference between RRS and RS. 

        To characterize how well all GPS carrier-phase time transfer results in Figure 

4.14 match TWSTFT mathematically, we study the MTD of the difference between 

TWSTFT and each GPS carrier-phase time transfer (see Figure 4.15). Figure 4.15 

clearly shows that the RRS result matches TWSTFT best. An obvious improvement 

of the RRS algorithm over the RS algorithm occurs at the averaging time of 2–15 

days. In addition, the slope of the green curve during 1–15 days is approximately 

−1. This indicates that the flicker phase-modulation noise [15] dominates in the 

RRS time transfer during 1–15 days. Note that the green curve in Figure 4.15 sets 

the upper limit of the RRS time transfer noise (e.g., the RRS time-transfer noise is 

less than 4×10−16 for an averaging time of 4.25 days). 
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Figure 4.13. Time difference between NIST and NIS2 for MJD 56375–56476, using 

different PPP time transfer methods [NRCan PPP with 1-day data-arc (blue curve), 

NRCan PPP with 10-day data-arc (black curve), NRCan PPP with 30-day data-arc 

(orange curve), RS algorithm (red curve), and RRS algorithm (green curve)].  
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Figure 4.14. Time difference between UTC(NIST) and UTC(PTB) for MJD 56375–56476 by using TWSTFT (blue 

curve), NRCan PPP with a 1-day data-arc (black curve), NRCan PPP with a 10-day data-arc (magenta curve), 

NRCan PPP with a 30-day data-arc (orange curve), RS algorithm (red curve), and RRS algorithm (green curve). The 

curves are shifted by some constants for a better comparison. 
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Figure 4.15. MTD of the double difference between TWSTFT and different GPS 

carrier-phase time-transfer methods [NRCan PPP with 1-day data-arc (blue curve), 

NRCan PPP with 10-day data-arc (black curve), NRCan PPP with 30-day data-arc 

(orange curve), RS algorithm (red curve), and RRS algorithm (green curve)], for 

MJD 56375–56476.  

 

 

        To provide the time transfer noise of the RS and RRS algorithms, we merge 

Figure 4.12 and Figure 4.15 together. In this way, we have the characteristic of the 
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RS and RRS time transfer noise for both short term (< 1 day) and long term (> 1 

day) (see Figure 4.16).  

        The details about how we merge Figure 4.12 and 4.15 into Figure 4.16 are 

worth discussing. First, for a short term, the time difference between two long-

distance stations (Figure 4.12) has noise from both clock and time transfer (note 

that the short-term UTC(k) clock noise is typically smaller than the time transfer 

noise). Thus, Figure 4.12 sets the upper limit for time transfer noise. To be 

conservative, we simply set Figure 4.16 the same as Figure 4.12 for the short term. 

The actual short-term time-transfer noise should be smaller than what Figure 4.16 

shows. Second, for a long term, we assume that TWSTFT and carrier-phase time 

transfer have a comparable noise level (In fact, TWSTFT should be noisier than 

carrier-phase in the long term. To be conservative, we assume they are the same.). 

Thus, the long-term time transfer noise in Figure 4.16 comes from the result in 

Figure 4.15 divided by √2. 

        From Figure 4.16, we know that the RRS algorithm provides the smallest time-

transfer noise. For example, the fractional frequency stability is 3 × 10−15 for an 

averaging time of ~0.5 days; the stability is 1 × 10−15 for an averaging time of ~1 

day; and the stability is 1 × 10−16 for an averaging time of ~10 days. 

        As a whole, the RRS algorithm successfully removes the RS algorithm’s 

damped-oscillation problem that occurs before the anomaly. More importantly, it 

matches TWSTFT best and reduces the time-transfer noise of the RS algorithm by 

10–55%. This makes the RRS algorithm the best GPS time-transfer method. 
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Figure 4.16. Frequency stability of different carrier-phase time-transfer techniques 

[NRCan PPP with a 1-day data-arc (blue curve), RINEX-Shift algorithm (red curve), 

and revised RINEX-Shift algorithm (green curve)]. The purple dotted line is the 

frequency stability of a single Cesium fountain clock [36]. The red dotted line is the 

frequency stability of two Cesium fountain clocks compared to each other.  

 

 

4.7        Fountain Comparisons  

        Now we want to apply the new time-transfer technique (i.e., RS/RRS 

algorithm) to Cesium (Cs) fountain clock comparisons.  
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        A single Cs fountain-clock noise (purple dotted line in Figure 4.16) was 

evaluated in [36] (also see Figure 2.2 in Section 2.1). If we want to compare two 

long-distance fountain clocks, the total fountain-clock noise (red dotted line in 

Figure 4.16) should be √2  of that of a single fountain clock, if we assume the two 

fountain clocks have the same performance.  

        From Figure 4.16, we can see that the clock noise is a major contributor after 

about half a day if the RS/RRS time-transfer technique is applied. In contrast, if the 

conventional NRCan PPP (or carrier-phase) time-transfer technique is used, the 

clock behavior only starts to be observed after 5 days! Clearly, the RS/RRS time 

transfer technique pushes the long-distance clock-observation threshold from 5 days 

to 0.5 days. 

        As an example, we compare the NIST F1 Cs fountain with the Paris 

Observatory (OP, France) FO2 Cs fountain during MJD 56497.7–56533.6 by 

TWSTFT, NRCan PPP (1-day data-arc), and the RS algorithm (Figure 4.17). The 

TWSTFT shows that there is a long-term oscillation between two fountain clocks. 

The period is approximately 20 days. However, the obvious diurnal problem (i.e., 

about 0.6 ns peak-to-peak) in TWSTFT degrades its short-term resolution. Without 

solving the diurnal problem in TWSTFT, TWSTFT is not very good for precise time 

comparison, such as a Cs Fountain-clock comparison. The conventional NRCan PPP 

(1-day data arc) is accepted by many national laboratories for precision time 

transfer. Even though NRCan PPP provides a good short-term stability (< 6 hours), 

it is even worse than TWSTFT in the long term (blue curve). For example, it can 
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hardly resolve the 20-day oscillation behavior between the two fountain clocks 

because of the day boundary discontinuity. In contrast, the RS algorithm (red curve) 

solves the day boundary discontinuity perfectly (note that two GPS receivers, NIST 

and NISA, are used at NIST in the RS algorithm.). It resolves the 20-day oscillation 

behavior very well. Besides, it can also see the short-term (~0.5 day) clock behavior 

quite well. For example, at around MJD 56520.0, there is a sudden decrease in the 

red curve. Checking with the trend of the blue curve at around MJD 56520.0, we 

can also see a decrease. This confirms that this decrease comes from the clock 

behavior. This also indicates that the RS/RRS time transfer is able to resolve short-

term (~0.5 day) clock behavior.   

        In terms of frequency stability, we get Figure 4.18 based on Figure 4.17 (note, 

the bump occurring at an averaging time of 10 days comes from the 20-day 

oscillation behavior in fountain clocks). Clearly, the RS/RRS time transfer has the 

smallest noise in the fountain comparison. TWSTFT is worse than the RS/RRS time 

transfer in both the short term (< 1 day) and the long term (> 1 day). NRCan PPP is 

comparable to the RS/RRS time transfer in the super-short term (< 3 hours). 

However, it is inferior to the RS/RRS time transfer for an averaging time of longer 

than 6 hours. When we look at the total fountain clock noise (red dotted line), we 

can see that the clock noise becomes a major contributor after ~12 hours in the 

RS/RRS time transfer. In contrast, in TWSTFT and NRCan PPP, the time-transfer 

noise dominates until approximately 6 days. This result matches our prediction at 
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the beginning of this section that the RS/RRS time-transfer technique pushes the 

long-distance clock-observation time threshold from ~5 days to ~0.5 days. 

        From the above analysis, the RS/RRS algorithm provides an obviously better 

time-transfer result than both TWSTFT and the conventional carrier-phase time-

transfer (or PPP) technique. This makes the RS/RRS algorithm good for observing 

the short-term (~0.5 day) behavior of a long-distance Cesium fountain clock. 

4.8        Summary  

        This chapter proposed the RINEX-Shift (RS) algorithm to solve the day-

boundary-discontinuity problem in the carrier-phase time transfer. This algorithm 

showed a performance superior to the conventional carrier-phase time transfer. The 

revised RS (RRS) algorithm was designed to improve the performance of the RS 

algorithm at data anomalies. In addition, the RRS algorithm also provided 10–55% 

better short-term and long-term stability than the RS algorithm. Most importantly, 

the RS/RRS result matched TWSTFT better than the conventional carrier-phase 

time-transfer techniques. All these features indicate that the RS/RRS algorithm is 

the best carrier-phase time-transfer technique for the time being. Finally, we 

explored the applications of the RS/RRS algorithm. It showed that the RS/RRS 

algorithm allowed us to observe long-distance Cs fountain-clock behavior after 0.5 

days. In contrast, TWSTFT and the conventional carrier-phase time transfer 

required at least 5 days.   
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Figure 4.17. Fountain Comparison between NIST F1 Cs fountain and OP FO2 Cs fountain for MJD 56497.7–56533.6 

by using TWSTFT (black curve), NRCan PPP with 1-day data-arc (blue curve), and the RS algorithm (red curve). 
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Figure 4.18. Total deviation of time difference between NIST F1 Cs fountain and OP 

FO2 Cs fountain for MJD 56497.7–56533.6, using TWSTFT (black curve), NRCan 

PPP with 1-day data-arc (blue curve), and the RS algorithm (red curve). 

 

 

 

 

 

 

 

 



116 

 

 

 

 

 

 

 

Chapter 5 

 

 

Boundary Discontinuity Due To GPS Measurements Anomaly1 

 

 

 

5.1        Introduction  

        As stated in Section 1.6, there are two categories of boundary discontinuity. 

The first category of boundary discontinuity is “data-batch boundary discontinuity”, 

which has been discussed in Chapters 2–4. The second category of boundary 

discontinuity is “boundary discontinuity due to GPS measurements anomaly” (for 

short, anomaly-BD). This chapter focuses on the second category of boundary 

discontinuity.  

        Within one data batch, there may be some missing data or bad data caused by 

many reasons. For example, an extreme ionospheric activity can lead to a change of 

tens of nanoseconds of path delay [59]. The satellite-receiver line may be blocked by 

some objects. The reference time for the receiver may also be adjusted. Even the 

receiver may function incorrectly [60]. Although people have proposed some 

strategies of better monitoring ionosphere [61] or re-designing a GPS receiver, the 

                              
1 The results of this chapter are mainly based on [58]. 
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problem of missing/bad data is almost inevitable. When there are missing/bad data, 

the PPP software usually re-estimates the phase ambiguity after the anomaly. 

Thus, there can be a discontinuity at the anomaly.  

        As an example, we compare the time difference between NISA (a GPS receiver 

at NIST) and the IGS final time on Modified Julian Date (MJD) 56325 by using 

PPP. The original PPP result is shown by the blue curve in Figure 5.1. The blue 

curve is continuous because of no data anomaly. However, if we delete 10 min of 

RINEX data (note that RINEX data provide the code and phase measurements of a 

GPS receiver), the PPP result (black curve in Figure 5.1) has a discontinuity at the 

time of the missing data. In this specific case, the discontinuity is as big as ~250 ps.  

 

Figure 5.1. Illustration of the “boundary discontinuity due to GPS measurements 

anomaly”. The blue curve is the PPP result with the original RINEX file as the 

input. The black curve is the PPP result with the RINEX file lacking the data 

between 8:00:00–8:09:30 as the input. Note, NISA is a GPS receiver at NIST. 
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         From the above, we know that a few minutes of GPS measurement anomaly is 

enough to lead to a discontinuity of a few hundred picoseconds in the GPS carrier-

phase time transfer. This anomaly-BD is typically at the same level of the day 

boundary discontinuity. With the revised RINEX-Shift (RRS) algorithm, we are able 

to eliminate the day boundary discontinuity very well. However, this algorithm can 

do nothing with the anomaly-BD. Thus, we want to find a strategy to deal with this 

category of boundary discontinuity (i.e., anomaly-BD). 

5.2        Curve Fitting for GPS Code and Phase Measurements 

        A straightforward strategy for dealing with the anomaly-BD is to do curve 

fitting for the anomaly. We first extract the code and phase measurements for each 

satellite from the RINEX file. Then we detect the anomaly. If there is an anomaly, 

then we use polynomial regression (typically the 9th or 10th order of the polynomial) 

to fit the good data both before and after the anomaly. Then the fitted result during 

the time range of the anomaly is used to replace the missing/bad measurements. In 

the end, we save the fitted code and phase measurements to the RINEX file. Now, 

when we run PPP with the revised RINEX file as the input, PPP does not need to 

re-estimate the phase ambiguities at the anomaly since the anomaly has already 

been “repaired”. Thus, we should have a continuous time-transfer result at the 

anomaly. Of course, the time-transfer result during the time range of the anomaly 

should finally be disregarded, because the RINEX data at the anomaly is “made” by 

the polynomial regression. 
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        An important reminder here is that this strategy only works very well for 

national laboratories that have near-perfect reference clocks, or GPS receivers with 

very good rubidium or cesium clocks as their references. This strategy does not work 

well for the RINEX data recorded by the GPS receiver without a precise reference 

clock. For example, a quartz oscillator can drift by more than 100 ns in an hour. If 

the GPS receiver only has a quartz oscillator as the reference clock, the instability 

of the quartz oscillator can lead to an uncertainty of the curve-fitted RINEX data 

being hundreds of nanoseconds or even more. Thus, PPP still needs to re-estimate 

the phase ambiguities. Therefore, the boundary discontinuity at the anomaly is still 

there and cannot be removed by the curve-fitting strategy.  

5.3        Verification of Curve-Fitting Strategy 

        To verify the curve-fitting strategy in Section 5.2, we first run carrier-phase 

time transfer for the original good GPS measurements data recorded by the NISA 

receiver at NIST (from MJD 56325.000 to MJD 56325.999). There is no 

discontinuity because of no anomaly (see the blue curve in Figure 5.2). Then we 

delete 20 min of measurements data (6:00:00–6:19:30) and run the carrier-phase 

time transfer (see the black curve in Figure 5.2). The time difference between 

56325.250 and 56325.264 is as big as 260 ps, which indicates a discontinuity.  
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Figure 5.2. Boundary discontinuity due to 20 min of GPS missing data (black 

curve). The blue curve is the time transfer with all good data, as a reference. 

 

 

        Now, let’s implement the curve-fitting strategy. We do curve fitting for the 20 

min of missing data for each satellite by using the good data during 5:30:00–5:59:30 

and 6:20:00–6:49:30 (i.e., half an hour before the anomaly and half an hour after the 

anomaly). Figure 5.3(a) shows the fitted result of phase measurements for PRN01, 

as an example. Figure 5.3(b) shows the difference (or residual) between the original 

data and the fitted data during 5:30:00–6:49:30. Clearly, during the time range of 

missing data (6:00:00–6:19:30), the difference between the original data and the 

fitted data is less than 0.1 cycle (i.e., less than 1.9 cm). The rms of the difference is 
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0.03 cycle (i.e., 0.57 cm). Figure 5.4 is similar to Figure 5.3, but is for code 

measurements. The rms of the difference between the original data and the fitted 

data is 0.67 m. 

        Admittedly, PRN01, as an IIF-block satellite, has a rubidium clock with a 

small short-term (< 3 hours) noise. Thus, the satellite clock noise has little impact 

on the curve fitting result. Because of this, we have a very small rms of phase 

measurements, as shown in Figure 5.3(b). However, for the PRNs from the old 

satellite blocks, such as Block IIA and Block IIR, the short-term (< 3 hours) clock 

noise is larger. Thus, the rms of phase measurements (Figure 5.5) is typically 

greater than PRN01. However, this does not mean that the rms is very large. 

Figure 5.5 actually shows that the rms is below 0.3 cycle (i.e., 5.7 cm), which is still 

an acceptable curve-fitting result. The rms of code measurements for other PRNs 

(Figure 5.6) is similar to PRN01, i.e., ~0.7 m, because the satellite clock noise is only 

a small part of the total code noise. 

        From the above discussion, we can see that the curve fitting for code and phase 

measurements works very well. Statistically, the rms of the residuals after curve 

fitting for code measurements is typically less than 0.8 m. And, the rms of the 

residuals for phase measurements is typically less than 5.7 cm. Thus, with the 

fitted code and phase measurements, we can potentially “make” the data good. 

Because the data are “good” after applying the curve-fitting strategy, we can now 

avoid the re-estimation of phase ambiguities at the anomaly in the PPP processing, 

and thus eliminates the anomaly-BD.  
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Figure 5.3. Curve fitting of the phase measurements for PRN01. Missing data 

occurs  during 6:00:00–6:19:30. The blue curve in (a) is the phase measurements for 

PRN01 during 5:30:00–5:59:30 and 6:20:00–6:49:30. The red curve in (a) is the 9th 

order of polynomial fitting. (b) is the phase-measurements difference (or residual) 

between the original data and the fitted data during 5:30:00–6:49:30. 

(a) 

(b) 
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Figure 5.4. Curve fitting of the code measurements for PRN01. Missing data occurs  

during 6:00:00–6:19:30. The blue curve in (a) is the code measurements for PRN01 

during 5:30:00–5:59:30 and 6:20:00–6:49:30. The red curve in (a) is the 9th order of 

polynomial fitting. (b) is the code-measurements difference (or residual) between the 

original data and the fitted data during 5:30:00–6:49:30. 

(b) 

(a) 
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Figure 5.5 The phase-measurements difference (or residual) between the original 

data and the fitted data during 5:30:00–6:49:30, for PRN19. It is similar to Figure 

5.3(b). 
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Figure 5.6. The code-measurements difference (or residual) between the original 

data and the fitted data during 5:30:00–6:49:30, for PRN19. It is similar to Figure 

5.4(b). 

 

 

        To test the conjecture that the curve-fitting strategy can eliminate the 

anomaly-BD, we replace the 20-min missing data in the RINEX file with the fitted 

data and then run PPP for the revised RINEX file. The result is shown by the red 

curve in Figure 5.7. Clearly, the discontinuity just disappears. This demonstrates 

that the curve-fitting strategy successfully solves the discontinuity problem in the 

black curve. We have also conducted the same procedures as the above for the 

anomaly occurring at other times, such as 7:00:00–7:19:30, 12:00:00–12:19:30. All of 
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them show a very similar continuous time-transfer result as shown by the red curve 

in Figure 5.7. This further confirms our conclusion that the curve-fitting strategy 

works very well for the boundary-discontinuity problem at a data anomaly.  

 

Figure 5.7. Curve-fitting strategy for eliminating the anomaly-BD (red curve). The 

blue and red curves are the same as Figure 5.2. They are included in this figure for 

comparison. 

 

 

5.4        Summary and Outlook 

        In this chapter, we discussed the anomaly-BD, and proposed the polynomial 

curve-fitting strategy to solve this problem. Tests showed that this strategy worked 

quite well for up to 20 min of measurements anomaly. 
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        Admittedly, there is still a lot of work to do in order to completely solve the 

problem of anomaly-BD. For example, what we discussed in this chapter mainly 

focused on the situation where we have good data before and after the anomaly. 

However, in practice, we may have a big step after the anomaly, due to either a 

cycle slip or a time step in the reference clock of a GPS receiver. Even at national 

laboratories, a time step of tens of nanoseconds in the reference clock occurs from 

time to time (typically, a few times a year). This time step may come from changing 

the current time scale to a backup time scale, or from updating the time-

distribution system, or even from replacing the time-reference cable for the GPS 

receiver. The cycle slips can typically be corrected during the pre-processing of PPP. 

However, the time steps in the reference clock are not so easy to deal with. For the 

time steps in the reference clock, the carrier-phase time transfer must re-estimate 

the phase ambiguities. Thus, the observed time step is a combination of the actual 

time step and a boundary discontinuity introduced by the time step. If we can find a 

method to eliminate the boundary discontinuity due to this type of anomaly, we can 

better estimate the actual time step in the reference clock.  

        As we know, satellite clock noise can be as big as a few cm for an averaging 

time of 5 min. In Section 5.3, we do curving fitting for the code and phase 

measurements. But these measurements include the satellite clock noise. Thus, the 

residual after curve fitting contains the satellite clock noise. This makes the curve 

fitting imperfect. A better strategy for curve fitting would be to apply the precise 

satellite clock offsets (i.e., IGS clk data) to the code and phase measurements first, 
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and then do polynomial curve fitting next. In this way, the residual after curve 

fitting will become smaller. I have done some tests on this new strategy. The 

residual of L1 phase measurements reduces from ~0.8 cycle (peak-to-peak) to 0.06 

cycle (peak-to-peak), for most GPS satellites. We expect that this new strategy may 

push the current allowed data-anomaly window of 20 min further to approximately 

1 hour.  
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Chapter 6 

 

 

Summary 

 

 

 

        In this thesis, we report studies of the day boundary discontinuity (day-BD) 

problem in GPS carrier phase time transfer (GPSCPTT).  

        In terms of statistics, we find that the day-BD has a near-Gaussian 

distribution. Different stations have different means and standard deviations (STD) 

of day-BD. Besides, as the data-arc length increases (e.g., from 1 day to 4 days), 

both mean and STD of day-BD increases. In particular, the mean increases linearly. 

This makes the 35-day data-arc GPSCPTT done by the International Bureau of 

Weights and Measures (BIPM) problematic.  

        The origin of day-BD comes from the re-estimation of phase ambiguities for the 

next day. We find code noise, instead of phase noise, mainly leads to day-BD. We 

find that the boundary discontinuity can be reduced by 10–30% using IGS 30-sec 

clock products, instead of IGS 5-min clock products. The tropospheric path noise 

seems have little impact on the boundary discontinuity. The boundary discontinuity 

can be further lowered by 10–20% if a few GPS receivers at the same station are 

averaged. The anomaly in the RINEX data can also sometimes lead to a large 
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boundary discontinuity and an incorrect slope in the time transfer. The comparison 

between the PPP method and the network method indicates that the network 

method provides a smaller boundary discontinuity. 

        To eliminate day-BD, we have designed the RINEX-Shift (RS) algorithm and 

the revised RINEX-Shift (RRS) algorithm. Both of them provide continuous 

GPSCPTT results. However, the RS algorithm has a damped-oscillation problem 

when GPS data have anomalies. We proposed the RRS algorithm to solve this 

problem. RS/RRS matches two-way satellite time/frequency transfer (TWSTFT) 

much better than the conventional GPSCPTT. The RS/RRS time transfer noise is 

typically 1.4 × 10−14 for an averaging time of 1 hr, 2.5 × 10−15 for 0.5 day, 1.0 × 10−15 

for 1 day, 3.0 × 10−16 for 4 days, and 7.5 × 10−17 for 20 days. We are able to observe 

the high-precision Cesium fountain clock behavior after 0.5 day using RS/RRS time 

transfer, instead of ~5 days using the conventional GPSCPTT. This makes RS/RRS 

the best GPS time-transfer technique. 

        In addition to day-BD, we also have a boundary discontinuity at the data 

anomaly (anomaly-BD) because of re-estimation of phase ambiguities. We proposed 

a simple polynomial curve-fitting strategy to repair the data anomaly. The curve-

fitted GPS phase data are typically less than 6 cm from the actual GPS phase data. 

Tests show that this strategy works for at least a 20-min data anomaly. Thus, we 

have successfully eliminated the anomaly-BD. 

        In a summary, with the effort of studying and eliminating the BD problem, we 

have achieved continuous GPS carrier-phase time transfer. 
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