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Knowing the electronic states of materials and how electrons behave in time is essential to

understanding a wide range of physical processes, from surface catalysis and photochemistry to

practical electrical behavior of devices. Combining Angle-Resolved Photoemission Spectroscopy

(ARPES) with short wavelength high-harmonics to drive the photoemission process, allows for the

direct probing of a wide range of electronic states and momenta within a material. Furthermore,

in a pump-probe approach, electron dynamics can be probed by mapping the response of a system

at specific instances after an excitation. I present results from three studies utilizing time-resolved

ARPES, spanning the conventional” approach of mapping electron/hole dynamics of a material

after an excitation - to more exotic experimental schemes that probe fundamental electronic prop-

erties via interferometric attosecond electron spectroscopy and band-bending at semiconductor

interfaces. In addition to providing information on the fundamental behavior of charge carriers and

electronic states in condensed matter, such studies illustrate the versatility of the high harmonic

time-resolved ARPES technique, and demonstrate the potential of this technique to be extended

with new experimental high-resolution and circular-polarization capabilities.
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Chapter 1

Introduction

One of the key motivations in the field of Material Science has been in determining precisely

how a material’s underlying structure- meaning geometric and, by extension, electronic- dictates

its macroscopic properties and behavior. For example, a material’s electrical conductivity is largely

determined by its electronic structure, with metals and semiconductors having larger conductivity

than insulators due to the increased mobility of their charge carriers. The chemical reactivity

of a surface is dictated by the electronegativity and dangling bonds of the atoms or molecules

terminating it. A material’s electronic structure- whether probed at a surface, interface, or within

the bulk- encapsulates these characteristics and can inform on these macroscopic properties.

Of particular interest is the local electronic structure at surfaces and interfaces. Surfaces

serve as the primary stage for processes like adsorption, desorption, diffusion, and surface-assisted

chemical reactions (ie surface catalysis and surface photochemistry). This is evident in everyday

applications like the Platinum-mediated redox reaction used in modern automobile catalytic con-

verters, reducing CO pollution. Electronic structure and carrier transport through interfaces is also

vital to the function and operating characteristics of electronic and opto-electronic devices, from

transistors to photovoltaics. Considerable effort has therefore been made at being able to probe

this local electronic structure. Understandably, one of the most direct methods in which to do this

is to probe the energy states of the electrons directly, “mapping” the energy levels (E) and, in

well-defined crystalline structures, crystalline momentum (k) at the surface of the material through

a method like photoemission spectroscopy. In photoemission, the energy of detected electrons can
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be related back to the energy state from which it came, allowing the direct “imaging” of electronic

band structure in materials.

Petek and Ogawa, Prog Surf. Sci. 56, 237 (1997)

relate

Structure to Function

Motivation: 
Study electron dynamics with femtosecond resolution

Figure 1.1: Timescales for dynamical processes determined via direct time-resolved measurements
or line-width analysis. Dynamical screening of the incident external laser field occurs on the shortest
timescales, followed by dephasing of coherent excitations (seen in metals). The original nonthermal
distribution of electrons/holes relaxes quickly to a Fermi-Dirac distribution via electron-electron
(hole-hole) scattering, followed by slow electron-phonon scattering and resulting in heating of the
overall lattice. From presentation by M. Wolf, originally adapted with permission from [1].

The majority of the examples given above deal with reactions and processes at surfaces.

Interest in understanding processes necessarily means understanding of the process as it evolves

in time. In particular, the excitation and relaxation dynamics of the carriers in a material are

important for understanding properties like ablation in optical material processing [2], magneto-

optical recording [3], photochemical reactions [4], superconductivity, anomalous skin effect [5], etc.

The timescales in which these dynamics occur tend to depend on the fundamental scattering and

interaction of electrons, phonons, and spins of the particular system. In mapping out the response

of a system to an external perturbation, like an optical laser pulse, different physical processes

are dominant on varying timescales- picoseconds for electron-phonon mediated diffusion, ten to

hundreds of femtoseconds for electron interactions, and even down to the attosecond realm for

core hole relaxation and electron screening [1, 6]. Experiments have been able to determine these
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dominant timescales through either direct time-resolved studies, sequentially probing a system

at snapshots in time after an initial excitation, or indirectly through linewidth measurements of

spectral features, where the Energy-time bandwidth limit (∆E∆t ∼ 4.14 in eV and fs for Gaussian

pulses [1]) sets an upper limit on the timescale of a process. A general illustration of these timescales,

with electronic-dominated processes characterized by short timescales and heavy nuclear motions

by longer timescales, is shown in Figure 1.1. Due to inhomogeneous broadening mechanisms in

spectroscopic lineshapes being difficult to fully account for [7], direct time-domain studies are

preferable. The timescales of these mechanisms are even seen to dictate reaction pathways of some

surface-mediated chemical reactions. One notable example is the case of CO coadsorbed with

O on a Ru(111) surface, where an initial 100 fs IR pulse can excite a hot electron population,

overcoming the chemical activation barrier to form CO2 and subsequently desorbing from the

surface. At longer timescales, electron-phonon scattering yields a thermally excited CO population

that, with insufficient energy to overcome the activation barrier for CO2 formation, simply desorbs

as CO [8]. The ability for electron-mediated vs phonon-mediated processes to dictate macroscopic

properties like which products result from a chemical reaction underscores the need to understand

the timescales in which they occur.

In order to study these dynamics, a probe is needed that acts on similar or faster timescales

than the processes we want to capture. This is akin to using a fast shutter speed on a camera

when capturing fast moving objects. Traditional radiation sources for photoemission spectroscopy

have been continuous-illumination plasma discharge lamps or 10-100 ps pulse-length synchrotron

facilities- neither is well suited for capturing the fastest dynamics that we’re interested in (c.f. Fig

1.1). Short pulse lasers capable of readily producing pulselengths of 10s of femtoseconds have be-

come increasingly available, with a number of companies now selling off-the-shelf products. With

nonlinear techniques and tricks in its generation, groups have even demonstrated isolated attosec-

ond pulses down to 67 as [9], with 140 as pulses used in time resolved spectroscopies [10]. Nonlinear

conversion techniques of these short-pulse lasers can be used to produce laser-driven high harmon-

ics from the vacuum UV to soft x-ray region [11, 12]. More commonly generated in the 10-100
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eV range due to higher flux, these high harmonics provide a suitable photon source to be used

in photoemission studies, enabling a wider range of momentum and energy to be probed while

maintaining short pulses fit for time-resolved studies [13, 14]. First demonstrated in carrier dy-

namics studies in semiconductors like GaAs(110) [15], this EUV laser-based technique has since

been successfully used to study dynamics including femtosecond surface chemistry processes [16],

metal-insulator phase transitions [17], and transient charge screening in semiconductors [18]. Other

work in time resolved photoemission studies has recently focused on the generation of tunable ∼6

eV sources to improve the lower energy resolution that often is a consequence of the necessarily

broad bandwidth needed for the high harmonic generation process [19, 20]. As such, current efforts

to improve energy resolution of higher energy harmonics (21 eV) using blue-driven harmonics [14]

will be briefly discussed in this work. It should be noted that successful work has also been done

at the newly-available Free Electron Laser (FEL) facilities [21], where EUV emission is produced

via electrons accelerated to relativistic speeds using linear accelerators. These facilities have only

recently been implemented in time resolved experiments [22, 23] and show promise for future solid

state studies.

With the field of time-resolved photoemission spectroscopy still being highly explored, these

“traditional” time-resolved techniques have been recently extended to different geometries and ap-

plications. Most notably, with the demonstration of attosecond pulse trains and isolated attosecond

pulses using high harmonic generation schemes, attosecond spectroscopy has emerged as a ripe new

field of interest for dynamical investigations of materials. This holds promise for in-depth studies

of the fastest electron dynamics including inner shell relaxation dynamics, electron screening, and

electron-electron processes [24]. Initially applied to atomic systems and only recently extended

to solids, a common trait seen in these investigations has been the observation of phase delays

when comparing spectra of different electronic states within the atom or solid. Modeling of these

phase delays and interpretation of why they arise has proved challenging, with classical and quan-

tum mechanical models trading-off being able to reproduce experimental observations, with little

agreement and constant debate underway.
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While the carrier dynamics on the femtosecond and attosecond timescales are important

to study, the hot-carrier population generated as a consequence of our laser-based time-resolved

technique can itself be used to measure band-bending in semiconductor systems. In traditional

“photovoltage” techniques [25, 26, 27], a moderate electron-hole population partially screens the

original dipole that is the cause of band bending at the semiconductor interface. The absolute

band bending, therefore, needs to be determined via extrapolating the screening effect over time.

With the large electron-hole population and high photon energy probes utilized in our experimental

approach, this screening effect can be pushed to saturation [28, 29], canceling out the dipole all

together and allowing the band bending to be directly probed. This technique can serve as a

powerful probe for measuring minor changes to this dipole, namely changes in the total number of

detrimental charge defects present that can effect the overall properties of the material when used

in devices [30, 31].

In the following work, an array of studies are performed with high harmonic time-resolved

photoemission spectroscopy that incorporate these conventional and alternative techniques. The

specific technical implementations range from the “traditional” ultrafast mapping of carrier dy-

namics to more recent extensions of this technique to the field of attosecond spectroscopy and

band-flattening measurements at semiconductor interfaces. While the well studied Cu(111) sur-

face is used in our attosecond spectroscopy measurements to make fundamental investigations of

attosecond delays of valence states, the later two materials investigated- graphene and InGaAs mul-

tilayer stacks- are of interest in the realm of “post-silicon” electronics. These materials are strong

candidates hoping to replace the increasingly-failing silicon in devices such as diodes, transistors,

and photovoltaics. In studies on graphene, carrier dynamics and controllable modifications of its

electronic structure via surface adsorbates are probed. Lastly, deposition and thermal annealing

studies on InGaAs multilayer stacks are used to determine the evolution of defects and trapped

charge through observing changes to the overall band bending at the semiconductor interface.
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1.1 Organization of thesis

In Chapter 2, the relevant theoretical background will be presented on the techniques common

to all experiments presented within the work- namely photoemission spectroscopy, high harmonic

generation and the advantages that come with pairing them together. Chapter 3 outlines the ex-

perimental apparatus in its current form, describing the laser system, spectroscopic detector, and

sample preparation/ characterization tools. Modifications to this layout are noted in each respective

experimental chapter. Chapter 4 discusses interferometric attosecond spectroscopy, where the inter-

ferometric attosecond spectroscopy technique utilizing multiple harmonics is extended to surfaces

for the first time. By comparing the resulting interferometric signals of two unique valence states

in Cu(111), the nature of the observed phase delay is discussed in the context of current theoretical

models. Chapters 5-6 then probe two technologically relevant materials in detail- graphene (Gr) and

InGaAs multilayer stacks. In Chapter 5, carrier dynamics studies are performed on Gr/SiC(0001).

Alkali intercalation studies on Gr/Ni(111) are also presented. In Chapter 6, InGaAs/high-k/metal

gate stacks are probed with the band flattening photovoltage technique. Relevant theoretical de-

tails pertaining to each material and experiment will be presented in each respective experimental

chapter (Chapters 4-6). Future work including the recent realization of circular harmonics and

overall conclusions will be discussed in Chapter 7.

These results represent the culmination of a complete redesign of the previously existing ex-

periment, with past experimental capabilities being extended to include angularly-resolved electron

detection, a state-of-the-art sample manipulator, and an updated laser system for use with new

High Harmonic Generation (HHG) schemes. Further details of this redesign are left for discussion

in Chapter 3. The interfacial band-flattening measurements in Chapter 6 were performed using a

similar experimental apparatus during a research internship in the High-κ/metal gate Division at

IBM Yorktown Heights.



Chapter 2

General Theoretical Background

While the specific techniques vary in the experiments presented within this work, several

methods are common to all experiments. Primarily, all experiments utilize photoemission spec-

troscopy (PES) or angle resolved photoemission spectroscopy (ARPES) initiated with femtosecond

high-harmonic pulses, allowing the electronic states of a material to be probed directly. In a

time-resolved approach, these techniques can be implemented to study unfilled electronic states or

macroscopic phase changes in a material by electron excitation- “pumping” electrons into unfilled

bands or nonequilibrium states and subsequently “probing” them via photoemission.

The following sections outline the necessary theoretical background for these common tech-

niques that are employed in the experimental studies to follow. After providing the theoretical

description for PES (Section 2.1) and high harmonic generation (Sec 2.2), the specific advantages

of pairing HHG with PES are highlighted in Section 2.3.

2.1 Photoemission Spectroscopy

Photoemission spectroscopy has long been one of the most direct methods for studying elec-

tronic energy levels in solid state systems. First observed by Hertz in 1887 and explained by

Einstein in 1905 (see [32] and references therein), the photoelectric effect occurs when a photon is

incident on a medium, giving the possibility of emitting an electron. An electron can be emitted

with kinetic energy according to:

EK = hν − φm − EB (2.1)
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where ν is the incident photon frequency, φm is the work function of the material, and EB is the

initial binding energy of the electron. Detecting the resultant electron’s kinetic energy, EK , and

presumably knowing the incident photon frequency and work function of the solid, the original

binding energy of the electron can be determined (as shown in Fig 2.1a). It follows that higher

photon energies (hν), like those employed here with the use of high harmonics, give access to a

wider range of electron binding energies. This provides a more “complete” picture of the state of

the electrons in the material at given snapshots in time.
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Figure 2.1: (a) General energy level diagram for the photoemission process of a photon with energy
hν ejecting an electron from Binding Energy EB to a kinetic energy EK . With the sample in
electrical contact with the spectrometer, their Fermi levels (EF ) also equilibrate. This gives a final
measured kinetic energy EmeasK . Electrons falling in the orange EK range are not detected by the
spectrometer with φs > φm (b) Photoemission spectrum of Gold using He I radiation (21.22 eV)
with a -10V applied bias (Kinetic Energy scale already bias corrected). The corresponding energy
level bias is shown inset. Adapted with permission from [33].

In practice, the actual measured Kinetic Energy of the electron (EmeasK ) must have the work

function of the spectrometer taken into account. With the sample and spectrometer in good

electrical contact, the Fermi levels necessarily equilibrate with each other to give different respective

vacuum levels (Evac) due to intrinsic differences in work function (φs and φm for the spectrometer

and material, respectively). This is shown in red in Fig 2.1a. The resultant “contact potential”

difference can be expressed as the difference in work function with ∆φ = (φm−φs). The measured
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kinetic energy can then be written as:

EmeasK = hν − EB − φm + ∆φ (2.2)

= hν − EB − φm + (φm − φs) (2.3)

= hν − EB − φs (2.4)

EmeasK is seen to only depend on the work function of the spectrometer, φs. In the collected

photoelectron spectra, this has the consequence of the measured binding energies (with respect

to the Fermi level), not being dependent on changes to the sample work function due to effects

like surface contamination [33, 34]. The spectrometer work function can then be easily determined

through analyzing the photoelectron spectrum of a material with states occupied up to EF (typically

metals, commonly Gold as shown in Fig 2.1b), determining the corresponding kinetic energy of EF

(Emeask,max), and solving for φs in Eq 2.4.

Sample work function measurements, can prove useful in diagnosing changes to surface com-

position, such as the surface adsorbate coverage measurements presented in Chapter 5 or evalu-

ating compositional changes with high-temperature thermal treatments in Chapter 6. Therefore,

a method for determining the sample work function is also desirable. With the typical φs > φm,

the lower cut off of the spectrum (Emeask,min) is dictated by φs. Shown in the orange region in Fig

2.1(a), the lowest energy electrons that would otherwise demarcate the φm edge have enough kinetic

energy to escape the sample, but are essentially repelled from the detector due to the local vacuum

level difference. Applying a bias (Vbias) then allows these lower-edge electrons to be measured by

the spectrometer. Shown in Fig 2.1 (b), with the corresponding energy level diagram shown inset,

the sample work function can be determined by looking at the full range in kinetic energies of the

photoemission spectrum:

φm = hν − (EmeasK,max − EmeasK,min) (2.5)

Sample work function measurements for the studies in Chap 5-6 were collected in this manner [33].
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2.1.1 Angle Resolved Photoemission

With the addition of angular detection of photoelectrons, Angle Resolved Photoemission

spectroscopy is one of the most direct ways of studying electronic dispersion, or “band structure”,

in solids. During the photoemission process, the energy and momentum of the electron need

to be conserved (where the contribution of the photon’s momentum is negligibly small). Shown

schematically in Fig 2.2 (left), momentum is conserved in the in-plane direction (k||, with a kx

and ky component) due to translational symmetry. The angle of emission of the electron from the

surface (θ) can be related to this momentum according to:

p|| = ~k|| (2.6)

=
√

2mEKsin(θ) (2.7)

k|| =

√
2m

~2
EKsin(θ) (2.8)

where m is the electron mass. Therefore, simultaneous detection of both the electron’s kinetic

energy and emitted angle allows one to create a two-dimensional energy vs. momentum “map” in

momentum space, commonly referred to as k-space [35]. This gives information on the dispersion

(E(k)) of the filled electronic bands in the material and is directly measurable with modern ARPES

detectors. An example of a collected spectra of Graphene/SiC is shown in Fig 2.2 (right) with

bright regions indicating electron occupation, as a function of binding energy (EK − EF ). Due to

the requirement that only a well ordered real-space structure gives a well-defined k-space structure,

samples probed via angle-resolved photoemission necessarily need to be well ordered and low in

defects.

The out-of-plane momentum (k⊥) is more difficult to determine due the presence of the

surface potential, V0, breaking translational symmetry. With V0 known or assumed, this can be

calculated as:

k⊥ =

√
2m

~2
(EK + V0)cos(θ) (2.9)

One approach typically used in mapping out the dispersion of electronic states in k⊥ is by
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Figure 2.2: (left) General illustration for photoemission from surfaces upon illumination of photon
with energy hν, with k⊥ and k|| components identified for the photoelectron within the solid
(k) and upon photoemission into the vacuum (kex. (right) typical ARPES spectra, shown for
Graphene/Si(0001), with denoted energy distribution curve (EDC) and momentum distribution
curve (MDC) extracted along the blue and red lines, respectively.

varying the photon energy, but these types of measurements will not be employed in the studies

presented here. For the case of 2D materials, like graphene, k⊥ is zero and can be ignored in

dispersion considerations. As will be shown in Chapter 4, surface states are special electronic states

that also are only described by a k|| component, due to their wavefunction decaying exponentially

into the bulk.

One advantage of the ARPES technique is that it allows direct measurement of the single

particle spectral function of the solid, containing information on many-body interactions. In high

resolution studies, these quantities can be directly extracted from spectral linewidth measurements,

properly accounting for experimental broadenings [35]. In the studies presented here, the lineshape

of the collected spectral features is not analyzed in depth due to the dramatic energy broadening

due to the high harmonics. Our spectral linewidth is dictated by the temporally short pulses

required in the HHG process (∆E∆t > ~), necessitating a broad spectral bandwidth, as well as

non-ideal phase matching in the harmonic generation.

Typical ARPES distributions are usually represented in two ways:
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• Energy Distribution Curves (EDCs): fixed (kx, ky) as a function of energy

• Momentum Distribution Curves (MDCs): fixed EB as a function of either kx or ky

Representative MDC and EDC curves are shown in Fig 2.2 (right), with the horizontal MDC lineout

shown in red and vertical EDC lineout shown in blue. The majority of distributions discussed in this

thesis will be looking at EDCs at a fixed value of k|| or integrated over a small range of k||. While

the bulk of the experimental results presented are collected using an angle-resolved photoelectron

detector, resulting in spectra similar to Fig 2.2 (right), the InGaAs experiments in Chapter 6 are

performed using a Time-of-flight detector. In this geometry, an electrostatic lens collects electrons

emitted over an angular acceptance range of ±20◦ from the surface normal. This gives an EDC

integrated over this entire angular acceptance and loses any dispersion information that one might

gain with angular detection.

2.1.2 Photoemission: Three step model vs one step model

The photoemission process can intuitively be described by the so-called “three-step model”

[36], where the process is artificially broken into three distinct steps that can be individually modeled

to produce the observed photoemission spectral intensity. A schematic illustration of this model is

shown in Figure 2.3 (left).

Isolating each event that happens to the electron, these three steps can be represented as:

(1) optical excitation of the electron within the bulk The probability of a transition

between an initial state’s wavefunction and final state within the bulk, as calculated via

Fermi’s Golden rule.

(2) travel of the excited electron to the surface Electrons propagating towards the surface

are able to scatter with electrons, plasmons, or phonons. This gives rise to a low energy

secondary electron background, to be discussed further in Sec 2.3.3.

(3) escape of the photoelectron into vacuum Electrons are able to be transmitted through

the surface and can be considered free.
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Figure 2.3: Illustration of three step (left) versus one-step (right) model of photoemission. The
three step model is denoted by three separate processes of (1) initial optical excitation (2) electron
travel to the surface (3) transmission through the surface into vacuum, with the z axis denoting
depth into the bulk material. The one step model directly calculates the transition element of
a initial wavefunction into a final state that incorporates damping and transmission through the
surface. Adapted with permission from [36].

The total detected electron yield, or photocurrent I, is then proportional to the product of the (1)

probability for initial excitation (2) probability for transmission through the bulk to the surface

without scattering (3) the transmission probability through the surface.

Focusing on the initial electron excitation, this photocurrent I can be represented generally

as:

I ∝ 2π

~
|〈Ψf |

−−→
Hint|Ψi〉|2δ(Ef − Ei − ~ω) (2.10)

where the initial (Ψi) and final (Ψf ) state wavefunctions are characterized by the eigenvalues Ei

and Ef , respectively. Hint is the interaction Hamiltonian for the electron/photon coupling (ie. the

dipole operator) and the delta function serves to conserve energy from the initial to final states when

using a photon of energy ~ω. In the three step model, the transition matrix elements calculated

in “Step 1” are between initial and final Bloch states within the crystal. The other Step 2-3 terms

“modify” this matrix element to take into account scattering and the transmission through the
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surface.

A more accurate “one-step model” [37] is to directly calculate the transition matrices from

an initial state to a damped final photoemitted state, shown in Fig 2.3 (right). In this manner, it

is able to incorporate the entirety of these three steps into a single Fermi’s Golden Rule transition

matrix with a more accurate choice of final states, already taking into account these scattering and

surface effects. The initial Bloch wavefunction is coupled to a damped final state wavefunction via

the dipole operator, where the damping of the final state incorporates the scattering probability for

the electron. This matrix element is, unsurprisingly, inherently difficult to evaluate and requires

a number of simplifications. Theoretical approaches trying to directly evaluate these transition

matrix elements are important for the attosecond measurements presented in Chapter 4, where the

observed phase delays can be related to the phase of the transition matrix element.

2.2 High Harmonic Generation

Development of EUV/Soft XRay laser sources with high spatial and temporal coherence is

greatly desired for solid state studies due to greater accessibility to momentum and energy states

and specific advantages offered when using the photoemission technique. However, such sources

have proved difficult to realize due to the tendency for most materials to be highly absorbing at

shorter wavelength than 200 nm. This makes production via traditional nonlinear crystals not

feasible and greatly limits the choice of material if used as a laser gain medium. In general, the

pump power required to produce a given output wavelength roughly scales as λ−5. This would

mean an output wavelength in the X-Ray region of 1 nm would already require Terawatt pump

power, making practical experimental implementation difficult [13].

Since its first observation in 1987 [38], High Harmonic Generation (HHG) has been one of

the most viable candidates for a versatile, compact source of EUV to Soft X-Ray light. In this

process, coherent visible light is nonlinearly upconverted to EUV and Soft X Ray wavelengths,

generating a comb of harmonics that ideally spans the entire spectrum between the fundamental

and the EUV/ X-Ray region. Due to the magnitude of the perturbation needed to the generating
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medium’s Coulombic potential, this phenomena was only made possible on table-top scale with the

advent of ultrafast (sub-picosecond), high intensity (1015 to 1018 W/cm2) laser sources [38, 39].

Recent experimental work in improved generation regimes with long driving wavelengths (> 1 µm)

have been seen to generate wavelengths up to the keV regime [12].

Multiple sources exist for the generation of EUV-X-Ray light. Laser-driven high harmonic

generation is attractive for several reasons compared to other available sources like synchrotrons,

femtosecond slicing electron bunches, EUV lasers, and FELs. Several reviews overviewing the

benefits of femtosecond x-ray sources from synchrotrons, FELs, and tabletop sources are available

[40, 41] and only a brief comparison will be outlined here. EUV lasers that use a highly excited

gain medium generate a high photon flux, but are limited in wavelength to the lasing transition of

the generating medium. On the other hand, synchrotrons and FELs generate high intensity pulses

that are tunable in wavelength, making then flexible in experimental applications. However, due to

the physically large layouts of the apparatuses, control over the exact timing of the generated laser

pulses is difficult, introducing a temporal “jitter” that makes them unsuited for studies requiring

high temporal resolution. High Harmonic generation fits into this EUV/ X Ray source toolbox by

having its characteristics being dependent on the driving laser source. Used with a femtosecond laser

source like the Titanium-doped Sapphire (Ti:Saph) oscillator/amplifier system employed here, the

characteristic energy and temporal resolution offered are well suited for time-resolved photoemission

studies. The ability to pick from a range of generated harmonic wavelengths also allows for a wider

range of material applications. This combination of high spatial and temporal coherence with

favorable energy and temporal resolution on a continuously accessible tabletop source has become

an attractive technique increasingly used in high resolution photoemission static and dynamical

studies.

2.2.1 Semi-Classical Model

While a quantum mechanical description is needed to obtain an accurate model of high

harmonic generation [42], approximations can be made that allow for an intuitive semi-classical,
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quasi-static “three step model”. This model was first proposed by Kulander and Corkum in 1993

[43, 44]. Initially, a femtosecond laser pulse is focused into the medium (a gas, in the present case,

but clusters [45], molecules [46], and solids [47] have also been used) and, through ionization of

the individual atoms, creates a copropagating beam of the high harmonic and fundamental beams.

Multilayer optics, spectral gratings, and filters, can then be used to isolate specific wavelengths of

the generated harmonics for experimental use.

a b c d

Coulomb Potential
Effective Coulomb Potential
in oscillating laser field

Laser field

X‐ray radiation

hʋ

Figure 2.4: Three Step model of High Harmonic Generation where the grounded state (a) is initially
perturbed by the driving laser field to ionize the atom (b), accelerates and returns the electron in
the field back to the parent atom (c), resulting in the recombination and relaxation of the electron
to the ground state (d). This emits a photon that can span up to EUV/soft X-Ray wavelengths.
Adapted with permission from [48].

Upon focusing the laser pulse into the gas medium, the three steps of Kulander and Corkums

theory (a conceptual illustration of which is found in Fig 2.4) can be modeled as:

• ionization of an electron from the atom by an intense laser field

• motion in the field after ionization: acceleration of the free electron in the laser field,

followed by return to the ion upon the laser E-field switching direction.

• recombination of the free electron with the parent ion, emitting a photon with energy

dependent on the ionization potential of the parent atom and the classical kinetic energy

gained by its acceleration in the field.
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With each step having an associated probability of occurrence, the total probability of occurrence

per atom can be calculated to predict the output intensity of each harmonic order. The details of

each of these processes will be discussed individually in the following sections.

2.2.1.1 Ionization

A Coulomb potential can be used to model the initial, unperturbed atomic potential. De-

pending on the strength of an external electric field from the laser pulse, this potential can be

weakly to strongly distorted, resulting in three possible ionization regimes of the valence elec-

tron: multiphoton ionization, tunnel ionization, and “barrier suppression” ionization [43, 40]. A

schematic illustration of these regimes is shown in Fig 2.5. The factor that is commonly used to

determine which of these processes is dominant is the Keldysh parameter which relates the incident

laser frequency to the tunneling frequency:

γ =
ωlaser
ωtunnel

=

√
Ip

2Up
(2.11)

where Ip is the ionization potential of the atom and Up is the pondermotive potential (the “classical”

kinetic energy gained by the electron accelerating in the laser electric field). The pondermotive

potential is defined as Up =
e2E2

0
4mω2 or directly in terms of the laser intensity (W/cm2) and driving

wavelength (in µm):

Up ≈ 9.33 ∗ 10−14Iλ2 (2.12)

If the laser intensity is small (γ >> 1), with little perturbation to the initial coulomb potential, than

multiphoton ionization is dominant (Fig 2.5a). As such, the resultant ionization can be treated

with perturbation theory. Since the electron does not have enough time to tunnel through the

potential barrier during each laser cycle, it is able to “bounce” back and forth within the potential

as the electric field oscillates until enough photons are absorbed to ionize.

If γ < 1 than the Coulomb potential is severely distorted by the electric field and the electron

can undergo tunnel ionization through the suppressed effective potential barrier, shown with the

dotted line in Fig 2.5b. The rate at which it ionizes has been described by Ammosov, Delone, and
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Figure 2.5: The three possible ionization potential schemes: a) multiphoton ionization b) tunnel
ionization c) barrier suppression ionization. The dashed curve represents the unperturbed Coulomb
potential with the blue curve being the effective potential when including the driving laser field. The
horizontal and vertical gray axes represent the position and binding energy, respectively. Adapted
with permission from [40]

Krainov [49]. For the case of Argon (Ip = 15.76eV ) illuminated with a 800 nm pulse, this regime

is dominant for Ip > 1014 W/cm2. With laser intensities in the range 1014 − 1016 W/cm2, this

ionization process is dominant in most high harmonic generation schemes. Finally, for γ << 1,

the population of electrons in the ground state can be easily ionized since the effective potential is

suppressed below the ionization barrier (Fig 2.5c). This is barrier-suppression ionization.

2.2.1.2 Acceleration

Once ionized, the laser field intensity is much greater than the Coulomb potential and the

electron can be modeled as free to evolve in the field. Since the electron effectively has a continuum

of states available to it, it can be modeled classically instead of strictly quantum mechanically. The

electric field then has the form:

E(t) = E0cos(ωt)êx + αE0sin(ωt)êy (2.13)

where α represents the polarization of the fundamental light (0 for linear and ±1 for circularly),

E0 is the amplitude of the electric field, ω is the field frequency, and ê is the unit vector denoted in

the x and y directions. Since the electron needs to eventually recombine with its parent ion, this

can only happen with α = 0, requiring our incident light to be linearly polarized when using one
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driving field. The recent realization of circular harmonics [50], as explained further in Chapter 7,

can be achieved through the use of multiple driving fields. The equations of motion for the electron

can be obtained through solving ma = eE as:

vx(t) = eE0
ωm sin(ωt) + v0x (2.14)

x(t) = − eE0
ω2m

cos(ωt) + v0xt+ x0 (2.15)

vy(t) = −αeE0
ωm cos(ωt) + v0y (2.16)

y(t) = −αeE0
ω2m

sin(ωt) + v0yt+ y0 (2.17)

This assumes that the electron is at rest and at the origin once it tunnels through the potential

barrier since the displacement position after tunneling is small compared to its maximum deviation

position from the atom (Å vs nm). Only electrons released within a specific range of driving laser

phases (φ) will allow the electron to actually return to the parent atom. Plotting a range of electron

trajectories depending on the tunneling phase (shown in Figure 2.6a), one can see this only occurs

between 0− 90 degrees.
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Figure 2.6: (a) plot of electron trajectory obtained from derived equations of motion (Eq 2.16). This
trajectory is only ”closed”, returning to the ion (highlighted in red), when the electrons tunnels out
between phases corresponding to 0−π/2 rad of the driving laser phase. (b) the kinetic energy gain
versus the laser phase when the electron tunnels out of the potential. Adapted with permission
from [40]

The resultant final kinetic energy of the electron accelerating in the field depends on the

phase of the driving laser field at the time it tunnels out of the potential. Plotting the total kinetic
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energy gain as a function of the driving electric field phase to find its maximum, this occurs at

∼ 18◦ and ∼ 3.17Up, as seen in Figure 2.6 b. If the electron evolves longer than this in the driving

field, it can either return 180◦ out of phase or after an even number of optical cycles, which has an

extremely low probability of occurrence.

2.2.1.3 Recombination

After gaining kinetic energy from accelerating in the laser field, the electron has a certain

probability to recombine with the parent ion and emit a photon equal to the energy having gained

in the field. For an accurate model, other scattering processes need to be considered such as elastic

scattering and collisional ionization. The total emission probability can be calculated via the

dipole operator, taking into account the associated phase. The maximum emitted photon energy

can be calculated via conservation of energy, where the amount of extra energy the electron has is

dependent on the ionization potential of the atom and the maximum energy that it is able to gain

from its evolution in the field:

hνmax = Ip + 3.17Up (2.18)

This serves as a maximum “cutoff” photon energy to our possible generated high harmonics [44].

2.2.2 HHG Characteristics

Without knowing anything of what the resultant spectrum looks like, some general observa-

tions can be made of what aspects of the process most drastically influence the overall harmonic

emission output. From looking at Eqs 2.18 and 2.12, the higest generated wavelength is depen-

dent on the laser peak intensity. Therefore, shorter laser pulses with higher peak intensity allow

for shorter cutoff wavelengths since the electron is allowed to “survive” for longer in the field (to

higher field strength) before ionizing. This allows it to gain more kinetic energy from the ponder-

motive force. Another dependent factor is the ionization potential of the atom. Higher ionization

potentials lead to higher cutoff frequencies. The influence of these two factors on the highest cutoff

photon energy can be seen when looking at atoms like Neon and Helium, with Ip = 21.6eV and
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24.6eV respectively. With a 25 fs driving laser pulse width centered at 800nm and 6× 1015W/cm2

intensity, the highest harmonics possibly generated are the 163rd and 333rd (4.9nm and 2.4 nm

respectively). By comparison, with a longer 100 fs pulse width assuming the same peak intensity,

the cutoffs drop to the 119th and 237th harmonics for Neon and Helium, respectively [51].

Looking at the periodicity of the driving laser field, the HHG process also takes place every

half cycle of the driving field, producing a series of attosecond bursts. Therefore, only odd harmon-

ics are generated due to the odd symmetry of the generating process. To generate even harmonics,

a medium without inversion symmetry would be required, making the harmonic emission always

add constructively no matter if the photon is generated from the field oscillating one way or the

other. This does not exist for a gas. Introduction of a second pulse with a different fundamental

wavelength could generate the even pulses via filling in the gaps of the harmonic spectrum.

With the three step model as a general guide to the high harmonics generation process, the

resultant spectrum is seen to have three primary characteristics:

• An initial strong peak close to the fundamental wavelength

• A long plateau region with relatively equal intensity

• A sharp cutoff at high photon energies

In the time domain, HHG occurs every half cycle of the laser field in short attosecond bursts.

The initial strong peaks in the emission are where the generated intensity can be modeled by

perturbation theory. Relativity uniform intensity of the harmonics on the plateau are due to the

efficiency in ionization being “nonperturbative” and relatively independent of generated harmonic

order [43, 40]. In reality, these intermediate orders are not discretized. Since there are many

electron trajectories that contribute the each harmonic order, each contribution to the order has a

discrete frequency phase shift depending on when the emission of the HHG photon occurs. This

leads to an interference effect that somewhat “smears” out the orders. The sharp cut off is then

dictated by the limit in energy that an electron is able to gain from accelerating in the electric field

after ionization.
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The decrease in signal intensity at high energies is due to the fact that only few electrons

contribute to such high generated energies since these electrons would be ionized near the peak of

the fundamental field. Also, due to this smaller number of electrons contributing to these orders,

the interference effects are not as drastic and the orders are more discretized. The overall conversion

efficiency of the entire process is typically on the order of 10−5 − 10−7 depending on the driving

wavelength [52, 12].

2.2.3 Phase Matching in a Capillary Waveguide

Up until now, certain assumptions have been made about the characteristics of the high

harmonic light generated in the gas, the main assumption being that the light generated from an

atom in one portion of the gas is exactly in phase with the light generated a certain distance later.

If this is not the case, then the harmonic light does not add coherently and the output intensity

is greatly reduced. If we are able to forcibly phase match our harmonic light, this corresponds to

a 102 to 103 factor increase in output intensity compared to the non-phase matched case, allowing

for greater experimental applications [53]. The characteristic length in which the phase of the

harmonically generated light “slips” from the phase of the fundamental phase by π is called the

coherence length and can vary from the mm scale for low (< 150eV ) photon energy to micrometer

scale for high (> 200eV ) photon energy. Maximizing this coherence length allows for greater

interaction length in which the harmonics are able to constructively interfere.

Several factors contribute to the spatial “phase mismatch” that needs to be corrected for

so that the output light is intense enough for practical applications. First, the gas in which the

harmonic light is generated is a nonlinear medium. As the light propagates, it inherently picks up

a phase lag such that:

Eq ∝
∫ L

0
Enf d(z)e−i∆kzdz (2.19)

propagating through a medium with length L where Eq is the electric field of the qth harmonic, n

is the order of the nonlinear process, d(z) is the nonlinear coefficient, ∆k is the phase mismatch

(∆k = qkf − kq) between the fundamental laser field wavevector, kf , and the harmonic field kq.
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Thus, with a ∆k = 0, then the Eq is maximized, corresponding to a maximum in output intensity.

To see how much this effects the final intensity, this expression can be integrated assuming Enf and

d(z) are independent of propagation direction. This gives:

Eq ∝ L2sinc2(
∆kL

2
) (2.20)

With no phase mismatch, the output harmonic signal grows as L2, serving as a strong moti-

vation to try to make the mismatch zero. If ∆k is nonzero then it oscillates over the propagation

distance with the fields slipping in and out of constructive interference.

Seeing how strongly the phase mismatch effects the output intensity, several phase matching

approaches have been tried attempting to minimize ∆k. Expressing this mismatch more precisely,

three district components contribute to the overall phase difference:

∆ktotal = ∆kdisp + ∆kplasma + ∆kgeom (2.21)

where ∆kdisp is the dispersion due to propagation in the neutral gas medium, ∆kplasma is the plasma

dispersion from the plasma created from the unrecombined free carriers in the generating medium,

and ∆kgeom is the geometrical dispersion when confined. One of the most successful approaches

at minimizing ∆ktotal has been by using a gas-filled capillary waveguide. In this configuration, the

total ∆k expression can be written accounting for the inherent waveguide dispersion as:

∆ktotal = [n(ωf )− n(mωf )]
ωf
c

+
ω2
p(1−m2)

2mcωf
+
unl

2c(1−m2)

2ma2ωf
(2.22)

where ωf is the fundamental laser frequency, n(ω) is the frequency dependent index of refraction of

the medium, m is the mth harmonic order, ωp is the plasma frequency, a is the inner radius of the

capillary and unl is the lth zero of the Bessel function Jn−l(unl) = 0 [40]. In general, the positive

dispersion of the index of refraction term kdisp can be made to cancel the negative dispersions of

the plasma (∆kplasma) and waveguide (∆kgeom). A final phase-matched harmonic signal can then

most easily be achieved by tuning the gas pressure within the capillary to adjust the density of the

neutral medium.
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2.3 Advantages of pairing High Harmonics with Photoemission

Specific advantages are present in utilizing short wavelength high harmonics as the photon

source for the photoelectron process. In addition to simply being able to access a larger Binding

Energy range for the electrons within material, allowing more electronic states to be probed, sev-

eral secondary features allow for either greater characterization of the electronic states or better

discrimination of the photoelectron signal compared to utilizing longer wavelengths. Each of the

experiments presented in Chapters 4-6 exploit at least one of these advantages, to be discussed

further in each respective chapter.

2.3.1 Accessible Momentum Range

Following Eq 2.8, the corresponding emission angle for a given momentum (k||) can be plotted

dependent on the kinetic energy of the electron, as shown in Fig 2.7 (b). An important consequence

of this is seen when denoting the typical Brillouin zone size (∼ 1.5-1.6 Å
−1

for most materials, 1.7

Å
−1

for graphene), shown in blue. For lower electron kinetic energies like 6 eV (red), this means

that electrons at higher momenta (towards the edge of the Brillioun Zone) will be emitted more

parallel to the sample surface. This makes photoelectron detection and the physical geometry of

the incident photon source more difficult, due to the more grazing spot on the sample being spread

over a large sample area. At higher kinetic energy, shown for 21 eV (blue) and 42 eV (black), this

emission angle approaches closer to the surface normal.

Ultimately, this has the effect of “viewing” a larger momentum window for a fixed collected

emission angle range. As is the case with the ARPES detector employed in the presented experi-

ments, where the lens system of the detector selects out a fixed θ range (max. ±15◦), this larger

window can be easily seen when comparing lower (6 eV) and higher (21 eV) incident photon en-

ergy, shown in Fig 2.7a. For an acceptance angle of ±7◦, the range of accessible momenta increases

from ±0.09Å−1 to ±0.25Å−1 when going from 6 eV to 21 eV photon energy, respectively. This

is beneficial when probing transient energy dispersions, like the time resolved photoemission stud-
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Figure 2.7: (a) ARPES Spectra using 21 eV vs 6 eV, showing the larger access to momentum and
energy ranges, adapted with permission from [13]. (b) Emission angle of electrons versus k||, shown

for a range of initial photon energies. Typical Brillouin Zone size of ∼ 1.6Å−1 is denoted in blue.

ies presented here, since a larger energy and momentum range can be probed compared to lower

photon energy photoelectron spectroscopies [13].

2.3.2 Surface Sensitivity

The surface sensitivity of any experimental electron spectroscopy is inherently dictated by

the escape depth of the electrons. Even though electrons may be excited over a large spatial extent

into the material (as is the case with long wavelength excitation pulses), only electrons nominally

within the inelastic mean free path length (λ) from the surface will emerge with their energy and

momenta unperturbed. This is defined according to the probability of the electron traveling in

the solid a distance, t, without scattering as P (t) = e−t/λ. This distance is governed by electron-

electron interactions, with electron-phonon interactions contributing only at very low energy and

are traditionally neglected. In most materials, the electron-electron distance is approximately

equivalent, meaning their mean free path length behaves similarly as a function of the electron’s

Kinetic Energy, roughly independent of atomic mass. This “universal curve” is shown in Fig 2.8,

with experimentally measured inelastic mean free paths shown in black [54]. The general λ vs E
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relationship has been empirically determined to be, for elemental materials:

λ(E) =
538

E2
+ 0.41

√
aE (2.23)

where E is the kinetic energy of the electron (in eV) and a is the monolayer thickness (in nm)

[54]. This gives two dominant regions where, at lower energies, λ increases due to electrons having

insufficient energy to initiate excitations like plasmons. This makes the probability of inelastic

scattering progressively less likely. At higher energies, the decreased interaction times again decrease

the probability for scattering having the effect of increasing λ.
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Figure 2.8: “Universal curve” of electron mean free path as a function of energy (red) plotted
according to Eq 2.23 with experimental data from [54]

The minimum in this universal curve corresponds nicely with the 10 - 100 eV energy range

typically employed in our ARPES experiments. In general, the fraction of electrons detected

originating within the first mean free path (as calculated via Ptotal(d < λ) =
∫ λ

0 P (t) dt) is 0.63.

Virtually all sampled electrons then come from within the first 3λ. In the 10-100 eV range, this

corresponds to electrons originating within the first 10 Å. High harmonics therefore act as an

extremely surface sensitive probe of electronic structure and dynamics. This serves as an advantage

when probing local modifications to surface electronic structure due to additions like adsorbates,

as will be seen in the alkali adsorption studies on graphene presented in Chapter 5.
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By the same token, one consequence of this surface sensitivity is the possibility for a dominant

contribution to the photoemission spectra from surface contamination or scattering due to surface

roughness. This necessitates using well-ordered, atomically clean surfaces that require preparation

in-situ in the Ultra High Vacuum environment.

2.3.3 Background Separation

Inherent to any photoemission process is a low-energy secondary electron background. In

photoemitting a given material’s density of states, shown in gray in Fig 2.9 (left), a low energy

background is formed (brown) from photoexcited electrons scattering inelastically within the crystal

prior to escaping the surface. For the IR pump and EUV/VUV probe used here, each source

contributes to this background. In the directly photoemitted electrons using EUV/VUV photons

(right, top), a large secondary electron background can be seen below ∼6 eV. This background is

directly dependent on the surface/ crystal quality, with increased defects and impurities increasing

the number of scattering centers for the photoexcited electrons and yielding a higher number of

secondary electrons. With only IR light incident, the photon energy being below the work function

of the material means that absorption of multiple photons is necessary to photoemit an electron

from the surface. In the case shown in Fig 2.9 (right, bottom), this Above Threshold Photoemission

(ATP) has a significant contribution up to 20 eV kinetic energy when initiated with 1.5 eV IR

light. Shown for the typical intensities employed in the experiments here, these intensities (∼ 1011

W/cm2) are necessary to create the large hot electron populations studied in Chapter 5 and a

sufficient dressing field for the interferometric measurements in Chapter 4. This ATP background

is lessened, but still present up to ∼ 7 eV, when using longer dressing wavelength light (0.95 eV at

1010 W/cm2) due to the increased number of photons necessary to photoemit electrons from the

surface.

Combined, these effects are seen to produce a dominant low-energy background that can

bury the spectroscopic features one is interested in probing. On surfaces compared to atomic

photoemission, increased ATP is seen from local field enhancement and distortion effects around



28

4 6 8 10 12 14 16 18
0

1x104

2x104

3x104

co
un

ts
 (a

rb
)

Kinetic Energy (eV)

Valence 
bands

Sa
m

pl
e 

DO
S

Metallic sample

EF

Evacuum

EKIN

hν1

EB

Φ

Inelastically
scattered  
electrons

Core 
levels

0 eV

EF

EF

hν2

Na/Gr/Ni(111)

780 nm
1300 nm

Pt(111)

VUV

IR

Sodium 
Oxide

EF

Kinetic Energy (eV)

Co
un

ts

Figure 2.9: (left) Photoemission spectra with inelastically scattered background using higher (blue)
and lower (black) photon energies. (right top) EDC of Na/Gr/Ni(111) system using 21 eV photon
energy, showing primary spectral features from sodium oxides and inelastically scattered electron
background at lower energies (right bottom) multiphoton emission background using IR photon
energies of 1.59 eV (780 nm) and 0.95 eV (1300 nm) adapted with permission from [55].

surface defects and differences in topography [56]. Due to the high sensitivity of this background to

both surface and bulk defects, these features can be reduced with proper sample preparation, namely

well-ordered crystals with atomically clean surfaces. It is therefore necessary to use photon energies

higher than this low-energy background (& 10eV ) so that the directly photoemitted spectra can

be well separated from this “parasitic” background [13]. Illustrated in Fig 2.9 (left), spectroscopic

features lost in the low-energy background using lower photon energies (dashed black line) can be

separated using higher energy incident photons (blue), allowing these spectroscopic features to be

better resolved.



Chapter 3

Experimental Apparatus and Techniques

The pump-probe technique has been a powerful tool for studying material dynamics by

allowing one to precisely map the response of a system at specific instances after an initial excitation.

In our case, this is accomplished through producing EUV and IR pulses that can be delayed with

respect to each other. Over this thesis, the Ultra High Vacuum, laser, and detection systems have

either been greatly improved or replaced entirely. The Graphene and interferometric attosecond

spectroscopy studies in Chapters 4-5 were carried out using the setup described below (slight

modifications are found in the respective chapters). InGaAs studies were performed using a similar

technique, but with modifications outlined in Chapter 6.

3.1 Ti:Sapphire Oscillator & Amplifier

As discussed in Section 2.2, intensities required for efficient HHG are typically in the > 1013

W/cm2 region. One method in which to achieve these intensities is with a short pulse laser in the

femtosecond regime. Traditional Ti:Sapphire oscillator systems, with their > 200 nm bandwidth,

can output pulses as short as 5 fs [57]. However, assuming a focal spot of 100 µm that is typical

of our capillary generation scheme, this would only produce an intensity of 2.6 ∗ 1010 W/cm2-

insufficient for HHG. As such, amplification of these ultrashort pulses is necessary. The method we

choose to accomplish this is Chirped Pulse Amplification (CPA) [58]. A schematic layout of this is

shown in Figure 3.1. In this method, the initial pulse is stretched in time, or “chirped”, to reduce

peak power and allow for amplification without damaging optical components. The pulse can then
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be recompressed to give an amplified short pulse.
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Figure 3.1: (left) Chirped Pulse Amplifier layout, adapted with permission from [58]. (right)
representative oscillator spectrum (red) and resultant spectrum after chirped pulse amplification
(blue). Inset shows the transform-limited pulse length of 18 fs from the amplifier bandwidth.

In our CPA scheme, pulses are input from a Ti:Sapphire oscillator operating at ∼80 MHz

with 6 nJ, ∼10 fs pulses. These pulses are stretched in time via two grating reflections (shown

folded in Fig 3.1) to roughly 150 ps. A Pockels cell (KMLabs) then selects the repetition rate of the

amplified pulses (between 3 - 6kHz) to yield a higher energy/pulse of the output pulses. Each pulse

is then amplified in a Ti:Sapphire crystal pumped via a Nd:YAG 532nm pump laser operating in

sync with the Pockels cell timing, with the ability to fine tune its delay. The Ti:Sapphire crystal is

cryocooled (Cryomech PT90) to take advantage of the greater thermal conductivity of the sapphire

at low temperature [59] and minimize thermal distortions of the beam. Pulses are amplified by

multiple passes through the crystal until gain saturation is reached. They are then recompressed via

a set of negative dispersion compensating gratings to account for the initial stretching of the pulse

and extra propagation through the crystal and optics. A representative spectrum for the initial

oscillator and resultant amplifier spectrum is shown in Fig 3.1. While, the bandwidth from the

amplifier is transform-limited down to ∼15 fs (shown in inset), pulse lengths are typically limited

to 23-25 fs due to higher order dispersion.

Many modifications have been made to the laser system during this thesis, resulting in a

higher power, higher repetition rate output. This was done for several reasons. Previous output
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powers were, at maximum, 2 mJ /pulse at 2 kHz with 25 fs pulses. High output powers (ie. high

energy/pulse) are desirable for efficient HHG of higher energy photons in gases like Helium (> 80

eV). In our pump/probe layout, it also provides sufficient power per branch for EUV generation as

well as low conversion efficiency processes like optical parametric amplification (OPA) for longer

pump wavelengths [55].

While maintaining a high energy per pulse, a higher repetition rate was also advantageous.

In addition to obviously generating a higher volume of detected events in real time, this offers some

advantages specific to our photoemission process. Specifically, maintaining the same number of

photoelectron events per second, less photoelectrons per pulse is preferred to give increased energy

resolution in the resultant spectra. This advantage can be understood when more closely analyzing

the nature of the photoemitted electron bunch from the surface. The number of photoelectrons

emitted from the surface is proportional to the number of incident EUV photons per pulse. Upon

being emitted from the surface with the ultrashort pulse, this results in a closely packed volume of

electrons that can Coulomb interact when in sufficiently high numbers. This Coulomb interaction

has been seen to give energy shifts, distortions in lineshape, and broadening of spectral features due

to the modifications to the electron’s kinetic energy on the way to the detector[60, 61]. An analytical

model of these space charge effects taking into account electron-electron Coulomb interactions,

neglecting effects like induced image charges at the surface, can be used to calculate the energy

broadening, ∆E, in a disk of photoemitted electrons of a radius, r0. This is calculated according

to:

∆E = [
2e

πε0
(

2

3π
+

1

6
)]1/2

√
Ei(

N

r0
)1/2 (3.1)

where Ei is the initial kinetic energy of the emitted electrons, N is the number of electrons in

the packet, e is the elementary charge, and ε0 is the vacuum permittivity [62]. This model, with

∆E ∝ N1/2, has been seen to agree with experimental data of electrons emitted via femtosecond

pulses quite well [60, 61]. It should be noted that this dependence is observed to be closer to a linear

relationship with N for picosecond pulses [63, 64] due to the larger lateral extent of the emitted
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electron packet. Energy broadening for our experimentally relevant kinetic energies are plotted in

Fig 3.2.
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Figure 3.2: Calculation for kinetic energy broadening exclusively taking into account electron-
electron coulomb interactions, modeled after [61, 62].

This space charge effect results in a worsening of the overall energy resolution For the higher

EUV photons. It also increases with photoelectron number, effectively capping the usable pho-

tons/pulse from the HHG process for photoemission studies. This necessitates a lowering of the

number of electrons per pulse, making a higher repetition rate, low photon per pulse scheme desir-

able.

repetition rate output energy/pulse pump energy/pulse
(kHz) (mJ/pulse) (mJ/pulse)

2 (prev) 2 19.5

4 2.3 18.6

5 1.8 16.1

6 1.6 13.2

Table 3.1: Present output energy/pulse and required pump power for Ti:Sapphire amplifier before
(prev) and after upgrades.

In line with this, a pump laser (Lee Laser LDP-200MQG-HP) was installed that provided
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operational ranges to between 4-6 kHz. The corresponding amplifier output energies are found

in Table 3.1. To handle the higher average power, a dielectric compressor roof mirror and copper

backed compressor gratings were also installed to minimize distortions due to thermal loading of the

optics. Continuous operation of the system (compared to initially turning the system on daily) was

seen to be necessary to reach a thermal equilibrium in output power, spectrum, and beam pointing.

The beam pointing was still observed to drift over the day due to ±2◦ temperature fluctuations

within the lab, effecting efficient coupling and possibly damaging the EUV generation capillary.

Homewritten, 4-axis beam pointing stabilization software was used to compensate for this residual

thermal drift. More details in its implementation can be found in Ref [65].

3.2 Beamline

The amplifier output repetition rate and energy/pulse was chosen specific to each experi-

ment. This was due to the different intensity demands in EUV generation for the desired probe

wavelengths, with higher generated photon energies requiring higher energy/pulse of the driving

light. The output of the amplifier was initially split via a beam splitter with 5-10 % of the beam

energy into a IR pump line and the remainder used for HHG. A general schematic of the current

setup is shown in Figure 3.3, with each component explained in detail in the following sections.

3.2.1 EUV Beamline

After the beamsplitter, the beam was focused into a 150µm- 250µm inner diameter (ID) gas

filled capillary using an AR-coated lens whose focal length was chosen to gave a waist size of ∼ 60

% of the capillary’s ID. This gave optimal single-mode (EH11) couping into the waveguide and was

between 75- 150 cm. Depending on the generated harmonic wavelength, the largest ID capillary

was used that still yielded sufficient IR intensity for harmonic generation. This both maximized

the harmonic output and minimized the impact of overionization of the gas medium due to driving

IR intensities being too high. At too high of laser driving intensities, nonlinear effects on the final

harmonic output can be seen such as self-phase modulation [66], self-compression of the laser pulse
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Figure 3.3: Simplified current experimental Layout for EUV/IR photoemission studies. Monochro-
mator with spectral selection is shown.
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during propagation [67], or spectral blue shifting [68]. The specifics of the generating parameters

for the range of harmonic wavelengths used in experiments discussed here are presented below.

3.2.1.1 High Harmonic Generation Schemes

Core level states of a material are accessible by using higher photon energies. However, the

added complication of variation in photoemission cross section of spectral features as a function of

photon wavelength mean that simply choosing the highest or brightest photon energy may be ill

suited for a specific material. For example, the surface state of Cu(111), studied in detail in Chapter

4, has multiple peaks in its relative intensity compared to neighboring states when incident photon

energy is scanned- occurring at photon energies of 6 eV [69] and 70 eV [70] and nearly vanishing at

“mid-range” energies ∼30 eV. With the additional desire to perform experiments requiring resonant

excitation, tunability of the high harmonic source over a large photon energy range is preferred in

order to offer the highest experimental capability possible.

Laser-driven harmonics have traditionally required a trade-off between energy resolution,

temporal resolution, and overall photon flux. The time-bandwidth limit necessarily dictates a

trade-off between pulse length and bandwidth of the harmonics, as modeled by:

∆E∆t = α ∗ 4.141 (3.2)

where E is the energy bandwidth in eV, t is the pulse length in fs, and α either 0.44 or 0.32 for

Gaussian or Sech2 pulses, respectively. For a 10 fs Gaussian harmonic pulse, the energy resolution

of the photoemitted electrons is already larger than 180 meV. In general, therefore, higher harmonic

photon energies are characterized by an increasingly broader energy bandwidth and lower photon

flux. This introduces another trade off of energy resolution for access to a greater range of electron

binding energies. This trend can be seen in the generation parameters for 4 common harmonics

used throughout this thesis (and in experimental attempts not included in this work), namely 22,

42, 65, and 90 eV. Characteristic generation parameters for these wavelengths such as gas medium,

typical optimal gas pressure, energy bandwidth, estimated photon flux, and corresponding spectral



36

filter are included in Table 3.2.

Photon Energy Generation Pressure Harmonic Bandwidth Est. Flux Filter
(eV) Gas (Torr) (meV) (photons/harm/s) Material

22 (2ω) Kr/ Ne 15-20 150♦ 1011 − 1012 Al

42 Ar 40-60 350[ 9 ∗ 1010* Al

65 Ne 700-800 450M 9 ∗ 109 Al

91 He > 900 850 5 ∗ 109 Zr

Table 3.2: Common harmonics with generation parameters, measured bandwidth for each harmonic,
and estimated flux. Bandwidth values presented here are experimentally measured and have been
independently verified as ♦ [14], [ [17], and M [71]. Flux estimates at the capillary output are done
using a EUV calibrated photodiode for measurement of (*) and correcting for the loss due to Al
foil filters. Other values are estimated from ARPES spectral intensities and collection times on
reference samples of Cu(111) and TiSe2.

References to additional verification of presented experimental energy bandwidths are indi-

cated in the table. The noted flux measurements are based on an absolute measurement using a

calibrated EUV photodiode for 42 eV (noted with a *), accounting for the loss of Al foils used to

filter out residual IR light. This gave the flux of photons/harmonic/sec (using a 3-4 kHz laser rep

rate) at the output of the capillary, meaning before any lossy optical elements. Other flux values

are estimated from ARPES spectra under identical exposure times on reference samples of Cu(111)

and TiSe2. Note that, due to unaccounted differences in photoemission cross section, these are

rough estimates and are only meant to serve an approximate guide.

Of particular interest has been the recent development of using 2ω (390 nm) pulses to drive

the high harmonic process, yielding high energy resolution, high photon flux pulses at 22 eV. This

photon energy is high enough to still access the entire Brillouin zone of most materials and has only

recently been implemented in time-resolved electron studies [14, 72]. Due to the high interest in

using this wavelengths in future, higher energy resolution photoemission studies, this configuration

will be discussed in further detail in the next section.
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3.2.1.2 2ω driven Harmonics

Driving the high harmonic process with 2ω fundamental light has recently demonstrated nar-

row (< 150 meV), short (< 25 fs) EUV pulses with high photon flux (∼ 1012 photons/harmonic/s).

Producing a relatively isolated 7th harmonic around 22.3 eV in the HHG process, this intrinsically

quasi-monochromatic light has a high potential for future photoemission studies. Notable quali-

ties of its generation and experimental configuration will be reviewed here. For a more in-depth

discussion, the reader is referred to Ref [14].
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Figure 3.4: (a) Harmonic spectrum of 2ω driven harmonics showing nearly monochromatic 7th
harmonic generation using Krypton at 15 Torr. Adapted with permission from [14]. (b) ARPES
Spectra on Cu(111) showing dominant 7th harmonic and weak 9th harmonic with non-overlapping
electronic features in 6 eV collection “window” (c) Enlarged 7th harmonic spectra showing narrow
harmonic bandwidth and well-resolved surface state feature around EF .

Several factors contribute to the higher resultant photon flux of the 22 eV harmonic. In

the conventional configuration, monochromating elements are needed after harmonic generation in

order to isolate one wavelength for use in photoemission studies. These elements, usually multi-

layer mirrors or gratings as explained in Section 3.2.1.3, have low throughput efficiency and can

temporally chirp (stretch) the resultant pulse. With the 2ω driven harmonics, the dominant 7th

harmonic output gives near-monochromatic output (shown in Fig 3.4 a-b), allowing for the removal

of these lossy optical elements. Instead, only a focusing toroidal mirror at grazing incidence is
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used to focus the harmonics onto the sample. Furthermore, in generating harmonics using 3.2 eV

driving light, resultant harmonics are produced with a spacing between harmonics of 6.4 eV. This

means that, when used in photoemission studies, replica spectra are produced every 6.4 eV Kinetic

Energy (shown in 3.4 b). This gives a 6.4 eV “window” in which to clearly capture the relevant

spectral features of the material without being overlapped with the adjacent harmonic. This is

sufficient for including the dominant valence structure of most materials.

Another advantage of the shorter wavelength driving laser is in the quantum efficiency of

the HHG process. A shorter driving wavelength means less spreading of the quantum electron

wavepacket upon ionization from the parent atom. This results in a higher recombination prob-

ability and an increase in the overall single-atom photon yield. Since single-atom HHG efficiency

scales with driving wavelength at λ−5 − λ−9, a doubling of the fundamental driving frequency

results in roughly two orders of magnitude increase in single-atom yield [48, 43, 12]. Due to the

electron spending less time in the continuum, this has the additional bonus of the electron motion,

and therefore harmonic bandwidth and central frequency, being less sensitive to the local plasma

conditions in the gas medium. The use of moderate intensities in the harmonic generation also

avoids the possible nonlinearities in the generating medium mentioned previously. This results in

a high yield, more stable harmonic source.

Understanding as to why the harmonic output results in such narrow energy bandwidth can

be seen when looking at the specifics of the harmonic generation. 2ω light is initially generated

using a 200 µm thick β barium borate (BBO) crystal in order to convert an incident beam of

1.8 mJ/pulse at 780nm into 390 nm centered light at 0.3 mJ/pulse (note: the spectra shown in

Fig 3.5 (right) used a 1.1 mJ/pulse 780nm beam with similar resultant power) and subsequently

focused into the gas medium. These pulses are not recompressed after these optical elements and

are estimated to be 35-40 fs long with ∼200 fs2 positive chirp). Due to the longer pulse length

of the generating light, while still maintaining sufficient intensities for HHG, the resultant energy

bandwidth is therefore narrower. This has been measured to yield 20 ± 16 fs harmonic pulses

[14] that are still sufficiently short for use in time-resolved studies. In photoemission studies, this
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7th Harmonic27th Harmonic

Figure 3.5: ARPES Spectra of metal dichalcogenide TiSe2 collected using 42 eV (27th harmonic,
left [17]) and 21 eV (7th harmonic, right), with energy resolution ∼ 400 meV and <150 meV
respectively. Adapted with permission from [14].

results in a dramatic improvement in energy resolution compared to high photon flux wavelengths

previously used like 42 eV. Shown in Fig 3.5 for the case of TiSe2, the distinction of certain spectral

features like the downward dispersing Ti 3d band is dramatically enhanced with the use of 22 eV

harmonics. With the extension to even shorter wavelength driving lasers, this technique can be

extended to even higher efficiency, narrower bandwidth harmonics [12]. Similar implementations

to generate 60 eV harmonics in Neon have yielded high flux, narrow (230 meV) harmonics as well

[73], showing promise for high resolution studies with access to an even larger range of electron

Binding Energies.

3.2.1.3 Monochromator and Toroidal Geometry

Depending on the specific experiment, one of two configurations was used to focus the gen-

erated high harmonics onto the sample - one spectrally selecting a single harmonic from the HHG

comb and one with no spectral selection and only a focusing element. Due to the low conversion

efficiency of the high harmonic process, a high intensity of IR light copropagates with the generated

EUV beam until a foil spectral filter. With the push to higher repetition rates in our studies came
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the unwanted consequence of a higher average power of IR light incident on the foil. At sufficiently

high intensities, this caused the fragile 200 nm foil to heat, distort, and subsequently break. A

solution to this was the inclusion of a “rejector” mirror at grazing incidence after the fiber that

served to reflect the EUV and absorb the majority of the IR. This rejector was either a bare su-

perpolished Silicon Substrate (Gooch and Housego GO-S100-1) or a 200 nm ZrO2 -coated Silicon

substrate. The ZrO2 coating was primarily used for better reflectivity of higher order harmonics

(> 60 eV). The reflectivity comparing these ZrO2 vs bare Si is shown in Fig 3.6a for 10 degree

grazing incidence.
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Figure 3.6: Mirror Chamber for Spectral and Non-spectral selection layouts. Reflectivity and
transmission characterizations for each setup are shown bottom. (a) Reflectivity curves for bare
and ZrO2 coated rejector mirrors, calculated using CXRO database (b) Reflectivity curves for Gold
(Au) and Boron Carbide (B4C) coated toroidal mirrors. B4C curve from [74] and Au from [75]. (c)
Representative reflectivity curve for 42.9 eV multilayer mirrors, showing difference in reflectivity
with choice of multilayer material (Mo/Si vs. Mg/SiC). Both experimental data sets collected on
the ALS (d) Foil spectral filter that is common to both configurations. Transmission curves are
shown for Al (lower energy wavelengths), oxidized Al, and Zr (higher energy wavelengths), with
commonly used harmonic wavelengths denoted with green lines. Calculated using CXRO database.

In the case with no spectral selection, as was the case for the attosecond studies presented

in Chapter 4, the EUV beam copropagating with the remainder of the IR light was focused using
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a toroidal mirror at grazing incidence (ARW Optical #TM1-50X25-OPT1, R1 = 350 cm; R2 =

20 cm) of 12 degrees. After initially trying a gold coating, a 100 nm thick Boron Carbide (B4C)

coating was investigated due to its higher reflectivity, as seen in Fig 3.6 b reported for reflectivity

at wavelengths of ∼30 eV and 10 degree grazing incidence. This yielded a higher flux and had the

added advantage of being more robust than the 500nm thick Au coating, which easily damaged.

In the case with spectral selection, as was the case for the time-resolved graphene studies in

Chapter 5, multilayer mirrors were used to isolate the desired harmonic. Previous to this thesis,

only multilayer mirrors using Molybdenum and Silicon as multilayer components had been used in

any experiments within the KM Group. In the time since the last set of multilayer mirror had been

fabricated with collaborators at Lawrence Berkeley National Lab, several new coatings became

available that offered higher reflectivity than their Mo/Si counterparts. As an example, for 42.9

eV, Mg paired with SiC offered as peak reflectivity of 45 %, giving a total throughput of 24 %

after the pair of mirrors (one flat, one R=1 m). This is in comparison to Mo/Si where the total

throughput was only 12 %, as shown in Fig 3.6 c. In total, Mg/SiC coatings were well served for

lower photon energies < 45 eV, Al/Zr in “mid-range” energies from 45-65 eV, and Mo/Si for 65−95

eV. Further details of the design of these multilayers with current coatings is left for Appendix A.1.

Note that, for the studies presented in Chapter 6, a toroidal grating was used for spectral selection

instead of multilayer mirrors.

After both configurations, a 200-300 nm thick foil (Lebow Company) was used to filter the

residual IR light and transmit the EUV beam. Zirconium was used for 90 eV harmonics, with Al

reserved for all lower energies due to transmission efficiency, as seen in Fig 3.6d. Secondarily, these

also served as a pressure differential between the 10−6 mirror chamber and 10−10 main chamber.

While these foils were stored in a vacuum desiccator when not in use, they did develop oxidation

overtime due to periodic venting of the mirror chamber. This gave a notably lower transmission

efficiency.
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3.2.2 IR Beamline

The 5-10 % of the initial amplifier output was used as the pump/ dressing light for experiments

discussed here. The beam was then propagated using silver mirrors to minimize extra dispersion

that would increase pulse length. A computer interfaced delay stage (Aerotech ANT130-1110-

L-25DU-MP) was used to control the relative pump/ probe delay with a resolution of 200 as.

The beam was then focused using a R=3m concave silver mirror and entered into a high vacuum

“recombination chamber”, for copropogating the IR and EUV light. A silver 45◦ angled annular

mirror with a 1 mm hole through the center is used to reflect the outer 60 % of the IR light onto

the sample, while letting the EUV light propagate through the center hole. In this configuration,

the IR and EUV beams are collinear with < 0.1◦ between them, as verified through their optical

interference pattern projected onto a screen after propagation through the UHV chamber.

3.2.3 IR Pump Temporal Compression

Temporal compression of IR pulses has been previously done with Ti:Sapphire pulses from

30 fs down to < 5 fs [76]. This was primarily done with the aim of subsequently generating isolated

attoseconds bursts through high harmonic generation. However, in modern IR pump- EUV probe

schemes, the temporal resolution of the studied electron dynamics is limited due to the convolution

of the temporal width of the IR pulse with the EUV temporal pulse width. For the realm of surface

science, it is then already advantageous to temporally compress the IR pump pulse, therefore

increasing the overall temporal resolution of the studied dynamics. One implementation of this,

investigated during this thesis, is “self-phase modulation” (SPM), where the 30 fs pulse from the

Ti:Sapphire amplifier is compressed to achieve a < 10 fs pulse length. As the ultrashort pulse

propagates through a medium with an intensity dependent refractive index, a frequency shift is

induced in the spectral components in the pulse. For a positive nonlinear index gas according to:

n(I) = n0 + n2 ∗ I, where I is the laser intensity, n0 is the linear refractive index, and n2 is the

nonlinear refractive index (2nd order), this results in a broadening of the overall initial spectrum.
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This greatly decreases the achievable driving pulse length according to the time-bandwidth limit.

The resultant positive dispersion of the pulse can then be compensated for with negative dispersion

compensating mirrors (chirped mirrors).
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Figure 3.7: Calculation for optimal SPM length for a given pressure, calculated after [76]

In practice, this was achieved through focusing a 25 fs, 0.6 mJ/pulse into a hollow-core

gas-filled capillary. Fiber lengths of 20 cm and 1 m were investigated to determine the effects on

overall spectral broadening and throughput. Xenon, Krypton, and Argon gases were investigated

to determine the optimal gas for maximum spectral broadening and recompression. Estimates of

the optimal pressure for given fiber lengths were initially calculated according to literature [76]

using:

Loptimal ≈ (6LNLLD)1/2 (3.3)

where LNL is the nonlinear length calculated according to 1/γP0 where P0 is the peak power

of the pulse and γ is the nonlinear coefficient. γ can be calculated according to n2 ∗w0/cAeff where

w0 is the frequency of the driving laser, c is the speed of light, and Aeff is the area of the mode

coupled into the fiber. The dispersion length, LD, can be calculated according to T 2
0 /β2 where T0 is

the FWHM pulse length of the driving laser and β2 is the group velocity dispersion of the gas filled

fiber. Results of this calculation for a 200 µm waveguide are shown in Figure 3.7 using values of
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n2 and β from literature [77, 78]. This gave rough estimates for expected optimal pressure ranges

for the 20 cm and 1 m fibers investigated.

Figure 3.8: SPM layout and pulse recompression using chirped mirrors and glass. FROG traces
pre-SPM (25 fs) and post-compression (12 fs) are shown to the right using Krypon at 880 Torr.

The apparatus, shown in Figure 3.8, consisted of a 20 cm or 1 m, 400 µm ID gas-filled

capillary settled in a v-groove with horizontal and vertical translation stages mounted on the front

and back for alignment. To minimize defocusing of the input pulse due to the dominant higher-order

effects within the gas [79], gas was input at the exit of the capillary and evacuated at the entrance,

setting up a pressure gradient from 0 Torr to the nominally read value [80]. The output was then

recollimated and sent to a set of chirped mirrors for negative dispersion compensation (Layertec,

−40fs2 per reflection). Due to the set negative dispersion per reflection from the chirped mirrors,

finer adjustment to the dispersion compensation was done by over-compensating the dispersion

with the chirped mirrors (for a net negative dispersion), and adding glass to yield little to no

second order dispersion. Glass wedges were also inserted, mounted on horizontal translation stages

for fine tuning of this dispersion compensation. Pulse lengths were then verified using Frequency

Resolved Optical Gating (FROG) with an appropriately thin BBO (thickness = 100 µ m ) to phase

match the full bandwidth of the pulse. FROG traces yielding reconstructed pulse widths of 25 fs
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and 12 fs for the initial and final pulses, respectively, are shown Fig 3.8 (right).

Systematic spectral comparisons were made for optimal generation in Argon, Krypton, and

Xenon and with fiber length, as shown in Figure 3.9. Xenon gave the largest spectral broadening

with its highest nonlinear index, as expected, followed by Krypton and Argon. However, due to

limited availability of Xenon, Krypton was investigated in comparing the effect of fiber length on

spectral broadening. For the same pressure of Krypton, the 1 m fiber was seen to have a smaller

spectral broadening compared to the shorter fiber, probably due to reabsorption in the gas. It

should be noted that, for 800 Torr, 20 cm is closer to the ideal generation length, as calculated via

Eq. 3.3. Lower pressure for the 1 m was seen to give much smaller spectral broadening. Using a 25

fs incident pulse, the spectra shown for 20 cm in Krypton at 800 Torr yielded a FROG reconstructed

pulse width of 11 fs, with a theoretical transform limit of 5 fs. This difference between theoretical

and experimental pulse lengths is expected since we are primarily compensating for second order

dispersion, neglecting higher order terms due to optics and nonlinearities in the generation process.
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Figure 3.9: SPM spectra comparing (left) Krypton spectra at 800 Torr varying capillary length
from 20 cm to 1 m (right) spectra with 1m capillary for optimal generation in Xenon, Krypton,
and Argon.

3.3 UHV Chamber

Upon beginning this thesis work, the initial version (V1.0) of the double µ metal shielded

ultra-high-vacuum (UHV) chamber was pumped by a 500 l/s Turbo molecular pump (Balzers TMU-
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520-SG) and a 270 l/s ion pump (Varian VacIon Plus). The µ metal shielding was used to prevent

residual magnetic fields from penetrating into the chamber and altering the electron trajectory into

the analyzer. The current chamber (V2.0), is fabricated directly from µ metal and pumped by

the 270 l/s ion pump and a 700 l/s magnetically-levitated turbo pump (Pfieffer Hi Pac 700 M)

to reduce vibrations. In addition to being able to accommodate the angle-resolved detector, the

dramatically increased number of vacuum ports in the new chamber design gave more versatility

in experimental design and positioning new components. Base pressures were 2 ∗ 10−10 Torr and

maximally 8 ∗ 10−10 Torr during pump/probe measurements due to small pinholes in the pressure

differential Al filter.

3.3.1 Sample Preparation Tools

Several tools are available in the UHV chamber to aid in preparation of atomically ordered and

clean surfaces for photoemission measurements. An Ar-ion sputter gun (LK Technologies NGI3000-

SE) was used to remove the top monolayers of atoms in metal samples (primarily Cu(111) in the

studies presented here) via collisionally ejecting surface atoms through bombardment with energetic

Ar ions. Reconstructing the surface ordering was then achieved through thermal annealing.

A gas doser with a precision leak valve was used for creating a locally concentrated source for

surface deposition. This was used in deposition of oxygen, noble gases, as well as the ethylene gas

for use in in situ graphene growth. The locally high pressure environment near the sample during

dosing enabled having a lower overall chamber pressure, minimizing pump-down time back to the

10−10 Torr background and residual chamber contamination.

An alkali metal doser (SAES Getter source) equipped with 2 filaments was mounted on a

long-travel linear shift attached to the main chamber through a pneumatic value and differentially

pumped through a 80 l/s turbo pump (Pfeiffer HiCube 80 Eco). This enabled adjustable and close

positioning of the alkali filaments to the sample during dosing. It also allowed for changing of

the filaments without the need for breaking main chamber vacuum by withdrawing the filaments

and closing the pneumatic valve. The filament attachment could then be independently baked
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and reopened to the main chamber with minimal contamination. Filaments were well outgassed

after insertion through slowly ramping an applied current (using a GWInstek GPP-1810HP) from

0-5A while monitoring outgassed compounds using the Residual Gas Analyzer (RGA, as discussed

below). During dosing, possible contaminants were also monitored using the RGA.

3.3.2 Sample Characterization Tools

Extensive characterization of the sample surface was done prior to all EUV measurements to

ensure a well defined and understood surface before adding in the experimental difficulties of EUV

generation and pump/probe photoemission. A Low Energy Electron Diffraction (LEED) spectrom-

eter (OCI BDL800IR) was used to determine crystal orientations via imaging the diffraction of low

energy electrons from the sample surface onto a phosphor screen. This served to determine sample

orientation as well as the atomic ordering of the surface and was routinely used to diagnose the

degree of surface contamination on metallic samples and surface quality of graphene samples. In

the case of rotated crystalline overlayers, arcs in the diffraction pattern were observed, as was the

case on multilayer C-terminated Graphene/SiC. Poor crystalline quality was seen to give blurred

diffraction spots.

The implementation of a incoherent source of EUV light was also crucial for efficient sur-

face characterization. Due to the typically broad bandwidth and lower flux of EUV harmonics, a

high-intensity, narrow bandwidth EUV source was preferred to give high-resolution, quick charac-

terization of prepared surfaces. These characterizations were indispensable in providing feedback

during the “learning phases” of determining the proper surface cleaning and sample dosing proce-

dures, without the additional difficulty of optimizing the EUV generation setup. A duo plasmatron

discharge lamp [81] (Spec UVS 300) was used for this purpose. Electrons are initially generated

via a tungsten filament in an ambient 10−4 Torr He environment and accelerated towards a posi-

tivity biased “funnel shaped” aperture. A strongly bottlenecked magnetic field confines electrons

generated from electron/gas collisions into a narrow region between this cathode and anode. The

resultant EUV emission from the plasma is then leaked through the aperture and, in our case,
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focused to a ∼ 1 mm spot after a metal capillary. Ratios between the two dominant emission lines

could be tuned to give either primarily He I (21.2 eV) or He II (40.8 eV) radiation with a flux of

1016 photons/sr·s.

Lastly, a Residual Gas Analyzer (RGA, Leybold Inficon Transpector 2) was used to monitor

the partial pressure of gaseous species in the chamber. This mass spectrometer was used to primarily

detect atmospheric and hydrocarbon contaminants in the system upon alkali and gaseous dosing.

Using the RGA, Temperature Programmable Desorption (TPD) studies could also be performed

by ramping the sample temperature at a fixed rate and observing the desorbed species from the

sample surface. This could then be used to inform on the nature of the chemical bonding of the

adsorbed species on the surface.

3.4 ARPES Detector

The most beneficial upgrade to the system implemented during this thesis has been the

installation of an angle-resolved electron detector (Specs Phoibos 100). Previous experiments were

carried out using a time-of-flight detector with a narrow photoemitted electron acceptance angle,

as described in [82]. This collected an energy density curve (EDC) for effectively one photoemitted

electron angle relative to the surface. In order to obtain similar spectral information to angle-

resolved detectors, multiple EDCs needed to be collected for different photoemitted angles (via

rotating the sample angle relative to the detector) and the spectra subsequently “stitched” together

to form a full band map as a function of θ. This time-consuming scheme is not feasible for time-

resolved measurements where long integration times would mean full scans would require days of

integration stability. Hemispherical angle-resolved detectors, therefore, have become the dominant

design for obtaining high energy and angular resolution spectra of photoemitted electrons. The

detector is composed of primary three sections: An electrostatic lens system for collecting and

separating electrons by their photoemitted angle, a hemispherical analyzer for separating electrons

based on their kinetic energy, and a detector for electron multiplication and actually imaging the

2D electron distribution. The following sections will individually discuss the implementation of
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each component.

3.4.1 Lens System

Photoemitted electrons from the sample diverge at their original respective angles from the

surface (θ as defined in Figure 2.2a) until they reach the entrance aperture of the analyzer lens

system. Once inside, a series of plates held at varying potentials create an electrostatic lens system

to focus the electrons onto the entrance plane of the hemispherical analyzer, as schematically shown

in Figure 3.10. These potentials also dictate the angular acceptance of electrons that are able to

propagate to the entrance plane without hitting the detector walls. Measurements presented here

are primarily collected using either ±6◦ (Low Angular Dispersion, LAD) or ±15◦ (Wide Angle

Mode, WAM) collection angles. Additionally, the lens system serves to modify the electron’s initial

kinetic energy (Ekin) to a user-defined Pass Energy (Ep), as defined in Section 3.4.2. The electrons

then pass through a narrow slit (0.5-1 mm) to confine the studied angular information along one

direction in k||.

3.4.2 Hemispherical Analyzer

The inner and outer walls of the hemispherical analyzer are held at potentials Vin and

Vout, respectively. Electrons initially enter the analyzer through the entrance slit centered along:

R0 = Rin+Rout
2 , where Rin and Rout are the inner and outer hemisphere radii. The schematic rep-

resentation of electron trajectories at varying kinetic energies within the hemisphere, with varying

θ as being into and out of the page, is shown in Fig 3.11 a. Electrons with the nominally defined

pass energy (Ep) propagate along R0 until the exit plane, with the trajectory shown in red. Within

a certain kinetic energy window, electrons with a lower Ekin are deflected toward the inner radius

and higher Ekin toward to outer radius. Electrons outside the defined energy window are deflected

towards the walls of the detector and do not propagate through to be detected. This scheme has

the effect of dispersing the kinetic energy of the electrons along the axis perpendicular to electron

emission angle. The complementary trajectories for electron emission angle, θ, are shown in Fig
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Figure 3.10: Electron trajectories in the electrostatic lens system for wide angular acceptance
(±15◦) of electrons from the sample into the beginning of the hemispherical analyzer, from Ref
[83]. Calculated for a Ekin = 20 eV and Ep = 50 eV.

3.11 b. The exit slit used in measurements is usually a large aperture than the one shown, allowing

a large window of the dispersed electrons along Ekin to pass through. It is shown as a narrow slit

here to clarify trajectories at one value of Ekin.

Ekinetic

Rin

Rout

MCP/ 
Phosphor Screen

Elec. Field

Vin

Vout

Sample

a

θ

Ekinetic

Sample

b

Entrance Slit

Exit Slit

MCP/ 
Phosphor Screen

θ

Figure 3.11: schematic for ARPES analyzer highlighting (a) electron trajectories for varying Kinetic
Energy at a fixed θ (b) electron trajectories for varying θ at a fixed Kinetic Energy, adapted after
[84]
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3.4.3 Electron Detection

The 2D electron pattern, being dispersed according to θ in one direction and Ekin in the other,

is then amplified via a set of multichannel plates (MCP). The secondary electron cascade, usually a

multiplication of 107 per incident electron, can then detected after the MCP by a phosphor screen,

registering each electron-cascade packet as a glowing point on the screen. A charge-couple-device

(CCD) camera is then used to image the phosphor screen. Analysis software is then used to assign

energy and angle values to the 1376 x 1040 channels. It should be noted that, due to aberrations

in the lens system, significant “warping” occurs for the lower kinetic energy region of the recorded

spectra. The degree of this spectral warping as a function of angle and energy can be calculated

and is corrected for in presented spectra. Additionally, the photoemission angle is converted to k||,

according to Equation 2.8.

3.5 Custom Cryogenic Cooling Manipulator and Sample Holder

One of the largest engineering and design endeavors during this thesis was the optimization

of a sample holder design that had:

(1) high temperature capabilities, for metal sample surface preparation and in-situ graphene

growth

(2) low temperature capabilities, for surface-adsorbate systems (metal/CO, metal/alkali, metal/noble

gas) and low temperature phase-change materials (e.g. metal di-chalcogenides)

The initial sample holder design (V1.0) had been used to primarily investigate single-crystal

metal surfaces. Mounted on a 4-axis manipulator (horizontal and vertical translation with rotation

about the vertical axis), the sample was permanently mounted in the proper orientation. Heating

was controlled through directly flowing a high current (> 10A) through the crystal, with cooling

achieved through contacted copper feedthrough connections coupled to an external liquid nitrogen

reservoir. Temperature performance data for this and subsequent designs can be found in Table

3.3.
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V1 V1.5 V2 V2.5

sample mounting fixed transferable transferable transferable

cooling capabilities LN2 LN2 LN2 & LHe LN2 & LHe

heating method direct current- exposed filament- housed filament- exposed filament-
resistive radiative conductive radiative

Lowest temp (K) 80 105 40 50

Highest temp (K) 1300 675* 995 1250

Table 3.3: Heating and cooling design performance for V1-2.5 sample holder. *V1.5 was primarily
designed for low temperature samples that only required minimal heating. As such, high tempera-
ture limits were not investigated.

The primary disadvantage of this design was the fixed sample, making us unable to study

varied sample types or perform in-situ sample cleaves without venting and baking of the entirety

of the UHV system. The next iteration (V1.5), shown in Fig 3.12, had a separable sample plate,

with the ability to change samples through the use of a magnetically coupled transfer arm and

a small load-lock chamber that enabled exchange of samples into the chamber without breaking

vacuum. Designed for use with low temperature phase-charge materials in mind, the sample plate

was cooled through a copper braid connected to the external liquid nitrogen reservoir, achieving

a low temperature of 105 K. High temperatures for this design were only required for moderate

sample heating, achieved through an exposed tungsten filament behind the sample plate, to remove

gradual surface contamination. As such, high temperature limits were not determined.

The V2.0 manipulator design was specifically designed for the V2.0 µ metal chamber, for use

with high temperature graphene growth and lower temperature surface adsorbate studies. There-

fore, this required a much more dramatic change in dimensions. It was initially a packaged custom

company-designed sample holder (VG Scienta CRYOAX4), cryogenic cold-finger, and larger verti-

cal travel range (50cm) manipulator. This also had a transferable sample plate with a mounting

screw. Especially important for achieving low temperatures, tightly fastening the angled sample

plate with the screw to its mating surface allowed for a better thermal interface and better cou-

pling to the LN2/ LHe reservoir. However, underperformance in high temperature specifications
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Figure 3.12: Sample holder design iterations after V1.0 fixed mounted sample with direct heating
design (not shown).
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(initially 995 K) and lacking of robust components and materials (brittle, work-hardened fasteners

upon annealing, degrading ceramics, and outgassing of non-high temperature materials) required

several redesigns.

The current sample holder, V2.5, has several heating improvements over the V2.0 design.

The primary improvement was the use of a tungsten filament (1600K) heater, encased in alumina

rods, with holes in the alumina to expose the bare filament towards the sample (see Fig 3.12).

With the addition of a hole in the encasing plate, this allowed for direct radiative heating of the

sample plate and was able to achieve a maximum temperature of 1250K. Heating set points was

precisely controlled using homewritten proportional- integral- derivative (PID) controlled software

interfaced with a digital DC power supply (Agilent E3634A). Similar to the V2.0 design, the cold

finger was connected to the sample holder via a sapphire coupling plate (shown in Fig 3.12, right).

Due to the > 10 x thermal conductivity of sapphire at low temperatures (50 K) compared to

high temperatures (> 300K) [59], this acted as a “one-way heat valve.” This allowed excellent

conductivity for cryogenic cooling from the cold finger to the sample mount, but poorly conducted

the localized high temperatures of the sample mount back to the cold finger. In addition to

decreasing LHe consumption from having an extra heat load, this gave more efficient cooling of the

sample upon heating and cooling cycles since the cold finger could serve as a better, more isolated

cold reservoir.

Due to the lack of rotation about either horizontal axes, accurate alignment for samples

along the correct crystalline axes, and therefore the correct cut in k-space, was a concern. This was

accomplished by either initially determining crystalline orientation through ex-situ Laue diffraction

or in-situ LEED measurements. Once the orientation was determined, the sample mounting angle

could be readjusted by either remounting the sample with silver paste (Ted Pella, Leitsilber 200

Silver Paint: V1.5) or adjusting the angle of a secondary sample plate via a screw attachment (V2

& V2.5), as seen in Fig 3.12, center.

Common to these designs was the addition of multiple diagnostic tools located directly below

the studied sample. A Cu(111) sample with secondary heater was permanently mounted to serve
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as an in-situ diagnostic for possible issues with the analyzer due to its well established surface

preparation procedure and a well-defined band structure. After seeing any abnormalities in the

photoemission spectrum of the current studied sample, having the Cu(111) spectrum as a reference

allowed us to determine if possible issues were with the detector/systematic or with the sample

itself. A phosphor screen (P1 phosphor) was also deposited for imaging the EUV spot to aid in

fine tuning spatial overlap of the IR pump and EUV probe (as discussed in the next section). A

0.5 mm thick β-barium borate (BBO) crystal was mounted underneath this to find rough temporal

overlap between the pump and probe beams.

3.6 Finding spatial and temporal overlap

An efficient and reproducible procedure is needed in order to routinely find temporal and

spatial overlap of the EUV and IR pulses for the studies presented. This consists of primarily two

routines whereby gross adjustment is made using optical methods and fine tuning of this adjustment

accomplished through photoemission spectroscopy.

Not being able to see the EUV beam via conventional visible imaging cameras, secondary

methods are used for finding good spatial overlap of the two spots. In the EUV beam line, the Al

foil is removed and a sapphire window inserted after the red recombination chamber (to maintain

pressure differential between the mirror chamber and main chamber). Inserting the window after

the recombination chamber ensures equal additional dispersion due to the sapphire on both the

IR and EUV beams. Neutral density (ND) filters are then inserted into both beams to reduce the

intensity of the spots on the sample for better overlap of their central modes. A low lux camera

(Mintron 12V2), mounted outside a chamber viewport, is used to image the spot in the sample

plane. The residual IR of the EUV beam and IR pump beam are then overlapped on the sample.

Care is taken that the pump beam, when spatially overlapped, is still well centered on the annular

mirror in the recombination chamber otherwise mode distortions become evident. The ND filters

are then removed and the sample is vertically translated so the beams are incident on a 0.5 mm

thick BBO crystal mounted directly underneath it, on the same plane as the sample (as shown
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in Fig 3.12). Rough temporal overlap, or “time-zero”, is then found through scanning the pump

delay stage position and looking for the cross-correlation signal between the IR pump and IR probe

pulses. This rough temporal overlap procedure only needs to be done initially. With no major

realignments to the system, temporal overlap remains within roughly 100 fs for weeks and can be

re-found with the multiphoton process outlined below.
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Figure 3.13: Cross correlation for IR pump- IR probe multiphoton ionization showing the integrated
intensity of photoemitted electrons around 10 eV as a function of IR pump delay.

Fine tuning of the BBO temporal overlap is done through looking at the cross correlation of

the IR pump/ IR probe multiphoton photoemission. Integrated intensities of photoemitted elec-

trons around Ekin = 10eV can be plotted as a function of the IR pump delay time. A representative

example of this is shown in Fig 3.13, with the maximum in the multiphoton emission seen to be

shifted by roughly 30 fs from the initial estimate obtained from optical methods. The cross cor-

related FWHM of 44 fs (extracted from the red line fit) corresponds to IR pump/ IR probe pulse

durations of 31 fs, assuming identical Gaussian intensity profiles. This is in good agreement with

FROG characterizations of the pulse when measured after the slightly dispersive lenses and vac-

uum windows present in both arms. In collinear geometry, optical interference fringes can also be

observed on the sample. Lastly, to verify the spatial overlap of the smaller spot-sized EUV beam
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with the IR pulse, the Al filter is reinserted and sapphire window removed. The manipulator is

then raised to have the beams incident on a phosphor screen mounted directly below the sample.

With the IR pump intensity greatly reduced, the EUV spot can be seen on the phosphor screen and

small adjustments made to overlap the peak intensities. The sample is then lowered to its original

measurement position.

3.7 Future Improvements

While the current manipulator redesign has been successful in giving a larger available sample

temperature range, there is one hindrance that many other ARPES systems already incorporate;

That is the addition of rotation about the surface normal, or “φ” rotation as defined in red in

Figure 3.14 (left), and rotation on the axis parallel to the surface, η, shown in green. The current 4

axis manipulator only has capabilities of “θ” rotation. This limits the easily accessible range of the

Fermi surface. As an example, with a horizontally oriented spectrometer slit, as shown in yellow

in Fig 3.14 (left), this has the effect of selecting one momentum direction (equivalently, a range

of angles along one direction from the cone of electron emission), either kx or ky, to give a cut in

k-space represented inset. Rotation along the θ direction then confines one along the horizontal

k-space direction (blue arrow, inset), leaving the rest of the Fermi surface unavailable for study

without the help of external rotation or remounting of the sample. With the addition of φ and

η rotations, this allows the relative rotation of the Fermi map with respect to the slit (red/green

arrows, inset) and a larger region of k-space to be easily detected. An example of the resultant

band structure mapping that is capable with these rotations is shown in Fig 3.14 (right) for Bi2Se3.

With both φ and θ rotation, energy dispersions in both kx and ky are able to be mapped in order

to reconstruct the full 3 dimensional band structure of Energy vs. k||. Another redesign of the

sample holder is currently underway to incorporate these φ and η rotations while still maintaining

low temperature capabilities.
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Figure 3.14: (left) angle definitions relative to sample surface. The equivalent “cut” in k-space of
the oriented analyzer slit, shown in yellow, is shown inset for a hexagonal Brillioun zone. Equivalent
rotations for this cut upon θ (blue), φ (red), and η (green) are also shown. (right) Band structure
map of Bi2Se3 with θ and φ rotation available for analyzer. Fermi map adapted with permission
from [85].



Chapter 4

Two-Photon Photoelectron Interferometry on Cu(111)

With the realization of isolated attosecond pulses, electron dynamics measurements have

been pushed from the femtosecond to the attosecond regime. Recent experiments in time-resolved

attosecond spectroscopy have been extended to the realm of condensed matter systems, with the

hope of mapping ultrafast dynamical electronic processes akin to studies done on atomic systems

[24, 86, 87, 88]. However, benchmark studies on W(110)[89] and Mg(0001)[90] (and most recently

on Mg adlayers on W(110)[91]) employing attosecond “streaking”, where the photoemitted electron

packet traces the electric field modulation of a coincident laser pulse, have faced with the problem

of interpreting the cryptic temporal delays seen in these streaking spectra between different energy

states. Similarly seen in atomic systems like Ne [92] and in numerous atomic [93, 94, 95] and

molecular [96] systems using Attosecond Pulse Trains (APT), the quantitative interpretation of

these delays in solid state systems is still a matter of debate.

The extension of these attosecond techniques from atomic systems to surfaces is not a trivial

one. Fundamental questions about the nature of photoionization from atoms versus surfaces arise

that need to be considered experimentally and theoretically. For instance, the attosecond streaking

technique utilizes an IR field to modulate the energy of the electron in a transition between two

free states. With the presence of a surface, screening effects and standing waves of the incident

E-field can possibly distort or destroy the controlled energy modulation of the electron wavepacket

1 . Of particular interest is the delocalization of electronic states in solids. In condensed matter

1 This has been addressed on surface streaking experiments by operating at Brewster’s Angle to minimize this
effect [89]
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systems, 108 more atoms are probed than their atomic counterparts. Closely spaced with over-

lapping valence states, this forms a non-localized band that is difficult to model classically as a

localized electron “escaping” into the vacuum [97]. Surprisingly, however, of the limited attosecond

spectroscopy experiments that have been performed on surfaces, classical ballistic-transport models

of a localized electron traveling to the surface have worked remarkably well in reproducing observed

delays between energy bands for both localized core and delocalized valence bands.

We seek to elucidate this issue through directly probing phase delays of two conduction

bands of unique symmetry in Cu(111). We explore the nature of this photoemission by combin-

ing attosecond electron interferometry utilizing attosecond pulse trains [98, 99] with angle-resolved

photoemission. This allows us to access the phase imprinted on electrons during photoemission

from delocalized states in different conduction bands. Our data unambiguously show that pho-

toemission from the conduction band cannot be ascribed to excitation followed by semiclassical

transport of the electrons to the surface. Instead, we attribute differences due to the quantum

phase of the photoemission process that is state-dependent, notably distinguishing them from a

labeled transport “time”. These results highlight the quantum wave-like aspects of photoemission

of electrons originating in conduction bands.

In the following Chapter, the general theoretical background of attosecond spectroscopy

techniques (namely attosecond streaking and the interferometric laser-assisted technique employed

in studies here) are described in Section 4.1. The experimental technique and configuration for the

valence band study on Cu(111) is described in Sec 4.2 and 4.3. Experimental observations are then

presented in Sec 4.4, followed by a discussion in the context of previous atomic and surface studies

(Sec 4.5), with conclusions discussed in Sec 4.6.

4.1 Theoretical Background

Three unique experimental schemes can be delineated in utilizing EUV attosecond pulses

for surface spectroscopy. These approaches employ either a single EUV harmonic (Sec 4.1.1) or

multiple harmonics (Sec 4.1.2) with a coincident IR field. While most approaches were initially
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implemented for the characterization of harmonic spectral envelopes or the attosecond bursts within

each harmonic, they have since been applied to atomic, molecular, and condensed matter systems

to determine properties and dynamics of the electron systems themselves. The following sections

outline the differences between these experimental approaches and current theories of the observed

phase delays between electronic features. This will serve as a platform in which to interpret our

experimental results for the valence states of Cu(111).

4.1.1 Single EUV Harmonic

Two regions of behavior are seen to exist when utilizing a single harmonic of the HHG comb

depending on the length of the EUV pulse (tEUV ) compared to the period of the IR pulse (τIR).

Generating the high harmonics with a fundamental IR field of frequency ω0, attosecond harmonic

bursts are produced every half cycle of the driving field. Depending on whether a single isolated

attosecond burst is produced or a train of them, the resultant photoemitted wave packet interacts

differently with the coincident IR field. These two regions are analyzed separately in the following

sections.

(a) (b) (c)

τEUV=300 as τEUV=1.5fs τEUV=3fs

Figure 4.1: Attosecond “streaking” photoelectron distribution depending on EUV pulse length
with IR field modulation. Calculated for central wavelength of λ = 750nm, IR intensity of 2 ∗ 1011

W/cm2 and a 5 fs IR pulse compared to a τEUV of (a) 300 as (b) 1.5 fs (c) 3 fs. Adapted from
[100].
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4.1.1.1 “Isolated” Pulse (tEUV < τIR/2)

In the case when the EUV pulse length is less than a half cycle of the driving field, the EUV

pulse consists of only a single, isolated attosecond burst. Several different experimental approaches

exist for the actual generation of these isolated pulses including high-frequency filtering [101] and

various gating schemes of the photoionization [102] and optical [103] configuration. Once the

photoemitted wavepacket is liberated from the atom or surface, the temporal evolution of these

electrons can be reasonably understood by a semi-classical picture (for a full quantum description,

see Ref [104]). For photoionization from an atom (for simplicity), an electron’s initial momentum

can described by: pi =
√

2me(~ωEUV − EB), with me being the mass of the electron, ωEUV is the

frequency of the incident EUV light, and EB is the initial binding energy (note, this would include

the work function for the case of solids). With the coincident IR field, the electron is accelerated

like a classical particle in the electric field EIR(t) polarized in the z direction. The change in

momentum for an electron emitted at time τ can be then calculated by the integrating the classical

equation of motion for the electron:

mez̈ =− qEIR(t) = −qE0(t)cos(ωIRt+ φCE) (4.1)

meż =∆pz(τ) = −q
∫ ∞
τ

E0(t)cos(ωIRt+ φCE) dt (4.2)

where φCE is the carrier-envelope phase of the IR light and E0(t) follows the intensity of the

Gaussian wavepacket. Under the adiabatic approximation where, dE0/dt � E0ωIR (ie. slowly

varying) the momentum can be further evaluated to:

∆pz(τ) =
eE0(τ)

ωIR
sin(ωIRτ + φCE) (4.3)

=
√

4Up(τ)mesin(ωIRτ + φCE) (4.4)

Where Up(τ) is the pondermotive potential. Given an angle (θ) between the incident laser

polarization and z-component of momentum pz, the final momentum (pf ) and final kinetic energy
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of the electron can be calculated.

p2
f =p2

i + 2pf∆pzcosθ −∆p2
z

⇒ Ekin,f =
p2
f

2me
= Ekin,i + 2Up(τ)cos2θsin2(ωIRτ + φCE

+
√

8Up(τ)Ekin,icosθsin(ωIRτ + φCE)

Assuming an experimental configuration where the laser polarization is aligned with the

z-component (θ = 0◦), this simplifies to a kinetic energy modulation of:

∆Ekin(τ) ≈
√

8Up(τ)Ekin,isinθsin(ωIRτ + φCE) (4.5)

in the case where Ekin,i = ~ωEUV − EB � Up (Up usually ∼ 50 meV for the IR intensities used

in experiments compared to 50-100 eV for ~ωEUV ). This results in a kinetic energy modulation

following the IR field modulation.

This gives the spectrogram shown in Figure 4.1(a) centered around 90 eV, where the pho-

toemitted electron packet is modulated with the IR field and is commonly referred to as attosecond

streaking. Initially applied to atomic systems, all currently published work in attosecond spec-

troscopy on solids have used this approach.

4.1.1.2 “Non-isolated” Pulse- (tEUV > τIR/2)

When the EUV pulse envelope becomes comparable or longer than a half cycle of the fun-

damental IR field, “sidebands” emerge that can be thought of as the subsequent adsorption or

emission of IR photons after direct photoemission. Shown in Figure 4.1(c), this results in a direct

photoemission peak (shown at 90 eV) flanked by sidebands of ±ω0 spacing when the IR and EUV

fields are temporally overlapped. Scanning the relative IR/EUV delay, this results in a convolution

of the IR and EUV envelopes, allowing the pulse length of the EUV wave packet to be measured

assuming an independently verified IR pulse length [105]. For comparison, the “transition region”

assuming an intermediate EUV pulse length of τEUV = 1.5fs is shown in Figure 4.1(b).
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While not able to give attosecond temporal resolution due to the pulse length being necessarily

longer than a half IR cycle, spectroscopies in this regime have still been able to probe ultrashort

electron dynamics (as long as the dynamics as longer than the EUV pulse length). This approach has

been particularly well-suited to study inner-shell auger relaxation processes in gas phase, clocking

the time to fill the M-shell vacancy hole of the MNN Auger transition in Krypton [24], and of the

N-shell vacancy hole of the NOO Auger transition of surface-adsorbed Xe on Pt(111) [106, 107].

4.1.2 Multiple Harmonics- RABITT

An increasingly common technique using multiple harmonics has become the two-photon

photoelectron interferometry technique of RABITT (for Reconstruction of Attosecond Beating by

Interference of Two-photon Transitions) [98, 108, 99, 109]. Originally used to measure the spectral

phase of the harmonics and characterize the attosecond pulse trains [98], it has since been applied to

atomic and molecular systems to measure phase delays associated with the photoionized electrons

to give information on the systems themselves [95, 110].

In general, a comb of odd-order EUV harmonics photoionizes electrons from their initial

ground states (|g >) to produce a series of energetically equally-spaced photoemission peaks. In

the presence of an incident IR field, the energy of these EUV emitted electrons (whose state we

will deem as an intermediate state, |i >, in this two-photon process) is modulated by either the

absorption (+ω0) or emission (-ω0) of an IR photon. This yields a series of sideband peaks, denoted

final state |f >, of even harmonic order, illustrated in Fig 4.2(b). Scanning the delay of the IR pulse

with respect to the harmonic comb, τIR, the intensity of these sidebands peaks is seen to modulate

with a frequency of 2ω0, as described in depth in Section 4.1.2.1. An exemplary photoelectron

spectrum as a function of IR/EUV delay in Ar gas [112] showing this temporal modulation is seen

in Fig 4.2(a).

This technique has several advantages over the attosecond streaking approach. First, the

generation of isolated attosecond pulses requires a considerable amount more of experimental effort,

usually requiring nonlinear pulse compression techniques and a carrier-envelope phase-stabilized
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Figure 4.2: General Description of RABITT method showing (a) the photoelectron spectrum as a
function of IR/EUV delay. Taking the temporal lineout of the sideband features giving an oscillating
intensity in delay time, illustrated for the (q) sideband shown below. (b) The corresponding energy
diagram for the harmonic comb emitting from the ground state (|g >), to the intermediate primary
photoionization state (purple peaks, |i >), to the final sideband states (red peaks, |f >). Initially
adapted with permission from [111, 112].

laser source [113, 101]. Second, the use of multiple harmonics gives a narrower resultant energy

bandwidth, allowing for higher resolution studies of narrowly-spaced energy bands. Sub 1 fs isolated

pulses used in streaking experiments necessarily give an energy bandwidth of 1 eV, making high

resolved studies not possible. Lastly, the IR intensity required for the IR dressing process is

lower than is necessary for streaking, reducing possible nonlinear effects [111]. Reduction of this

IR intensity is especially helpful on surfaces where the resultant large ATI background can both

distort and wash out the photoelectron spectral features (see Section 2.3.3).

4.1.2.1 RABITT Theoretical Description

The modulation of this sideband signal and, specifically, the relative delay of the modula-

tion between different spectral features will be the focus of the study presented here. As such, the

specifics of this modulation and the relative “physical” contributions to this phase delay are consid-
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ered in more detail. For a full theoretical description, the reader is referred to Refs [109, 114, 115].

Described using second-order perturbation theory, the total intensity for a given sideband of order

q is dependent on the two contributing “energy pathways” in the two-photon process that result in

the same sideband energy, namely the photon absorption pathway (Aabs(t)) according to ωq−1 +ω0

and the photon emission pathway (Aem(t)) according to ωq+1 − ω0. Specifically:

S(q, τ) ∝
∣∣∣∣∫ +∞

+∞
(Aabs(t) +Aem(t)) dt

∣∣∣∣2 (4.6)

where

Aabs(t) =
∑
i

〈f |−→e −→r |i〉〈i|−→e −→r |g〉
εi−εg−(q−1)ω0

EIR(t− τ)EEUV (q − 1, t) eiIpt (4.7)

Aem(t) =
∑
i

〈f |−→e −→r |i〉〈i|−→e −→r |g〉
εi−εg−(q+1)ω0

E∗IR(t− τ)EEUV (q + 1, t) eiIpt (4.8)

with Ip being the ionization potential, −→e is the common polarization between the EUV and IR

field, τ is the relative delay between the IR and EUV fields, and εi and εg are the corresponding

energies of the |i > and |g > states, respectively. EIR and EEUV are the complex representations

of the IR and EUV fields given in by:

EEUV (q, t) = Ẽqe
−iqω0t−φq (4.9)

EIR(q, t) = Ẽe−iω0t (4.10)

With Ẽq and Ẽ being the amplitude of the harmonics and IR fields, respectively and φq being the

relative phase of the qth harmonic. The complicated summation term over intermediate states in

Eqs 4.7 and 4.8 only contributes at energies corresponding to the two quantum pathways that lead

to the final state energy, namely εi = εq + (q± 1)ω0. For simplicity, these summation terms can be

written in complex form:

Aq−1
abs e

iφq−1
abs =

∑
i

〈f |−→e −→r |i〉〈i|−→e −→r |g〉
εi−εg−(q−1)ω0

(4.11)

Aq−1
em eiφ

q+1
abs =

∑
i

〈f |−→e −→r |i〉〈i|−→e −→r |g〉
εi−εg−(q+1)ω0

(4.12)

Making the assumption that there is little variation in intensity between the (q − 1) and (q + 1)

harmonics (Ẽq−1 = Ẽq+1), we can substitute Eq 4.11 and 4.12 into Eq 4.7 and 4.8 to obtain a
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reduced expression for Eq 4.6:

S(q, τ) ∝M
∣∣∣∣∫ +∞

+∞
(ẼIRẼqe

iqω0t+iIpt) dt

∣∣∣∣2 (4.13)

where

M =
∣∣∣Aq−1

abs e
iφq−1

abs exp(iφq−1
abs − iφq−1 + iω0t) +Aq−1

em eiφ
q+1
abs eiφ

q+1
abs exp(iφq+1

abs − iφq+1 + iω0t)
∣∣∣2 (4.14)

With the introduction of terms S0 =
∣∣∣Aq−1

abs

∣∣∣2 +
∣∣∣Aq+1

em

∣∣∣2 and S1 = 2
√
Aq−1
abs A

q+1
em , Eq 4.13 simplifies

to an easier to interpret expression:

S(q, τ) ∝ S0 + S1cos(∆φ
at
q + ∆φq + 2ω0τ) (4.15)

Where ∆φatq = φq+1
em −φq−1

abs is deemed the “atomic” phase difference, to be discussed further,

and ∆φq = φq+1 − φq−1 is the phase difference between consecutive harmonics.

This demonstrates that the sideband amplitude should oscillate with 2ω0 as a function of

temporal delay. It should be noted that a simple optical interference of the IR pulses would result

in a 1ω interference, as seen in Appendix A.2. With measurement of the harmonic phase difference

being the original motivation for the RABITT technique [98], initial estimates for contribution of

the atomic phase difference were small and therefore ignored. However, recent gas and molecular

phase experiments have found phase shifts where a non-negligible contribution can be attributed

to this atomic phase. Due to its importance in interpreting our results in the present study, more

detail on this atomic phase and this class of experiments will be given in the following section.

4.1.2.2 RABITT Studies on Atomic & Molecular Systems

Studies applying this interferometric RABITT technique to atomic and molecular systems

have noticed delays in the observed interferogram between different energy states. By recording

the photoelectron interferograms of different energy states simultaneously with, for example, a

wide energy-acceptance time-of-flight detector, the group delay term in Eq 4.15 is identical and

all observed changes between states can be attributed to the atomic delay, φatq . Studies on Argon

using RABITT revealed a delay of up to 110 as between the 3p and 3s states [95]. Subsequent
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studies on Helium [93] and molecular Nitrogen [96] then observed large phase differences when their

intermediate (|i >) direct photoionization state was resonant with a direct transition, theoretically

ramping through a π phase shift over the resonance.

With the ability to measure this atomic phase contribution directly, its helpful to understand-

ing the observed phase delays by determining what physical effects this term can be attributed to.

In the theoretical description given in Section 4.1.2.1, any hint as to what actually contributes to

the total φatq was hidden due to not assuming any specific form for the wavefunctions of the states

themselves (we only assumed an amplitude and phase for the absorption and emission pathways in

Eq 4.11 and 4.12). Theory has since been done expanding the |g >,|i >, and |f > wavefunctions

into partial waves and analyzing the radial part of the two-photon transition matrix element. While

the details of the derivation can be found elsewhere [95, 111], its worth analyzing the resultant “re-

cast” form of the transition matrix elements seen in Eq 4.7 and 4.8. For the absorption case in

momentum space, this gives:

Aabs(k) ∝ eiηl(ka)︸ ︷︷ ︸
I

×
( i

ka − k

)iz (2k)i/k

(2ka)i/ka
Γ(2 + iz)︸ ︷︷ ︸

II

(4.16)

where z = 1/ka − 1/k, ka is the momentum associated with the photon absorption pathway, ηl is

the scattering phase of the final state, and Γ(k) is the complex gamma function. Analyzing each

piece: (I) describes the scattering phase of the intermediate state while the phase of (II) is associ-

ated with the laser-driven transition from the intermediate to final continuum states (“continuum-

continuum”) in the presence of the long range Coulomb potential, φcca . Taking into account the

absorption and emission pathways then, this gives a total expression for the atomic phase being

comprised of:

τat =
ηl(ke)− ηl(ka)

2ω︸ ︷︷ ︸
τW

+
φcce (k)− φcca (k)

2ω︸ ︷︷ ︸
τCC

(4.17)

In summary then, the two resultant terms can be thought of as:

• τW : A Wigner delay of the single-photon photoionization or the delay of the photoelectron
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Figure 4.3: Wigner (red) and Continuum- Continuum (blue) delay contributions to total atomic
delay (black curves), shown for s, p, d, & f states assuming Z=1 and ~ω0= 1.55 eV. Adapted with
permission from [111]

wave packet as its being photoemitted from the atom.

• τcc: a measurement-induced continuum-continuum delay due to the electron being probed

by the IR field in the presence of a Coulomb potential of charge Z.

Plotting these terms for different values of angular momenta (s, p, d, and f), the total atomic

delay is shown in Fig 4.3 assuming Z=1. Such models have been able to reasonably reproduce

experimentally measured delays for atomic systems and will be discussed in the context of our

RABITT phase delays between sp and d states.

4.1.3 Previous Attosecond Studies on Surfaces

To date, only three attosecond spectroscopy experiments have been conducted on surfaces, all

utilizing the attosecond streaking technique. With experimental results on Cu(111) to be discussed

in the context of these results, the details and theoretical models of these systems are described in

the following sections.
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4.1.3.1 Experimental Studies

In a benchmark study on W(110) [89], Cavalieri et al. used attosecond streaking to observe

a phase delay in the streaking spectrograms between the conduction band and the 4f core state.

Generating 300 as isolated pulses via high harmonic generation in Neon using a 5fs, 750 nm centered

laser-pulse, emitted photoelectrons up to 88 eV kinetic energy were detected using a time-of-flight

spectrometer. Comparing to the streaking spectra of the conduction band, the spectrogram for the

4f electrons were shifted 110 ± 70 as. This delay was initially attributed to transport of the core

electrons to the surface, due to the mean free path of the core electrons being 1Å longer.

A subsequent study on Mg(0001) [90] demonstrated little to no delay between the valence

band spectrogram and the 2p state, within the experimental error of ±20 as. Due to the final

excited states within the crystal being well approximated by a free-electron parabola, free-particle

velocities for both the valence and core electrons could be calculated. Taking into account the

varying escape depths of the two states, the modeled ballistic propagation time was found to be

identical between the states, yielding the negligible observed delay.

Most recently, this work has been extended to observed “controllable” attosecond delays

between (1) the conduction band and Mg 2p state and (2) W 4f and Mg 2p state with the addition

of Mg adlayers on W(110)[91]. With additional monolayers of Magnesium, the observed time delay

in the underlying Tungsten and conduction band states was progressively increased. For the 4f

core level delay, a transport model similar to that applied in Mg(0001) studies [90] yielded good

experimental agreement. They additionally found that the IR dressing field was screened almost

completely within the first atomic overlayer of Mg. Surprisingly, the delocalized conduction band

delay was reproduced with the same classical transport model, after properly weighting the Mg

and W contributions to the blurred, joint conduction band.
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4.1.3.2 Theoretical Models

More closely analyzing the contributions to the RABITT atomic delay seen in Eq 4.16, the

streaking delay in atomic systems can be described by the contribution of two factors: a “Wigner

time delay” (τW ) associated with the group delay of the photoelectrons and a “Coulomb-laser

coupling” delay (τCLC that describes the IR field interaction with the ionic Coulomb potential. In

total then, this streaking time delay is represented as:

τstreaking = τW + τCLC (4.18)

and has been extensively modeled for atomic systems with various modifications to the core po-

tential (CLC term) [116, 92] to explain the 21 ± 5 as time delay in Neon between the 2p and 2s

electrons [92]. However, these models were only able to account for less than half of the observed

delay, leaving the full theoretical description still actively explored. It should be noted that the

τCLC term in Eq 4.18 and the τCC term described in Eq 4.16, while introduced in the separate

contexts of attosecond streaking and RABITT, respectively, equivalently describe the two-photon

IR/EUV interaction [117, 111].

Present models to explain the observed attosecond delays in solids have applied a wide range

of approaches from quantum mechanical to classical, including: direct calculation of dipole matrix

element phases while accounting for the degree of localization of the initial state wavefunctions [118],

applying a jellium model [119] accounting for wavefunction localization [120, 121], and classical

ballistic-like theories of electron transport to the surface. These classical models have taken into

consideration the group velocities for the initial [122] and final [89] states. Somewhat surprisingly,

the simple ballistic transport model has worked exceptionally well in describing the phase delay

behavior of the localized core-levels. In W(110), the 110 as delay of the 4f state compared to

the valence band (VB) electrons has shown reasonable quantitative agreement with such models

[89, 122], along with the lack of delay (< 20 as) seen between the VB and 2p electrons in Mg(0001)

[90]. The delocalized nature of the valence bands, however, has proved a challenge to agree on a

well-suited description. Recent results for the VB phase delay in Mg/W(110) have been reproduced
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with ballistic models [91] even though theories have suggested them to be ill-suited for describing

delocalized states [121, 123]. This suggests a more intricate interpretation of these delays is required

and the need for further experimental systems.

4.2 RABITT on Surfaces

Illustrated for the case of bulk (sp & d states, blue) and surface-state (green) electrons, once

photoemitted using EUV light, electrons are modulated by the coincident IR field, illustrated in

electron kinetic energy in Figure 4.4, left. This gives rise to “sideband features bracketing the

original photoelectron energy at ±ω corresponding to simultaneous absorption and emission of

IR photons, taking place after the electron has reached a final state in the continuum [105, 124].

When using the comb of harmonics, the detected photoemission spectra feature a manifold of

equidistant one-photon photoemission peaks (shown in black, for surface and valence states), with

intensity modified by the incident HHG intensity and any changing photoemission cross-sections,

and two-photon sideband peaks (red peaks) formed by contributions from neighboring harmonics.

The magnitude and shape of these sidebands are modulated as the time delay between the HHG

and laser beams is changed (illustrated top right for sp & d state sideband features), encoding

temporal information about emission from the underlying initial electronic state [93, 95, 96]. If

the HHG waveform consists of an isolated attosecond burst, then the energy of the photoelectrons

are streaked, as in the experimental studies mentioned previously. These oscillations and, more

specifically, the nature of observed phase delays (∆φ) between sidebands corresponding to different

electronic states be will be the central focus in the following discussions.

4.2.1 Surface States

Due to the termination of the solid by the surface, new electronic states are allowed that are

not present in an ideal infinite solid. These states are localized around the surface and decay into

vacuum. If its energy lies within the band gap, these states are discrete and the wave function

decays exponentially into the bulk as well. Otherwise, they have a linewidth due to hybridization
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Figure 4.4: (left) Illustration of IR dressing of electrons emitted from Cu(111) surface from a
conduction (blue) and surface (green) state after photoemission with a EUV pulse. (middle) Energy
diagram denoting harmonic comb photoemission from sp & d and surface states of Cu(111) using
harmonics ω13−ω17 (black states). The interfering two-photon transition “sidebands due to the IR
field (red states) yield oscillating intensities with relative IR/EUV delay. Phase delays (∆φ) are seen
between different states, eg. shown top right for sp & d sidebands. The sideband collection denoted
with (*) are comprised of (d derived) (ω19 − ω) + (ω17ω) (sp-derived) (ω19 − ω)+(ω17 + ω) and
(surface-state derived) (ω17 − ω)+(ω15 + ω). (bottom right) Experimental ARPES band structure
of Cu(111).

with bulk bands and can propagate into the solid. These surface states are located within the

topmost Å near the surface and have a notably near free electron dispersion. Looking at the

momenta components, surface states are described only by k||, with bulk states having both k⊥

and k|| allowed. For each value of k|| an array of k⊥ value extends into the bulk 3D Brillioun

zone. In measuring the photoelectron spectra for bulk states, these k⊥ values are projected onto
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the measured k|| value. Due to the sole k|| component for the surface state, it should not disperse

with k⊥ as photon energy is varied.

4.2.2 Cu(111) Band structure

ARPES spectra were recorded along the ΓM line of the surface-projected Brillouin zone,

shown in Fig 4.4 (right) using the He Iα line from a helium discharge source, and an acceptance

cone of ±6◦ in a 2D electron analyzer in order to map the dispersion (energy, E vs momentum, k||)

of the valence states of Cu(111). Three distinct spectral features can be observed near the k||=0

(Γ) point. The d & sp bands appear at energies around 2.9 eV and 3.8 eV below the Fermi level,

respectively, while the Shockley surface state appears near the Fermi level, in the surface projected

band gap of Cu(111) at ∼0.4 eV [125, 69, 126, 127].

The two valence states have notably different symmetries, with the d band having Λ3 sym-

metry while the sp band is comprised of two weaker states of Λ1 and Λ3 symmetry that mix near

Γ and split at higher momenta. This is shown in the band diagram in Fig 4.5(left, top) with the

experimental band structure for the full Brillouin zone shown bottom. The state of symmetry Λ1

dominates the photoelectron signal around the lower momenta range investigated here, as evident

in polarization measurements, where the sp band has a strong polarization dependence between s

and p polarizations. The d state with dominant Λ3 symmetry has little to no polarization depen-

dence. The surface state also is seen to have higher emission for p-polarized light, indicative of a

more Λ1 symmetry (often described as a sp- derived surface state).

4.3 Experimental Configuration

To generate the high harmonic and infrared laser fields, we used a multipass Ti:Sapphire

amplifier delivering 0.8 mJ pulses at a repetition rate of 5 kHz (pulse duration 25 fs and central

wavelength 790 nm). The output of the amplifier was divided into two phase locked beams and

actively stabilized. Approximately 90 % of the laser output was focused into a 250 µm inner-

diameter waveguide filled with Kr gas at a pressure of 14 Torr, to generate a comb of five p-
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Figure 4.5: Representative electronic band structure for a crystal with bulk band structure (k⊥)
projected onto k||, producing broadened bands (gray areas). Dotted lines represent allowed sur-
face states within the band gaps. Band structure and polarization dependent curve adapted with
permission from [69].

polarized high harmonics from the 13th through the 21st orders. A flat silicon rejector was then

used to attenuate the fundamental laser field, and a gold coated toroidal mirror was subsequently

used to focus the HHG beam onto the Cu sample. A 300 nm thick aluminum filter was used to

block any residual fundamental light and compress the high harmonics in time. The transform limit

of each individual pulse in the pulse train was ∼200 as, within an envelope of 8 fs. The combined
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experimental energy resolution was < 180 meV.

The dressing infrared beam was adjustable in energy up to ∼ 12 µJ/pulse. The HHG and

infrared beams were recombined using an annular silver mirror. The harmonics passed through the

central hole while 60% of the incident IR beam was reflected and focused at an angle of 45 degree

to a spot size of 180 µm onto the sample. The pump-probe delay was controlled using a stepper

motor calibrated with an external interferometer. Annular portions of the IR components of both

beams were used in this interferometer for in-situ diagnostics of the time delay.

An atomically clean Cu(111) surface was prepared in a UHV chamber (base pressure 6∗10−10

Torr) by cycles of sputtering at room temperature (using 0.5 keV argon ions at 60 degree incidence

angle at the surface), followed by annealing at 820 K for 10 minutes. Only surfaces exhibiting

sharp low-energy electron diffraction patterns and narrow Shockley surface state, as verified by

PES, were used for our time-resolved experiments. Static photoelectron spectra were measured

using the helium discharge source operating at 21 eV the hemispherical photoelectron analyzer

(acceptance angle set to ±6◦ at all times). Time-resolved measurements were performed in the

same chamber, with a voltage of 3 V applied to sample at all times. Spectra presented here have

been energy-corrected for this applied bias.

4.4 Experimental Results

Figure 4.6 plots the photoelectron emitted via the harmonic comb at snapshots in time to

highlight the appearance of IR generated sidebands. The spectra in Fig 2b is collected when the

IR laser arrives 1000 fs before (defined as negative time) the HHG comb, so that no IR modulation

is expected. Due to the harmonic spacing and spacing of the sp & surface state, at the point, the

surface state peak from the (2n − 1)th harmonic overlaps with the sp band from the (2n + 1)th

harmonic [Figs. 4.6(b) and (c)]. However, since the surface state exists only in a finite range

of momenta around [indicated by the oval regions in Fig. 4.6(b), 0 ≤ k|| ≤ ±0.15Å−1], and we

employ momentum-resolved detection, we can collect photoelectrons at higher momenta where the

different states do not overlap. This allows for simultaneous study of sideband features for the sp,
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d, and surface states extracted from energy and momenta ranges where these states are unique,

after performing a proper background subtraction [128].
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Figure 4.6: (a) HHG comb used for one-photon photoemission, with relative intensity shown hori-
zontally (b) ARPES spectra when HHG and IR fields are not overlapped in time. Spectral features
overlapped in energy can be separated using angle-resolved detection, since the surface state is
localized near the Γ-point, while the s-p band extends to higher momenta. (c) Same as (b) with the
IR and HHG fields temporally overlapped. (d) Angle-integrated energy distribution for IR-assisted
and direct photoemission, from (b) and (c).

Figure 4.6c plots the photoelectron spectrum at the maximum sideband intensity, recorded

near HHG-pump/ infrared-probe delays of τ = +0.35 fs. Integrating over a large momenta range to

more easily demonstrate their difference, the black curve in Fig. 4.6(d) shows the angle integrated

spectrum of Fig. 4.6(b), while the red curve shows an angle integrated spectrum of Fig. 4.6(c).

The increase in intensity at energies assigned to sidebands of the d and sp bands, and the surface

state [as indicated with horizontal arrows, ←], causes a corresponding decrease in intensity in

the one-photon peaks, consistent with previous measurements in gas phase and with theory [105,

124, 106, 55, 129, 130, 110] due to the conservation of total photoemitted electron number. This

sideband intensity can be modulated periodically by adjusting the phase (time delay) of the IR

laser field. Since a given electron can give rise to a sideband by absorbing one ~ω2m+1 photon and

then emitting one infrared photon, or by absorbing a ~ω2m−1 photon and an infrared photon, the
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sideband intensity is modulated as a result of the two-pathway interference phenomena outlined

in Section 4.1.2.1, representing a coherent interaction of the emitted electron wavepacket with the

infrared field. The frequency of this modulation is seen to occur at the second harmonic of the IR

field, 2ω, as expected.

When the phase of the IR field is scanned with respect to the phase of the HHG field, the

sideband oscillation encodes information about the emitted electronic states via contributions to

the observed phase delay. The sidebands at energy 2mωL~ (m=7,,10) oscillate as a function of the

infrared phase as:

S2mωL~(τ) = α+ βcos(2 ωLτ︸︷︷︸
I

+φ2m+1 − φ2m−1︸ ︷︷ ︸
II

+φem2m+1 − φabs2m−1︸ ︷︷ ︸
III

) (4.19)

In Eq 4.19, the phase term is comprised of a sum of three terms: first, the phase differences between

the HHG and infrared fields, φIR − φComb = ωLτ ; second, the intrinsic phase difference between

two consecutive harmonics, φ2m+1 − φ2m−1; and third, a difference in the photoemission phase

φem2m+1−φabs2m−1 acquired by an electron during photoemission in the presence of the laser field along

two equivalent excitation paths. By measuring this latter phase term for the sp and d bands and

the surface state, we show that this phase is sensitive to the unique properties of the electronic

states.

This phase was determined through extracting the dynamic oscillations corresponding to

the sp, d, and surface state sidebands for each harmonic. Time-resolved ARPES spectra were

collected at pump-probe delays from -3 fs to +3 fs near the maximum intensity of the IR laser

field. Scanning the IR-HHG time delay is equivalent to scanning the phase of the IR field with

respect to the phase of the high harmonic comb. By integrating the ARPES spectra over the proper

momentum range and subtracting the single-HHG photon photoemission spectrum (which has no

laser-assisted processes, a la Fig 4.6(b)), we obtain dynamic difference spectra that are plotted as

a function of time delay to highlight the observed modulation. Figure 4.7a shows the surface state

and d band dynamics, integrated over momenta around k|| = 0, while Fig. 4.7(b) shows the sp and

d band dynamics, recorded at momenta where the surface state does not overlap with the sp band.
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The resulting signal is negative where when spectral features are less intense than the reference

spectra (primary photoemission peaks) and positive where features are more intense (sidebands).
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Figure 4.7: (a) The dynamics of the surface state (SS) and d band sidebands as a function of
time delay and kinetic energy. In the color map used, blue indicates an increase in intensity of
the sidebands while red indicates a decrease in intensity the one-photon peaks. Sp/ surface state
sidebands are at kinetic energy: 17.5 eV, 20.7 eV, and 23.8 eV; with d band sidebands at 18.4 eV,
21.6 eV, and 24.7 eV. Periodic temporal modulation at a 2ω frequency is seen at energies indicated
by horizontal dashed lines shown above (b) Similar map and extracted dynamics for the sp and d
band sidebands, integrating over the higher momenta region.

As a general observation of the 2D map, the modulation as a function of time is seen to

oscillate between a strong sideband signal and one which is nearly unperturbed. Plotted above Fig.

4.7(a) are lineouts taken along the horizontal dashed lines, showing the oscillations of the sideband

photoemission intensity corresponding to the d band and surface state, with both occurring at

frequency 2ω. We note that this indicates that a classical description of electrons exchanging

photons with the infrared field is insufficient since the frequency of the sidebands modulation (2 ω)

points to an interference phenomenon rather than absorption/emission of photons from the infrared
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field (frequency of ω). Similar temporal lineouts are shown for the high momenta extracted region

in Fig 4.7 (b) to give interferograms for the d band and sp band features.

The intensity modulation of sidebands from the sp, d, and surface states are similar to that

shown above in Fig. 4.7(a) & (b) - but all show different phase offsets. Fourier analysis was used

to extract the phases of all of the sidebands. For a more detailed discussion of the extraction

technique, see Appendix A.4. For the surface state, the sum of the HHG and the photoemission

phase terms increases monotonically with energy [as shown in Fig. 4.8a], consistent with previous

measurements in gases [99, 110, 130]. This phase is indicative of the atto-chirp present on the HHG

comb.

The two conduction band features are then compared in two ways: (1) Using the surface

state interferogram as a benchmark (Fig 4.8 b) in order to use the localized surface emission from

the surface state electrons as a “start time” to our classical electron transport clock, as proposed

by Ref [119], and (2) comparing the d band emission benchmarked to the sp band (Fig 4.8 c). In

Fig 4.8 b, while both exhibit an almost linear decrease as a function of increasing kinetic energy,

the phase of the d sideband at the lowest kinetic energy is notably larger (0.88 ± 0.05) rad than the

corresponding phase of the sp sideband (0.39 ± 0.05) rad. In addition, at highest kinetic energies,

both the sp and d sidebands have negative phases, i.e. (-0.38 ± 0.12) rad and (-0.18 ± 0.12) rad,

respectively.

4.5 Discussion

The linear behavior of the sp and d band photoemission phase seen in Fig. 4.8 might suggest

that a classical transport mechanism of the conduction electrons to the surface, giving rise to a

time/phase delay. Assuming an electron escape depth λe = 6Å for Cu(111), we estimate a transit

time of 95 as for photoelectrons of the lowest kinetic energy shown in Fig. 4.8. The corresponding

transport time for the highest kinetic energy electrons yields 85 as, for a total change in delay of

∼10 as over the kinetic energy range probed. The d-band phase delay is actually observed to change

∼250 as over the KE range. It should be noted that the difference in transport time between the
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Figure 4.8: (a) High harmonic and atomic phases extracted from the periodic modulation of the
surface state sidebands versus electron kinetic energy; the lowest energy point is set to zero for
reference. (b) Atomic phase extracted from the sp band and the d band sidebands versus electron
kinetic energy, after subtracting the corresponding surface state phase as a reference. Classical
electron transport is also shown (green) (c) phase difference between d and sp states for each
harmonic sideband.

d band and sp band electrons, having only 1 eV KE difference, gives a negligible 5 as difference.

In addition to the magnitude of the delay with this ballistic transport model changing insuffi-

ciently over the probed kinetic energy range, additional reasons add to why this model is incomplete

in describing our results: First, the ballistic model was applied in the case of Mg(0001) under the
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assumption that the final excited states within the crystal were free-electron like in their dispersion.

This allowed the electron to be modeled as a freely propagating particle within the material. In

the case of Cu(111), excited final states are not free-electron like, voiding the model’s applicability.

Secondly, no parameter within the transport model can account for differences between the sp and

d states. Qualitatively, they are similarly delocalized and their small binding energy difference

yields a minimal transport time delay (5 as).

A natural comparison for these results is to look at the case of delays observed using RABITT

on atomic systems, where a classical transport model of electrons is inherently not applicable. As

introduced in Section 4.1.2.2, models on atomic systems identified two contributions to the observed

phase delay: a Wigner phase and continuum-continuum phase. While there is no obvious analogue

of delocalized valence states for atomic systems, applying this atomic model in the case of s, p,

and d electrons for Copper atoms demonstrates a diminishing phase difference between these states

as a function of increasing kinetic energy (see Fig 4.3). To first order then, this reproduces the

diminishing phase difference between the d and sp states in the case of the solid (Fig 4.8c). This

demonstrates that, while screening and other solid state effects are not accounted for, the dominant

factor governing these delays is akin to the atomic case and the due to the properties of the states

themselves. We expect with full time dependent density functional calculations (TD-DFT) that

properly simulate the crystalline potential and wavefunctions, this phase difference will be accounted

for entirely.

One remaining question is then, how do we rectify the core level and valence states being

adequately modeled by ballistic transport in these other experimental systems? Agreeing with

the most extensive quantum mechanical theory that localization of the wavefunction needs to

be taken into account, its not difficult to argue that the localized core level wavefunctions can

be approximated as classically propagating particles. In the case of the valence state, why the

transport model may still adequately hold can be seen in the details of the experimental approach

in the Mg adlayers on W(110). Modeling of the IR field within the metal demonstrated near

complete damping after the first atomic layer. This means that the effect of the streaking field was
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negligible before the electrons had escaped into the vacuum. Therefore, the delocalized valence

state was essentially confined in space to the first atomic layer. This effective localization of the

state might then allows the transport model give reasonable experimental agreement. In our case of

Copper, this does not hold, since the infrared skin depth is large compared to the electron escape

depth (δIR ∼ 100Å)[131, 132]. While the dominant contribution to the photoemission signal is

from the surface (see Appendix A.3) the delocalized electrons are dressed within a larger extent of

the solid.

4.6 Conclusions

We have used the interferometric attosecond technique of RABITT to study two unique

valence states of Cu(111), observing a phase difference between them. We interpret this phase

delay as being intrinsically linked to properties of the bands themselves, such as symmetry and

dispersion, with the magnitude not fully explained in the context of a classical ballistic transport

model. Finally, our measurements demonstrate the first example of applying this interferometric

attosecond technique to surfaces, illuminating new possibilities to measuring coherent phenomena

in materials without the need for isolated attosecond pulses. We expect these results to provide a

wider context in which to interpret previous attosecond delays in condensed matter systems and

to serve as a test case for more through Quantum Mechanical modeling of interferometric delays

on surfaces.



Chapter 5

Graphene

With the still relatively recent experimental realization of Graphene [133], a single sheet of

carbon atoms bonded in benzene-ring structures, a floodgate of studies have been released to fully

characterize its behavior. Graphene is the building block for all other sp2 carbon dimensionalities.

Fullerenes can be formed by wrapping graphene into a zero dimensional bucky ball, nanotubes

formed by rolling graphene into a 1D cylinder, and graphite form by stacking sheets into a 3D

structure. Of particular interest was the discovery of its relativistic (∼ 106m/s) massless Dirac

fermions [134], a consequence of its linear energy band dispersion near the edge of its Brillouin zone

(K point). This can be used as a condensed matter analogue to study quantum electrodynamics

effects like the anomalous quantum hall effect and quantum conductance [134] due to electron

transport being governed by Dirac’s (relativistic) equation rather than Schroedinger’s equation.

More applied interest in graphene has come from the device world, where its high electron mobility

[135], ability to continuously tune its carrier concentration via an electric field has [133, 134], and

variable band gap dependent on external doping and coupling with substrates [136] show promise

for use in electronics and logic-gate applications.

Graphene is of high interest for its potential to be used in electronic (field effect transistors, pn

diodes, optical sensors, terahertz oscillators) and even spintronic [137] devices. This is due to high

carrier mobility even at room temperature (> 20, 000 cm2V −1s−1 [138]) and its relative insensitivity

of this mobility on carrier concentration and temperature. Many of these properties are the result

of the unique linear dispersion of its electronic band structure, giving graphene’s charge carriers
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effectively zero mass, relativistic behavior. The potential tunability of its electronic structure

from controllable factors like Electric field [133], mechanical strain [139], and dopants/intercalants

[140, 141, 142] along with its strong interatomic bonds making defect creation difficult at even

elevated temperatures [143] give graphene ideal properties for practical integration into devices.

While considerable effort has been made to fabricate freestanding graphene, its fragility

and difficulty in producing large defect-free sheets have made popular the investigations of high

quality growth on various metallic and semiconducting substrates. The sheets can subsequently

be transferred to insulating or polymer surfaces [144, 145] for use in devices. One persistent issue

in integrating graphene into electronics applications has been the intrinsic zero bandgap of the

pristine surface. With a tunable band gap being ideal for device applications, one method of

achieving this is through chemical doping or through fine tuning interactions with the neighboring

substrate. An increasingly common approach for modifying this interaction is through intercalation

of either atomic or chemical species. As such, studies directly probing the electronic band structure

of graphene in response to its neighboring interface are highly desirable and have been investigated

through Raman spectroscopy, STM, ARPES, and electrical methods.

We use ARPES to study these interactions on two unique substrates, Ni(111) and SiC (0001),

via two approaches. First, we directly observe electron dynamics to see timescales of fundamental

interactions of excited electrons with lattice and other electrons. By comparing differences in these

timescales for nearly-ideal graphene/ SiC with bi-layer graphene/ Ni(111), the underlying mecha-

nisms can be explored. Next, in order to explore the controllable modification of the interaction of

graphene with the substrate, we study the adsorption and intercalation of Sodium on the initially

strongly-coupled Ni(111)/ graphene surface.

5.1 Theoretical description

Graphene is composed of a honeycomb array of carbon atoms, where each carbon atom has

four valence electrons. Three of these electrons sp2 in-plane hybridize, forming σ bonds with the

neighboring carbon atoms as shown schematically in Fig 5.1a. These strong covalent bonds are what



86

is responsible for graphene’s exceptional structural stiffness [146]. The remaining out-of-plane pz

electron forms π bonds with neighboring atoms to create delocalized “rings” of π electron orbitals.

The electronic structure of graphene can be reasonably well understood through even a

simplified tight-binding model. Its unit cell is composed of two sublattices, labeled ”A” and ”B” in

Fig 5.1b, where the equivalency of these two sublattices greatly affects it’s resultant band structure.

In reciprocal space, this corresponds to a hexagonal Brillioun zone, shown in gray in Fig 5.1c, with

high symmetry points of Γ,M,K, andK
′

points highlighted. Most of the interest in graphene’s

electronic properties centers around studying the K and K
′

points, due to its bands crossing the

Fermi level with linear dispersion in these regions, as discussed below.

b1b2 M

K
K’

Γ

b c

Real space k space

B
Aa2 a1

a

Figure 5.1: (a) representative orbital structure for C-C bonding, from [147] (b) real space lattice
with A and B sublattices modeled via lattice vectors labeled as a1 and a2. Unit cell is outlined in
yellow. (c) reciprocal space lattice with Brillioun Zone shown in gray.

The energy band structure taking into account the possibility for different symmetries on

sublattices A and B can be found through solving the energy Eigenvalue equation

Ĥ(k)c(k) = E(k)Ŝ(k)c(k) (5.1)

where E(k) and c(k) denote the eigenvalues and eigen-wavefunctions, respectively. For the π band

that we are primarily interested in for our studies, Ĥ(k) can be represented, taking into account

only nearest neighbor interactions, as:

Ĥ(k) =

 ∆/2 −γ0f(k)

−γ0f
∗(k) −∆/2

 (5.2)
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where

f(k) = eikya/
√

3 + 2cos(kxa/2)e−ikya/2
√

3 (5.3)

with ∆ describing the asymmetry between the A and B sublattices (opening a band gap |∆|) and γ0

is the nearest neighbor hopping interaction that can be described by the Fermi velocity according to

v = (
√

3/2)aγ0/~, with a being the lattice constant [148, 149]. The overlap integral Ŝ(k) accounts

for any nonorthogonality of π orbitals on neighboring sites and is given by:

Ŝ(k) =

 1 s0f(k)

s0f
∗(k) 1

 (5.4)

where s0 describes the nonorthogonality of the orbitals. The secular equation det(Ĥ − EŜ) = 0

can then be solved to determine the energy eigenvalues, and the band structure E(k):

det

 ∆/2− E −(γ0 + Es0)f(k)

−(γ0 + Es0)f∗(k) −∆/2− E

 = 0

−∆2

4
+ E2 − |f(k)|2[E2s2

0 + 2Es0γ0 + γ2
0 ] = 0

E(k) =
±2|f(k)|2s0γ0 −

[
∆2(1− |f(k)|2s2

0) + 4|f(k)|2γ2
0)
]1/2

2(1 + |f(k)|2s2
0)

(5.5)

Where the plus and minus sign correspond to the π* and π states, respectively. While in a

slightly complicated form, we can study details of Eq. 5.5 for both ideal and “non-ideal” graphene.

For the ideal graphene case, the A and B sublattices are symmetric and ∆ = 0 with s0 << 1.

This results in an energy dispersion of E(k) = ±γ0|f(k)| for the π and π* state, as plotted as a

function of kx and ky in Fig 5.2a. The Fermi level is seen to intersect the bands at singular points

at the K and K
′

points, as shown with the red plane, leaving an unfilled antibonding π* state.

In the vicinity of these K points, the energy dispersion can be approximated as E(q) = ±~v|q|

where q is the small momentum vector measured relative to each K point. This gives a linear

dispersion around the K points (lineout shown in Fig 5.2b) that is analogous to the relativistic

dispersion E = ±
√

(m2c4 + c2p2) with vanishing effective mass and the Fermi velocity (∼ 1 ∗ 106

m/s) replacing c. Charge carriers within graphene (both electrons and holes) therefore behave like
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relativistic Dirac electrons, causing much of graphene’s extraordinary behavior. In line with this,

the K points where this linear dispersion occur have been dubbed “Dirac points” and are almost

exclusively the focus of the ARPES characterizations in this work and others.
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Figure 5.2: (a) 3D band structure of graphene with Energy shown in the vertical direction. Red
plane denotes the Fermi level for ideal, undoped graphene. Adapted with permission from [150].
(b) Band structure lineouts for graphene along ΓMKΓ path shown in inset. Three σ bands (red)
arise due to the in-plane sp2 orbital hybridization and π state arises from the out-of-plane pz
hybridization. The Dirac point is highlighted in orange, with the unoccupied π* state above EF .
Adapted with permission from [151].

By breaking the A/B sublattice symmetry, a band gap (|∆|) at the Dirac point is opened and

the full expression for E(k) in Eq 5.5 can be used to model the energy dispersion. For most practical

applications, this band gap opening is desirable in order to tune the electrical characteristics of the

device. This has been accomplished by external field biasing in bilayer graphene systems [152],

different edge terminations in graphene nanoribbons [153], or, as we will probe further, controllable

coupling of the A/B sublattices to the underlying substrate [154].

5.2 Graphene on different substrates

As seen in Section 5.1 through closely analyzing the π band dispersion relation, graphene’s

electronic properties are inherently sensitive to the symmetry of it’s sublattices. Any break in this

symmetry results in a band gap that is dependent on the degree of coupling to the underlying sub-

strate according to Eq 5.5. While a band gap is necessary for practical use in graphene-incorporating
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devices like transistors, this coupling not only needs to be well understood, but highly controllable

for a well behaved device. Several growth methods for graphene are currently being investigated,

with each substrate choice having a varying degree of coupling with its graphene overlayers and

resulting in a wide range of electronic behavior. In graphene production, there is a definite tradeoff

in the degree of this substrate interaction and ease of sample growth. The most common of these

methods are presented here.

Mechanical and Chemical exfoliation: One method for the formation of graphene sheets

has been physical or chemical exfoliation of bulk graphite. Physical exfoliation, or the so called

“scotch tape” technique, usually results in a range of film thicknesses, requiring extra testing to

weed out single layer flakes from multilayer ones [155]. Chemical exfoliation, through solution

phase, has shown promise for large area wafers [156] but are traditionally defect riddled due to

the necessary chemical surface treatments. Only recent work has begun to demonstrate low-defect

large area sheets [157] that might make this method more promising for future work.

SiC Substrates: One of the most prominent methods of graphene growth is an epitaxial

method whereby a SiC substrate is annealed at high temperatures (> 1150C). This results in the

sublimation of the surface silicon and leaves carbon atoms in a well ordered multilayer graphitic

structure on the surface. This procedure yields a slightly different graphene structure when done

on either the C-face or Si-faces of the SiC but with very little electronic coupling to the substrate

itself [135]. Large area, relatively defect-free growth [158, 159] as well as the ability for subsequent

patterning using standard lithographic techniques [160] make this method attractive in achieving

graphene (and graphene ribbons) with precisely tuned electrical characteristics [161]. Due to the

insulating nature of the SiC substrates, subsequent transfer of the graphene to another substrate,

often introducing defects and tears, is also not necessary. However, due to the necessary UHV

and high temperature growth requirements, this may impose practical limitations on integrating

graphene into current production methods.

Metal Substrates: Alternatively, epitaxial graphene growth through catalytic cracking of

hydrocarbons onto transition metal (TM) surfaces has been seen to readily yield large area (> 3
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inch wafer), low defect sheets [145, 144]. The most common of these substrates investigated have

been Ni(111)[162], Ir(111) [163], Pt(111) [164], Cu [165], and Ru(0001) [139]. However, this growth

scheme has two dominant issues that have been the subject of intensive investigation. First, the

metallic nature of the substrate will most likely necessitate transferring the sheets to an insulating

substrate after large-area growth for use in devices [166, 145, 144, 167]. This is complicated by the

second issue, where hybridization between the d-states of the metal and the π state of the graphene

strongly alters the graphene’s electronic structure and makes physical separation of the graphene

layer from the substrate difficult. The weakening of this interaction via either physical or chemical

modification of the graphene/ TM substrate interface has therefore been of great interest and will

the subject of our investigations in Section 5.6.

5.3 Dynamical Investigations

In addition to investigating the static band structure of graphene on various substrates, un-

derstanding graphene’s nonequilibrium carrier dynamics is essential for understanding its potential

transport properties. Nonequilibrium carrier dynamics are governed by carrier-carrier scattering

and interband (between valence/conduction band) /intraband (within same band) carrier-phonon

scattering with acoustic and optical phonons. These have typically been investigated through ul-

trafast optical methods to capture the short timescale carrier-carrier dynamics that occur within

the first 100 fs [168, 169]. In general, the return to equilibrium state electron/hole distributions is

commonly broken into 3 steps after the initial optical excitation that creates a large population of

non-equilibrium carriers [170, 171].

(1) within the first 50 fs, the initial nonthermal carrier population thermalizes, due to domi-

nant electron-electron scattering, to a distribution well characterized by a hot Fermi-Dirac

distribution

(2) intraband carrier-phonon scattering becomes the dominant relaxation mechanism at inter-

mediate times of 0.4-1.7 ps
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(3) electron-hole recombination dominant from 1- 15 ps until distribution is again in equilibrium

It should be noted that the mechanisms assigned to the timescales above are found to be the

dominant mechanisms and their contribution is likely nonzero at other times (eg. electron/hole

recombination contributing to the intermediate decay time in (2)). Previous investigations with

short temporal resolution are then able to disentangle the timescales of these dominant relaxation

mechanisms, but are divided in their modeling of the populations with either a single or two

[172] Fermi-Dirac distributions that individually model electrons and holes. Recent time-resolved

terahertz measurements have even been able to tune the photoresponse of the excited carriers from

metal to semiconductor-like through electrostatic gating and actively controlling the Fermi level

[173], demonstrating the sensitive nature of the carriers to the electronic distribution. Due to the

inherently indirect probing of these optical measurements, ARPES allows for direct measurement

of electron/hole relaxation and has only recently been used to investigate the dynamics of p-type

[174, 175] and n-type [176] graphene.

5.4 Chapter Organization

In the remaining experimental sections, we investigate two unique graphene behavioral regimes:

a near-ideal/ weakly coupled (SiC substrate) and a strongly coupled (Ni(111) substrate) graphene

system. Section 5.5 characterizes and probes the electron/ hole dynamics of the C-face SiC(0001)/Graphene

system. Section 5.6 then provides a detailed investigation of the Ni(111)/Graphene system, directly

modifying the strong substrate/graphene coupling via intercalation of alkali atoms to recover a near

ideal electronic structure.

5.5 SiC/ Graphene

Graphene forms epitaxially on 4H- or 6H- silicon carbide substrates through Si desorption at

elevated temperatures. It is able to be grown on both the silicon terminated (0001) or carbon termi-

nated (0001̄) faces, producing notably different behavior in the resultant graphene growth. While
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the growth on the Si-face is self terminating after 1-2 layers, the C-face has been seen to grow thick

layers from 5-100 layers depending on growth conditions [158], with larger domain sizes measured

for the (0001̄) vs (0001) termination of 200nm vs 3-100nm, respectively [177]. With Si-termination,

the resultant graphene sheet is well decoupled electronically from the underlying SiC substrate. In

the C-face substrate however, the first layer in the multisheet stacks is a nonconductive “buffer

layer” covalently bonded to the substrate and greatly modifies the resultant band structure [178].

Subsequent graphene layers are then electronically decoupled [135, 179] due to the stacked layers

being rotated 30◦ or ±2.2◦ with respect to each other. This maintains graphene’s 2D electronic

structure until ∼ 10 layers, where a more graphite-like behavior is seen [180]. The Si-face graphene

maintains a 30◦ rotational stacking that only weakly interacts with the underlying substrate via

Van der Waals forces [181]. Work has been done similar to our alkali intercalation studies in Section

5.6 to try to modify the buffer layer/substrate coupling in (0001̄) samples through oxygen [182] or

hydrogen [183] intercalation. However, in our following dynamical studies on SiC/ graphene, only

pristine surfaces were probed without modification to the degree of substrate coupling.

5.5.1 Sample Preparation

Si-terminated and C-terminated graphene were prepared ex-situ on 4H-SiC(0001) substrates

according to [177]. Following an acetone/ethanol surface clean, a high temperature ( > 1500 C)

forming gas (95% Ar/ 5% H2) anneal hydrogen etched the surface to produce a well-ordered,

scratch-free surface. Prolonged high temperature heating ( > 1500 C) in a vacuum environment

then produced either 1-2 graphene layers for Si-terminated and 5-6 graphene layers for C-terminated

through Si evaporation.

Samples were flashed to 1000 C via e-beam heating upon insertion into UHV to remove resid-

ual surface adsorbed contaminants like oxygen, water, and hydrocarbons. Noticeable broadening

of the Dirac cone features was seen after roughly 10 hours of measurements due to readsorption of

contaminants. These were removed through subsequent flashes to 1000 C, recovering the original

energy width of the spectral features. Si-face and C-face samples were initially characterized in
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Figure 5.3: Dirac cone at K-point for Si-face (a) and C-face (b-c) graphene collected using He I
and He II radiation, respectively.

UHV with ARPES spectra using He II radiation, as shown in Fig 5.3. Si-face grown graphene is

typically n-doped due to a Schottky potential barrier being formed between the graphene layer and

underlying SiC substrate. This induces an electron charge transfer from SiC to the graphene sheet

giving an overall n-type doping [184], as seen in Fig 5.3a. In contrast, the C-face graphene multiple

layer composition and rotational faults make its topmost layers well decoupled from the underlying

SiC substrate and nearly undoped with the Fermi level being at the Dirac point, as seen in Fig

5.3b-c [185].

A notable characteristic of the photoemission spectra shown in Fig 5.3 is the difference in

intensity of the two branches of the Dirac cone dependent on the sampled cut through k-space. This

is due to selection effects, where amplitude interference effects from the two atoms in each graphene

unit cell result in a dominant intensity for only one branch for measurements along Γ-K. This effect

has been well described by simple “two source interference” effects [148] and Fermi’s Golden rule

final state calculations [186, 187, 188] and has been verified in other ARPES studies on both SiC

[189, 178] and metal [190, 191] substrates. A more equal intensity of the two branches is seen when

measuring along the ky direction as defined in Fig 5.3 and shown for Si (a) and C-face (c) spectra.
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As shown in Section 5.5.2, measurements with s-polarized light along the Γ-K direction are able

to recover some of the intensity of the “dark arm” due to polarization-dependent photoemission

matrix elements [188].

Finally, LEED characterization of both samples showed sharp spots, similar to those in Ref

[177], indicative of a well ordered surface. C-face samples showed rotational blurring of the primary

LEED spots characteristic of the rotational stacking of the 5-7 graphene layers.

5.5.2 Time resolved Measurements

Since we were interested in probing the near ideal graphene surface, the C-terminated graphene

was chosen due to its Fermi level being closer to the Dirac point (undoped). Carrier dynamics were

then probed along Γ-K with 45 eV high harmonics in the pump-probe geometry described previ-

ously with a 1 × 1010 W/cm2 1.5 eV pump pulse for initial carrier excitation. This pump power

corresponds to an initial photoexcited carrier concentration of 9.3×1011/pulse assuming an absorp-

tion coefficient of ∼ 2.3% [192] Spectra were taken using a +3V bias. After the spatial/temporal

overlap procedure outlined in Section 3.6, spatial overlap of the pump and probe beams was op-

timized by maximizing the intensity of the LAPE signal seen at time zero. This was done with

50%s, 50%p -polarized probe light to have both arms of the π band visible up to the Dirac point.

When dressed with p-polarized light, this gave a larger intensity sideband signal that was easier to

optimize than if the procedure was done using just one arm of the π band.

Using spectra at large negative delay times as a reference (delay = -500fs), a difference

spectra could be calculated to highlight increases (red) and decreases (blue) in spectral intensity as

a function of delay, as seen in Fig 5.4. Fig 5.4a-b show the difference spectrum using s/p-polarization

(and p-polarized pump) at t=0 fs and +45 fs, respectively. The intense LAPE sideband signal can

be seen as the +1.5 eV shifted red band, with the corresponding decreased spectral intensity (blue)

in the π band primary photoemission peak. This intensity increase due to LAPE overwhelms any

increase that would be seen from the hot electron dynamics expected at small delay times. By t=45

fs, the LAPE sideband intensity subsides completely, leaving visible the remaining hot electrons in
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Figure 5.4: (a) Difference map of angle resolved spectra at time-zero using 1/2 s 1/2p polarized light
and p-polarized pump, with red (blue) denoting increased (decreased) signal relative to negative
times. The LAPE signal is denoted as the red band 1.5eV above the original dirac cone (b) after
LAPE, at t=45 fs (c) time resolved EDC along red momentum-integrated rectangle denoted in
inset using p-polarized harmonics and a s-polarized pump.

the previously unoccupied π* band (shown in red).

After initial delay scans were performed using s/p polarized harmonics, the polarization was

rotated fully to p-polarization to show only one arm of the π band. This gave a comparatively

higher intensity photoemission signal that gave better statistics for later data analysis. The pump

was set to s-polarization to eliminate any LAPE sidebands at small delay times, allowing us to

isolate any spectral intensity variations that were purely due to carrier dynamics. EDCs were then

extracted along the linear dispersion of the π/π* band according to the bounding box shown inset in

Fig 5.4c and plotted as a function of delay time, revealing electron (red) and hole (blue) dynamics.

Alternatively, the electron/ hole distributions were integrated over the bounding boxes shown

inset in Fig 5.5a (original, non-difference spectra) to isolate the intensity change for excited elec-

trons (red) and remaining holes (black) as a function of delay. Plotted as a function of normalized

intensity, we are able to more quantitatively visualize the total population of carriers in the con-

duction (π*) and valence (π) bands as they are created and relax. This shows an exponentially
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Figure 5.5: (a) Normalized intensity for electron (red) and hole (black) dynamics as extracted
from rectangular regions in inset. (b) extracted electronic temperature vs delay time assuming a
Fermi-dirac distribution fit around the Fermi energy. Selected delay times showing the broadening
at times around t=0 is shown inset. A single exponential fit, shown in black, gives a decay time of
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decaying population as a function of delay time. EDCs can be extracted along the same line as Fig

5.4c to more carefully analyze the Fermi edge as a function of delay time, shown inset in Fig 5.5b

for 0 and 50 fs. Compared to negative delay times, t = 0 shows a notable broadening of the edge,

with a gradual return at later times. This distribution can be fitted for each delay time according

to a Fermi-Dirac distribution:

f(E,µ, Telec) =
1

exp((E − µ/kbTelec) + 1)
(5.6)

where µ is the chemical potential, E is the kinetic energy (corrected for sample bias), kb is the

Boltzmann constant, and Telec is the electronic temperature. Deconvolving the distribution to ac-

count for broadening due to the high harmonics spectral width, this yielded the Telec as a function of

delay time shown in Fig 5.5b, giving a peak electronic temperature of 3400 K and single exponential

decay time of 250±20 fs. This is similar to initial decay times seen for p-doped samples [193]. Due

to the pump excitation of 1.55 eV, one would expect direct interband transitions from π to π* that

give a strongly non-thermal distribution modeled with separate electron and hole populations (ie

2 distinct Fermi-Dirac Distributions) [174]. However, changes to the Fermi distribution were too
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minimal for fitting with two Fermi-Dirac distributions to be accurate. As such, the temperatures

reported in Fig 5.5b are only for a single distribution. Due to the broad Fermi distribution and

small change upon excitation, a significant difference in fitting a single versus double exponential

was also not observed, indicating possible need for narrower energy bandwidth harmonics (to give

a less intrinsically broad Fermi edge) and more delay times collected in the slower decay regions

(0.5-2 ps) to give a better exponential fit. Two decay times would be in line with the expected

behavior where, after initial thermalization of the excited electron distribution, the distribution

relaxes through primarily electron-phonon (optical) scattering [171] followed by slower timescale

electron-phonon (acoustic) scattering [194].

However, its is interesting to note that even with our single exponential observed decay, the

timescales determined by this and other investigations [193, 174, 175, 176, 168] are similar to those

determined previously for graphite [195], showing that the coupling between each sheet in graphite

does not greatly effect the relaxation dynamics of the carriers in each individual graphene-like layer.

5.6 Ni(111)/Graphene

Of the range of transition metal substrates of interest for graphene growth, Ni(111) shows

promise due to its small lattice mismatch with free-standing graphene (1.3 %) [196]. This, paired

with its chemical vapor deposition (CVD) growth method, results in large area, large grain graphene

sheets with minimized defects that might otherwise arise due to lattice dislocations and strain with

the underlying substrate. However, strong coupling between the graphene and Ni(111) substrate

is seen due to two main factors. First, the small interlayer spacing between the carbon layer and

Nickel layer make the overlapping pz orbitals from the carbon layer with the underlying Nickel 3d

orbitals strongly hybridize, as shown schematically in Fig 5.6b. Second, the graphene overlayer is

strongly asymmetric in its A/B sublattices due to its arrangement over the Ni(111) face-centered

cubic (fcc) lattice. One sublattice is situated directly over the 1st Nickel layer (top site) while the

other sublattice is located over Nickel atoms in the 3rd atomic layer (hollow site) (seen in 5.6a).

Combined with the small interlayer spacing, this creates one sublattice with strongly hybridized
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orbitals and one nearly unperturbed (Fig 5.6c with differences between the pz orbitals highlighted in

red and purple), leading to a large asymmetry and therefore large bandgap in graphene’s electronic

structure.

b ca

C
Ni (1st)

Ni (2nd)

Ni (3rd)

Ni

CTop view Side view

0.211nm 0.216nm

0.196nm

0.209nm

pz

3d

Figure 5.6: Top (a) and side (b) view of Graphene/ Ni(111) lattice showing difference in carbon
atoms situated on top 1st layer Ni atoms (top sites) and on top 3rd layer Ni atoms (hollow sites),
adapted with permission from [196]. (c) Representation of strongly coupled graphene pz/Ni 3d
orbital coupling for top sites (purple), with unperturbed graphene orbitals for hollow sites (red).

This strong coupling between graphene and the Ni(111) substrate induces dramatic modifica-

tions of the electronic states near the Fermi level [197]. The π state is seen to be strongly hybridized

with the Ni(111) d states and split into an array of bands [197, 191, 190, 198, 199]. Some of these

states intersect at the K-point and form structures below the Fermi level that are akin to the Dirac

cone. However, these have been experimentally not well understood and have proved difficult to

interrogate [198, 200, 201]. Methods to restore the pristine character of Gr/Ni(111) by introducing

adsorbates has therefore attracted interest [141, 191, 190, 198, 199, 149, 202], as will be discussed

further in Section 5.6.2.

Band structure measurements of Gr/Ni(111) along Γ−K [199, 200, 149] and perpendicular

to Γ-K [141, 200, 201] of the Brillouin zone have verified this strong modification of the π state

near the K-point, as we measure in Fig 5.7 a-b. Probed along the Γ−K direction, graphene’s

π and σ states can be seen along with the Ni 3d bands with the same asymmetry of the π state

intensity seen at the K -point due to the selection effects previously discussed in Sec 5.5.1. The

exact position of the K-point is established from the minimum the σ3 state. Similarly determined,
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Figure 5.7: (a) Experimental collected ARPES spectrum of Gr/Ni(111) near the K point, taken
along Γ-K as shown in the expanded panel. The hybridization of the π state near the K-point
is shown in the expanded panel, with the vertical dashed line indicating the K-point (established
from the minimum of graphene’s σ3 state). The manifold of states arising from Ni 3d and graphene
π state hybridization is indicated with the bracket. (b) corresponding EDC lineouts of (a) as a
function of momenta (vertical) with graphene states noted. The EDC lineout at the K-point is
indicated in red. The weak feature near the Fermi level is a hybridized state in panel (c) shown in
red. (c) DFT calculated majority states near the K-point, with graphene 2pz states highlighted in
red.

the exact position of the Γ point can be determined from the minimum of the π band. In the

expanded panel around the K-point, the π state maximum is seen to be roughly 2.8 eV below the

Fermi edge then for graphene on SiC(0001̄), pointing to hybridization between the Ni d band and

graphene π state upon these states intersecting [197, 149]. This collection of hybridized states near

the Fermi level is indicated with the bracket. In support of this, the dispersion of the π state is

seen to be notably lower in the momentum range from 1.5 Å
−1

to 1.7 Å
−1

. This is due to π state

coupling to the Ni states, which is strong in the corresponding momentum range down to -3 eV. Fig
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5.7b shows the corresponding EDCs for the raw ARPES spectra in (a) to highlight the maximum in

the π band seen at -2.8 eV. Also indicated is a subtle π hybridized band (in dashed black) directly

below the Fermi level, and noted in the expanded panel of Fig 5.7a.

To gain further insights into the Gr π/ Ni 3d state coupling, DFT calculations were performed

assuming the stacking configuration in Fig 5.6a. Shown in Fig 5.7c, the d band and the π state are

notably mixed and split into a dense manifold of states for energies down to -3 eV. States relevant to

the 2pz state of graphene are shown in red. It should be noted that these calculations omit spectral

weights or matrix elements effects seen in ARPES, making it possible to show all relevant states

along Γ−K. Our experimental spectrum in Fig 5.7a-b, however, is dominated by the strongest

spectral features. The intensity of the majority of these hybridized states is low measured along

Γ−K due to matrix element effects, which are induced by hybridization [203, 204, 200]. These

states have been previously characterized using higher energy photons and/or other cuts through

the Brillouin zone [200, 201] and are not important for the intercalation studies presented in Section

5.6.2.

Lastly, due a lower density of Ni(111) states at the K point around the Fermi level, the extent

of the π state hybridization with the Ni d bands is notably lower. As such, the remnants of the

π state near the Fermi level can be identified, as denoted with the red arrow. This corresponds

well with the subtle π hybridized band identified in Fig 5.7a-b, showing excellent agreement of

calculated spectra with experiment.

5.6.1 Sample Preparation

The Ni(111) substrates were initially prepared by sputtering 500 nm of nickel onto α-Al2O3(0001)

substrates, as described in reference [205]. Substrates were then transferred into the UHV chamber

and cleaned by cycles of annealing at a temperature of 1100 K, followed by mild sputtering at an

elevated temperature of 1100 K and at a beam-energy of 1 keV. LEED measurements exhibited a

clear (111) nickel structure, as shown in Fig. 5.8a. Magnetic force microscopy (MFM) characteri-

zations, shown in Fig. 5.8b, demonstrated clear “worm-like” magnetic domains out of plane with
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the surface with ∼500 nm size, with opposite out-of-plane magnetization indicated with black and

yellow. Due to the small domain size relative to the EUV focal size (400 µm), the spatially-averaged

residual magnetic contribution is seen to not greatly influence the resolution of the photoemission

measurements.
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Figure 5.8: (a) LEED of bare Ni(111) sample showing well ordered (111) surface structure (b) MFM
image of bare Ni(111) substrate used for graphene growth. The visible out of plane magnetization
domains are shown with out of plane up (+) and down (-) domains seen with bright and dark
regions, respectively.

The surface on Ni(111) was subsequently graphitized through a chemical vapor deposition

(CVD) method of catalytic decomposition of ethylene gas (C2H4) onto the Ni(111) surface heated

to 900 K, as described in Ref [202]. The deposited carbon layer was then dissolved into the Ni(111)

film using a series of repeated flashes to 1100 K. Due to the solubility of carbon in nickel at 1100

K being roughly 3 times higher than at 900 K, slow cooling of the substrate leads to precipitating

of the dissolved carbon to the surface. This surface re-segregation was achieved through cooling

to room temperature at rates of ca. 8-10 K/min. Using this graphene formation method, faster

cooling rates than this have shown a high density of defects and small domain sizes [206]. This

procedure yielded high quality, single-layer graphene with estimated domains approximately 100

µm in size [139]. The resultant quality of the nickel and graphene surfaces was verified using a

combination of LEED, TPD, and ARPES diagnostics.

Notable differences in growth were seen depending on the C2H4 exposure, maximum elevated
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Figure 5.9: ARPES Spectra for bilayer (a) and single layer (b) graphene/Ni(111). Two distinct π
bands are seen in the 2ML case: one strongly hybridized (πA) and one nearly ideal (πB). A very
slight signature of the πB band can be seen in the single layer case, indicating that small patches
of 2ML exist over the photoemitted area, on top of the predominantly 1ML graphene surface.

temperature during hydrocarbon cracking, and the cooling rate of the surface after Carbon disso-

lution. Previous studies have characterized the multilayer growth of graphene on metal surfaces as

strongly dependent on cooling rate after initial dissolving of carbon into the bulk [166, 207]. After

carbon deposition, the carbon concentration within the metallic bulk exponentially decays from

the surface. As one would expect due to the re-segregation being a nonequilibrium process, fast

cooling rates (20 K/ sec) yield poor crystalline carbon structures due to the bulk dissolved carbon

losing its mobility before being able to diffuse to the surface layer. Too slow of cooling (< 0.1 K/

sec) gives the carbon enough time to diffuse further into the bulk, leaving a small number of C

atoms available to diffuse to the surface to produce little to no graphene coverage. Within the large

“medium” range of cooling temperatures that we were operating within, the cooling rate (and total

concentration of dissolved C atoms) determined the number of layers segregated on the surface.

In particular, bilayer graphene spectra were commonly observed, as identified by the presence of

a second π band (labeled “πB”) extending nearly up to the Fermi energy, as shown in Fig 5.9a.

This second π band was seen to be near ideal and well decoupled from hybridization with the

Ni(111) substrate due to little interaction with its underlying graphene layer, similar to the decou-

pled multilayer graphene seen in C-terminated SiC(0001)/graphene system (Sec 5.5.1). Previous

studies have obtained precise control of bilayer formation through controlled temperature cooling



103

rates [208] and a self-limiting bilayer growth after initially rotated graphene layer with respect to

the underlaying substrate [209].
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Figure 5.10: Work function of Na/Graphene surface as measured via photoemission as a function of
dosing time. Estimated surface coverage of Na is given assuming trends seen in previous studies of
alkali/ graphitic systems. The bulk sodium work function [210] and bare Graphene/Ni(111) work
function [211, 202] are denoted according to previously established values.

For alkali intercalation studies, graphene samples were doped with Na deposited from the

in-situ alkali deposition source at a pressure of 10−9 Torr at room temperature. Alkali surface

coverage was then measured through photoemission work function measurements (with the sample

perpendicular to the analyzer for accurate measurements [212]) and calibrated to sample exposure

time, as shown in Fig 5.10. The overall trend of a rapid initial work function change at coverages

< 0.5 ML and subsequent “saturation” at higher coverages agrees reasonably well with trends seen

for K/ graphite and alkali/ Mono-layer graphite systems [213, 202]. These previous calibrations

were used to establish a ML coverage estimate for our Na/Graphene/Ni(111) system, as labeled

on the top axis. Initial work function measurements of the bare Graphene/ Ni(111) surface were

also seen to be in excellent agreement with previously measured values [211, 202]. All intercalation
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studies presented here were performed within the “saturation” regime of ∼ 0.8 ML Na coverage. It

should be noted that no clear LEED superstructure of Na on Graphene was observed for the 0.8ML

dosing either in intercalated or adsorbed studies. This is consistent with previous studies of Cs

intercalation on graphene which only saw superstructures, and therefore well organized crystalline

arrangement, for > 0.9ML or low temperatures [214].

A one hour, low temperature anneal (between 300-400K) was then done to rearrange Na

atoms into a uniform sub-monolayer (in case of non-uniform deposition from the filament source).

No significant desorption of Na or intercalation was observed during this time, as determined from

the unchanging surface work function and oxidation studies (presented below). Intercalation studies

were then performed via ramping the temperature above 400K, using ARPES and the He II photon

source to observe resultant changes in the electronic structure.

5.6.2 Intercalation of Alkali Atoms

Intercalation of noble metals into Graphene has been shown to break down hybridization at

the graphene-metal interface, making it possible to transfer graphene from Ni(111) onto different

substrates for utilization in devices [207]. Physical intercalation of atoms like Au [140], Ag, Cu,

and Fe [137] results in the reduction of coupling to underlying substrate due to increasing the

spacing between the carbon and substrate lattices, resulting in decreased orbital hybridization.

Similarly, the “chemical” intercalation of alkalis [202] is seen to result in a similar decoupling due

to preoccupying the metal substrate orbitals and yielding nearly unperturbed carbon pz orbitals.

The mechanism of decoupling Gr/Ni(111) by intercalation of noble metals is well understood

but, there is little understanding of decoupling by alkali metals [197, 191, 215, 216, 217, 218, 219,

220, 221, 167]. Although intercalated alkali atoms should detach graphene in a similar matter to

noble metals, while also transferring charge and therefore n-doping, studies to date show significant

inconsistency in experimental results. On one hand, intercalation of Na (K and Cs) was shown

to reduce the energy gap between the non-hybridized states at the K-point (the π-to-π* energy

gap) to 1.3 eV [202, 149]. On the other hand, a recent study using angle-resolved photoemission
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spectroscopy (ARPES) and density functional theory (DFT) showed that the energy gap is reduced

to 0 eV after intercalation [201]. The origin of the large energy gap found in past experiments

and the role of alkali metal adsorption in decoupling are still not clear, with the issue not being

previously addressed. In total, mechanisms of alkali metals intercalation of graphene have been

studied extensively using DFT, ARPES, and scanning tunneling microscopy [214, 222, 223, 224,

225, 226].

In the study presented here, we use ARPES to probe states near the K-point during the

course of atomic Na adsorption onto and intercalation into Gr/Ni(111). Changes in the dispersion

of states near the K-point and the Fermi velocity are sensitive probes of the interactions between

graphene and the substrate [227]. We use changes in the energy and dispersion of the π state at high

momenta to examine the role of Na in decoupling graphene’s strong interaction with the substrate.

Two distinct mechanisms of decoupling can be identified, which have not been uniquely observed

previously. The difference in these two mechanisms arises from the position of the adsorbate with

respect to graphene. Specifically, we find that Na on top of graphene induces decoupling of the

substrate, which results in lowering the π-to-π* energy gap to ∼1.3 eV and changes the π state

dispersion at high momenta. Although Na is still surface adsorbed, which we confirm experimentally

through ARPES and oxidation studies (Sec 5.6.2.1), this decoupling was previously attributed to

intercalation of Na (K and Cs) into Gr/Ni(111) [149, 202]. We also show that adsorption followed

by intercalation induces a stronger decoupling that restores the nearly pristine character of the

Dirac cone, resulting in a significant closing of the π-to-π* energy gap. These experimental findings

are confirmed by DFT band structure calculations and Bader charge analysis, as discussed in Sec

5.6.2.3.

5.6.2.1 Oxygen Exposure of Adsorbed/ Intercalated Surface

In order to confirm that the Na atoms had been intercalated, we exposed the Na/Gr/Ni(111)

(before intercalation) and Gr/Na/Gr(111) (after intercalation) samples to oxygen at room temper-

ature. Due to Na oxidizing readily in the presence of oxygen even at low concentrations [228], oxi-
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Figure 5.11: (a) Electronic structure of Gr/Ni(111) near the K-point after adsorption and uniform
rearrangement 0.8 ML of adsorbate on top, note large band gap of ∼1.3 eV. (b) Same sample
as in (a) after exposure to oxygen at 10−8 Torr for 40 min with visible sodium oxide states (c)
Gr/Ni(111) after adsorption and intercalation of 0.8 ML of Na, with reduced band gap. (d) Same
sample as in (c) after exposure to oxygen at 10−8 Torr for 40 min, with no significant sodium oxide
lines visible (small amount seen due to residual surface adsorbed Na).

dation should occur if the alkali atoms are not “protected” under the layer of graphene. Graphene

has been seen to protect intercalated Fe atoms from oxidation, due to oxygen being unable to
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penetrate into graphene at room temperature [137, 229].

Samples remained exposed to a flow of oxygen leaked in to maintain a constant chamber

pressure of 10−8 Torr for ca. 40 minutes. ARPES spectra were recorded during this time using He

II radiation. Figure 5.11a shows spectra recorded after adsorbing (and not intercalating) 0.8 ML

of Na on top of Gr/Ni(111). The analyzer pass energy was chosen to allow simultaneous detection

of high and low kinetic energy electrons, from the Fermi level down to the σ2 and σ3 states. The

π* state near the Fermi level and the π-to-π* energy gap of 1.3 eV indicates that the adsorbate

remains on top, as discussed further in Section 5.6.2.2, due to the weak decoupling of the C pz

orbitals with the Ni(111) substrate.

Shown in Fig. 5.11b, two strong spectral features emerge after oxygen exposure, near -6.5 eV

and -10.5 eV. These features are due to sodium oxide valence states [228], indicating that the Na

adsorbate, residing on top of the graphene layer, is oxidized upon O2 exposure. After intercalation

(as shown in Fig. 5.11c), no sodium oxide states are observed. This indicates that the adsorbate

is protected under the graphene layer and is not able to oxidize. A very weak line at ca. -6.5 eV

is visible in Fig. 5.11d that indicates trace amounts of sodium oxides formed from the very small

fraction of remaining surface adsorbed Na atoms. With this oxidation study serving to validate

the existence of two separate configurations of the Na/Gr/Ni(111) system (with the Na either

being intercalated underneath Gr/Ni(111) of adsorbed on the surface), the transition from surface

adsorbed Na to intercalated Na and its corresponding effects on the graphene band structure could

be probed in detail.

5.6.2.2 Intercalation through Thermal Annealing

After initially dosing the clean Gr/Ni(111) surface (Fig 5.12a) with 0.8 ML Na, the π* state

was seen to be populated and shifted to below the Fermi level, as seen in Fig 5.12b. The π state

maximum also moves closer to the Fermi level (indicated with the yellow arrow) from its initialy

maximum of -2.8 eV and the slope is increased around the K-point, with a lowering of the π-to-π*

energy gap to ∼1.3 eV. Since n-doping should neither shift a populated state towards the Fermi
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level nor change the state dispersion, these changes of the π state after Na adsorption cannot be

explained as simply due to n-doping. Instead, we conclude that this lower energy gap is due to a

lower coupling between graphene and the substrate after adsorption rather than only n-doping of

the original π/π* bands.

After initial adsorption, changes to the band structure could be seen upon Na intercalation

via thermal annealing. The band gap was seen to reduce significantly after complete intercalation,

as seen in Fig 5.12c. Validation that this state corresponds to complete Na intercalation was done

through the oxidation studies presented in Sec. 5.6.2.1. The spectral intensity of the hybridized

states clearly evident in Fig 5.12a is also strongly diminished after adsorption as seen in Fig. 5.12b,

supporting the idea that the extent of Gr π/Ni 3d hybridization is reduced after adsorption. Panels

(b1) and (b2) show spectra during this transition, with the progressively decreasing band gap

attributed to an increasing number of Na atoms being intercalated underneath the graphene layer

with a decreasing fraction still remaining on the surface.

5.6.2.3 DFT calculations and Bader Charge Analysis

In order to gain more insight into the observed graphene decoupling, DFT and Bader charge

analysis studies were performed in collaboration with Manos Mavrikakis’ group at University of

Wisconsin. The specific computational details of this analysis can be found in Appendix A.5.

Compared to the freestanding graphene case (Fig 5.13a), the dispersion of the Gr/Ni(111) π band

near the K-point is not linear (Fig 5.13b and Fig 5.7c shown for larger energy range), in agreement

with the experimental ARPES spectra. The π* state is also seen to be shifted above the Fermi

level, as highlighted in red. Note that the energy window shown in Fig 5.13 was performed around

the Fermi level down to 4 eV BE to more closely study the evolution of the π/π* states upon Na

adsorption and intercalation.

Figures 5.13c and 5.13d show calculated electronic structures of Gr/Ni(111) with Na on top

and intercalated, respectively. The hybridized π* state above the Fermi level and the remnants of

the π state below the Fermi level are shifted down in energy after Na adsorption (Fig 5.13c). Due
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Figure 5.12: (a) Band structure of Gr/Ni(111), with the K-point indicated with the vertical arrow.
The insets above show the energy distribution curves (EDCs) near the K-point (K-point EDC
is indicated in red) as a function of detection angle. (b) After adsorption of 0.8 ML Na on top
Gr/Ni(111). The minimum of the π* state is visible near the Fermi level. Yellow vertical arrows
indicate the rough maximum of the π state, established from its turning point. (b1-b2) during
intercalation of Na atoms, shown with an increasing fraction of intercalated to surface adsorbed Na
(c) After annealing and full intercalation of Na to underneath graphene. Note nearly closed gap.
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to the Fermi level shifting upwards after adsorption due to the n-doping of the graphene, all other

states in Fig 5.13c are seen to shift down in comparison with Fig 5.13b. The hybridized states below

the Fermi level remain fixed after adsorption, which we link to screening effects associated with

charge density rearrangements, leaving all dramatic effects to the band structure felt by the most

valence of electronic states. After intercalation (Fig 5.13d), the Dirac cone is seen to be entirely

restored, with the original n-doping of the graphene still present.

Bader charge analysis, showing the charge density difference initially and before/after ad-

sorption (with the isosurface representation shown in Fig. 5.14), was performed to provide a more

physical interpretation of the DFT and ARPES spectra presented above. Plots are shown for

isosurfaces of ±0.02e/Å
3
, with charge accumulation shown in red and depletion in blue. As dis-

cussed previously and shown schematically in Fig 5.6c, in Gr/Ni(111) the 2pz orbital of graphene

and Ni(111) 3d orbitals overlap at the substrate top-sites giving rise to a strong chemical bond.

This leads to the charge density redistribution and strong accumulation region between the Car-

bon and top-most Ni layer, as shown in Fig 5.14a. Bader charge analysis shows these orbitals are
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hybridized in the energetically most stable arrangement, leading to a net charge transfer of 0.10 e

to graphene, with e being the elementary charge. This charge rearrangement in the initial system

involves predominantly the 2pz atomic orbitals as in-plane sp2 orbitals are seen to not significantly

hybridize.

Gr/Ni(111) Na/Gr/Ni(111) Gr/Na/Ni(111)

Figure 5.14: Charge density difference plots, for isosurfaces of ±0.02 e/Å3 for (a) Gr/Ni(111),
(b) Na/Gr/Ni(111), and (c) Gr/Na/Ni(111). Charge density accumulation is shown in red and
depletion in blue. The adsorption energy of Na on Gr/Ni is -1.00 eV at a Na coverage of 1 ML,
referenced to the total energies of atomic Na and Gr/Ni(111).

After adsorption, this charge distribution and its associated energetics shift dramatically due

to the electrons supplied to graphene by Na (n-doping). The extent of hybridization between the C

and Ni atomic orbitals is then lower after adsorption since graphene energetically favors receiving

the charge from Na rather than sharing it with Ni(111). Bader charge analysis shows that Na

adsorption supplies a net charge of 0.36 e per atom to graphene and no charge to the substrate.

This causes an interfacial dipole that lifts graphene slightly off the substrate (∼ 0.1Å as shown in

the isosurface plot in Fig 5.14b). Graphene is then seen to receive only 0.05 e per atom from the Ni

substrate after adsorption, compared to its initial 0.10 e per atom. This indicates that the overlap

of the Gr pz/Ni 3d atomic orbitals is weaker. The consequence of this is that the structure of

Gr/Ni(111) is slightly relaxed and the layer of graphene is lifted up to 2.30 Å above the substrate.

Although more detailed energetics are more complex to model, it is clear that strong hybridization
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is energetically less favorable when graphene is n-doped. Lower electronegativity (and therefore a

higher charge transfer per atom) of adsorbates like K and Cs would yield even stronger decoupling,

consistent with previous measurements on Gr/Ni(111) [202].

Analyzing the corresponding band structure in Fig. 5.13d and the isosurfaces presented in

Fig. 5.14, we see the graphene is lifted up to 4.9 Å above the substrate, effectively cutting off

any interaction with the substrate as no bonding can be supported over such a distance. The

hybridization is blocked by an atomic spacer of Na and thus there is no energy gap at the K-point.

The remnant gap opening (5 100 meV) or the minor band back-bending seen in Fig. 5.12(c) is a

result of superposition of regions with complete intercalated Na and regions where Na still remains

on top. This is expected here due to the coverage of Na (0.8 ML) and possibly some bottlenecks

in the intercalation paths.

5.6.3 Discussion and Conclusions

Our ARPES measurements in Sec 5.6.2.2 supported by the DFT calculation and Bader charge

analysis in Sec 5.6.2.3 point to two unique configurations for the Na- Gr/Ni(111) system: surface

adsorbed and intercalated Na. Previous studies, which observed lowering of the π-to-π* energy gap

to 1.3 eV after adsorption of Na (K, Cs) onto Gr/Ni(111) overlooked changes in the dispersion of π

near the K-point [149, 202]. The lowering of the energy gap was attributed to intercalation of Na

(K, Cs) into graphene, although no proof of intercalation was shown. Other studies, under identical

conditions, showed the intercalated ARPES spectrum with no gap at all [201]. By observing the

transition of Na from surface adsorbed to intercalated with the electronic band structure constantly

probed via ARPES, we are able to resolve these inconsistencies.

First, we observe a surface adsorbed Na configuration after deposition. We exclude intercala-

tion as the origin of the band structure changes in Fig 5.12b through the oxidation studies presented

in Sec 5.6.2.1, where O2 exposure of the surface gave rise to photoemission lines from sodium oxides

[228]. We also exclude that this state is due to Na intercalation at isolated areas causing patches

of decoupled and still-coupled graphene since such decoupling has been shown to produce a super-
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position of two π states, one from intercalated and one from non-intercalated areas [201]. Static

Angle-resolved or angle-integrated X-Ray photoemission spectroscopy (XPS) using high energy

photons to look at photoemission lines from deeply bound core levels has traditionally been used as

a surface-sensitive gauge for coverage of surface adsorbates and overlayers. However, XPS measure-

ments cannot confirm intercalation of Na into graphene since changes in the intensity of XPS lines

from a monolayer of Na (K, Cs) adsorbed on graphene are often due to formation of thick islands of

adsorbates on top rather than intercalation, making XPS intensity differences in the observed core

level states difficult to interpret [223, 229, 230, 137]. We emphasize that this decoupling via surface

adsorption involves notably different mechanisms than decoupling through intercalation of noble

metals into Gr/Ni(111) [141, 190, 198, 201, 215, 216, 223, 229, 230, 231, 232, 233]. In the noble

metal case, bulky atoms break down hybridization at the graphene-substrate interface, resulting in

detaching graphene from the substrate and closing the energy gap between non-hybridized states

at the K-point. When the adsorbate remains on the surface, it changes the energetics and in-

duces relaxation of the bonding at the graphene-substrate interface. However, it does not “detach”

graphene from the substrate by entirely eliminating the orbital hybridization.

Upon intercalation, we find that the energy gap is reduced to ≤ 100 meV and the Dirac cone

is nearly restored. The Fermi velocity, which we can use as a gauge of the coupling to the substrate

[227], is increased after intercalation towards the value of freestanding graphene (∼ 1.6× 106m/s).

Our ARPES experiments and DFT calculations show that intercalation of Na is nearly the same in

its decoupling effectiveness as intercalation of noble metals, although strong n-doping is concurrent

with this decoupling for the case with alkalis.

Although recent experiments have suggested that Na may intercalate spontaneously due to a

low energy barrier [201], we do not observe spontaneous intercalation at room temperature. Instead,

we find that intercalation is not possible unless the graphene layer contains defects or grain bound-

aries and unless the mobility of Na is increased by temperature. Our DFT calculations further

support this observation. Although surface adsorbed Na is not the optimally stable configuration

from the energetics standpoint, with the intercalated configuration being preferable, intercalation
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is kinetically-limited without grain boundaries and defects. Performing similar intercalation stud-

ies as in Sec 5.6.2.2 on multiple Gr/Ni(111) samples grown under different conditions, we were

able to achieve relatively good control over defect concentration in graphene by introducing oxide

impurities into the Ni(111) substrate. Initiating graphene growth at lower temperatures was seen

to produce impurities of amorphous carbon [196]. Under these conditions, when graphene showed

relatively weak ARPES spectral features and a high background of secondary electrons (indicating

poorer crystal quality resulting in electron scattering), intercalation was possible at lower temper-

atures. Intercalation into a higher quality graphene like that found in Sec 5.6.2.2 required elevated

temperatures, with intercalation into the highest quality graphene needing temperatures close to

the Na desorption threshold. These studies indicate the Na intercalation is highly morphology

dependent.

In summary, we show two distinct configurations of surface adsorption and intercalation for

Na deposited onto Gr/Ni(111). The presence of Na atoms on top of Gr/Ni(111) partially decouples

graphene from the underlying substrate, as evident from a decrease of the π-to-π* energy gap to 1.3

eV, while intercalation recovers the near-pristine graphene, dramatically reducing this energy gap.

The ability to control the extent of this graphene-to-substrate coupling using a charge transfer from

adsorbates, rather than intercalation, opens new possibilities in using optical excitations to control

the electronic state of graphene. This technique might also allow for switching the graphene-to-

substrate coupling in the spirit of previous work with alkali adsorbates on noble metal surfaces

[234, 235, 236]. Potentially, a similar scheme can be applied to other graphene systems making it

useful in novel devices.



Chapter 6

Band bending Studies on InGaAs/high-k/metal Gate Stacks

The revolutionary progress in the complementary metal-oxide-semiconductor (CMOS) inte-

grated circuit (IC) industry over the last 40 years can largely be attributed to the industry’s ability

to satisfy three primary demands: high switching speed, low static power consumption, and a range

of power, output and voltages in the device. [237, 238] The push for increased chip performance at

a low cost has meant an increasingly larger density of devices on a printed IC wafer, with added

benefits to performance as device size is scaled down [239]. This continued miniaturization of de-

vices has kept a consistent pace of quadrupling the number of components on a chip every 3 years.

From 1970 to 2010, the number of transistors per mm2 on a high-production processor increased

from 200 to over 1 million, the progress of which is shown in Fig 6.1 (right) [240]. The workhorse of

this Ultra-Large Scale Integration (ULSI) IC industry has been the metal-oxide-semiconductor field

effect transistor (MOSFET), serving as the basic “switch” component for more intricate circuits

(a general illustration of which is shown Fig 6.1 (left)). The on/off capability of the device, mean-

ing the number of mobile charge carriers in the conducting channel, is tuned through capacitive

coupling (hence the “field effect”) comprised of a metal gate, insulating oxide, and semiconducting

bulk (enlarged inset) and is controlled by the voltage applied to the metal gate of the device. For

a more general discussion of MOSFETs, the reader is referred to Ref. [241].

Thus far, the ability to scale these devices has been facilitated by the inherent beauty of

the Si/SiO2 system. Using doped Silicon as the semiconducting substrate, a native large-scale,

defect-free SiO2 layer is readily grown with a resistivity > 1016 Ωcm [242]. This near perfect
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Figure 6.1: (left) Conventional layout of n-channel MOSFET. The “gate stack” comprised of a metal
gate, insulator, inversion layer (with voltage bias applied to gate, VG), and p-type semiconductor is
shown enlarged. (right) Evolution of the minimum feature size on a ULSI IC processor over time.
Adapted with permission from [240]

growth, and relatively defect-free subsequent SiO2 growth, is crucial in giving a ideal interface

whose defects would otherwise serve as scattering centers for charge carriers, inhibiting device

performance. However, as device scaling has required the scaling down of both lateral and vertical

dimensions [243] to produce comparable overall capacitance, the oxide thickness within this MOS

“gate stack”, has become so thin as to induce quantum mechanical issues in device performance.

With gate oxide thickness approaching 1-2 nm (or only 3 - 4 atomic layers thick), electron tunneling

through the oxide becomes considerable [244, 245] elemental diffusion from the neighboring layers

becomes a problem [245, 246]. This leads to device degradation and large power consumption even

when the device is in the off state. Threatening to lead to an “end of scaling” in MOS devices,

this problem has been addressed with replacement of SiO2 with high dielectric constant (high-κ)

materials.

Modeling the gate stack as a parallel plate capacitor, the capacitance can be expressed as:

C = κε0A/t, where κ is the dielectric constant, A is the lateral area of the capacitor, ε0 is vacuum

permittivity, and t is the thickness of the oxide. A higher κ therefore is equivalent to a reduc-

tion in oxide thickness. Candidates such as Al2O3, ZrO2, and HfO2 (with κ of 10, 22, and 30,

respectively compared to 3.9 for SiO2 [245]) have emerged as possible replacements for this oxide
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layer. Performance-inhibiting integration challenges with high-κ oxides, such as charge trapping at

the high-κ/ semiconductor interface due to poor interface quality and fixed charge sites within the

oxide [247, 30] have been successfully addressed through judicious material choice and processing

techniques, and have now been integrated into commercial products.

Of increasing interest has been the replacement of the doped-Silicon semiconducting “base”

with a higher electron mobility material, leading to higher injection current into the channel and

faster device switching. III-V materials (formed from group III & V in the periodic table) have

already been widely implemented in devices like bipolar transistors and photodetectors. These

materials offer an improved electron mobility ten times that of silicon. It should be noted that its

hole mobility is relatively low compared to other materials like Germanium, which have been greatly

explored for use in pFET devices. However, incorporation of these materials, like In0.53Ga0.47As,

has presented additional challenges when paired with high-κ oxides, with a defect-free III-V/high-κ

interface being difficult to achieve due to oxide reformation during deposition [248] and a lower

thermal processing budget needed to minimize elemental diffusion from the III-V material [249].

Trapped charge within the oxide, be it at the interface (border traps) or within the bulk (bulk

traps), can greatly influence the overall performance and reliability of the resultant devices due

to (1) it changing the electronic bands of the semiconductor (2) it acting as scattering centers for

charge carriers and (3) the addition of electronic states within the band gap of the semiconductor

that can serve as energetic traps for carriers.

Multiple techniques including the addition of interfacial layers between the III-V and high-κ

[250, 251], activated plasma cleaning of the III-V surface [252, 253, 254], and forming gas anneal-

ing [255] have been employed to minimize these charge defects, generally being characterized by

electrical measurements (C-V, I-V) of a resultant MOS capacitor (MOScap). While this character-

ization method (discussed in Section 6.1.2) is sensitive in detecting the overall density of interface

charge traps (Dit) within the stack, it fails to capture how and when these defects form. Due to

the high-temperature processing required to pattern these samples, it is inherently unable to probe

the evolution of charge defects at subsequent stages of processing that would otherwise give insight
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into its driving mechanisms. Additionally, this method becomes problematic in studying systems

with large defect density, as may be the case with III-V systems.

In the following study, we investigate this overall charge state through directly probing the

band bending at the InGaAs/high-κ interface. By employing a pump-probe photoelectron spec-

troscopy technique similar to those discussed in previous studies, we first probe changes in band

bending at subsequent layer depositions to build the full InGaAs/high-κ/TiN stack. To simulate the

effect of thermal processing, annealing studies were performed on InGaAs/high-κ and InGaAs/high-

κ/TiN wafers to probe the change in the net charge state as one approaches the high temperatures

required of device production. In this manner, insight into the creation and changes in the overall

number of charged defects within the stack can be probed. The effect of a forming gas anneal

was then studied on the TiN gated stacks to fully reproduce processing conditions. Band bending

extracted from PES measurements were then directly compared to the Vfb from conventional C-V

electrical measurements on an identical set of wafers subject to full MOScap patterning.

6.1 Technical Background

Unlike the bulk systems presented previously in this work, semiconductor multilayer system

present several unique attributes in their electronic structure that are crucial in understanding the

following studies. In an ideal MOS stack, energy bands of the semiconductor are bent down (p-

type) or up (n-type) in response to the net dipole created due to (1) charge transfer from the metal

into the semiconductor via Schottky transfer of electrons from dissimilar vacuum work functions

(Φmetal 6= Φsemi) and (2) the presence of trapped charges within and at the interface of the oxide.

Shown in Fig 6.2 for a p-type semiconductor, these conduction (EC) and valence (EV ) bands

can be flattened using an applied external voltage to modify the EF of the metal and modifying

the overall dipole (blue arrow) within the stack. As depicted, these bands can also be further

bent from depletion into inversion (red) with a bias of opposite sign. When the intrinsic level

(EI) crosses EF , this opens a channel for minority carriers within the material (thus being able to

conduct the majority carrier between the source and drain in a MOSFET). Through determining
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Figure 6.2: Band Diagram for p-type MOS capacitor at zero (black bands) and with applied bias V
(red bands). EC and EV denote the energetic positions within the semiconductor of the conduction
band and valence band, respectively, with EI denoting the intrinsic level. Adapted with permission
from [256]

the amount of voltage needed to flatten the electronic bands, the initial amount of band bending can

be determined. In C-V electrical characterizations, this is accomplished through directly applying

a bias to the metal and ramping the applied voltage. In the pump-probe photoemission technique,

this is accomplished by canceling the initial dipole with freed charges. In the following sections, the

experimental techniques of C-V/I-V characterization and band-flattening using pump-probe EUV

photoemission will be outlined in more detail.

6.1.1 Band Flattening Technique

The net charge state of the sample was studied via directly probing the amount of band

bending at the III-V interface. Using a pump/probe photoemission spectroscopy scheme outlined

in Fig 6.3(a), with further details found in Ref [257, 258], the bands at the semiconductor/oxide
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interface can be flattened completely. A representative photoemission spectrum under bent band

conditions (black) within the semiconductor is shown in Fig 6.3(b), plotting photoemission yield

as a function of binding energy in relation to the Fermi energy (EF ).
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Figure 6.3: (a) Band diagram for In0.53Ga0.47As/ High-κ/ Metal Gate stack with band bending
at the III-V/high-κ interface (black) and after band flattening due to screening of IR-generated
electron-hole pairs (red). The Interfacial Fermi level (IFL) is shown in green denoting the Fermi
level relative to the conduction band edge. (b) a typical photoemission spectrum showing the
shift (denoted by red arrows, with energy EBB) in the spectrum after band flattening. (c) shift in
photoemission spectrum as a function of IR pump fluence

Due to good electrical contact of the sample with the surrounding system, the EF of the

sample was ensured to remain fixed to that of the system, as calibrated with an in-situ deposited

Molybdenum film (blue). After excitation of the III-V substrate with an IR (1.5 eV) pulse, an

electron-hole plasma is produced that rapidly rearranges to screen the original dipole field. The

resultant flattening of the semiconductor bands, shown in red in Fig 6.3(a), results in a correspond-

ing shift of the photoemission spectrum by the amount of band bending (Fig 6.3(b) red and red

arrows). Confirmation that the bands were fully flattened was done through measuring this shift

as a function of IR pump intensity (Fig 6.3(c)). Band bending measurements presented here were
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performed in the fully flattened region (gray) where this shift is constant as a function of pump

fluence.

6.1.2 C-V/I-V Characterizations

Capacitance-voltage measurements can provide a wide array of information about MOS ca-

pacitor stacks including oxide thickness, trapped charge, threshold voltage, density of interface

traps, and flatband voltage (as we care about in our studies) [259]. In varying the applied voltage,

the resultant capacitance of the system can be measured. In this configuration, a parallel plate

capacitor is effectively formed with the metal gate, oxide, and the majority carriers within the semi-

conductor, as illustrated in Fig 6.4. Applying a DC bias using an AC signal, a range of frequencies

are can be tested that are sensitive to difference capacitances within the system. Three regions of

behavior are seen that have a frequency-dependent response: Accumulation, depletion, and inver-

sion, with a flatband voltage (VFB) demarcating accumulation into depletion and threshold voltage

(VTH) demarcating depletion into inversion.

In an ideal MOS structure, the system can be thought of as two capacitors in series, an

oxide capacitance and a depletion layer capacitance within the semiconductor. In accumulation,

there is no depletion layer and the effective capacitance is equal to the capacitance of the oxide

(Ceff = Cox). In depletion, the effective capacitance is the addition of the oxide capacitance and

depletion layer capacitance in series (Ceff = 1
1/Cox+ld/εs

where ld is the depletion layer width at the

specific applied voltage and εs is the dielectric constant of the semiconductor). In inversion, two

regimes exist due to the response of the system at low and high frequencies. At low frequencies, the

effective capacitance is that of the oxide (Ceff = Cox) due to charge being added/removed from

the inversion layer. At high frequencies, the capacitance is similar to that in depletion, but with

the maximum value of the depletion width.

In non-ideal structures, mobile charge, fixed charge defects, and the addition of surface energy

states modify this C-V characterization. Due to the dependence of flatband voltage on position

of charge from electrode, the changing position of mobile charge with time and voltage leads to
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Figure 6.4: C-V measurement technique (with measurement circuit shown top) and corresponding
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capacitance shifts dependent on the sign of the charge and hysteresis changes. Fixed charge in the

oxide shifts the measured curve along the voltage axis. This shift reduces linearly as the position

of the charge relative to the gate is reduced (starting at metal-oxide interface). Fixed charge can

be due to incorporation during deposition or formation during processing. The response of these

charges and interface states is also frequency dependent. At high frequencies, the interface traps

are not able to respond fast enough to the AC signal to be filled, making their contribution to the

overall capacitance approach zero. The interface states only respond to the slowly changing DC

bias and act as a fixed charge within the stack, stretching out the C-V curve along the horizontal

axis [260]. At low frequencies, these charges are able to respond and give a “false inversion”-like

behavior. For a more in depth discussion of trapped charge within III-V gate stacks, the reader is

referred to Ref [261, 262, 263].

Common techniques to quantify the density of the interface states [249, 263] using values

obtained from C-Vs have been highly debated in III-V systems due to the common, usually dramatic
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frequency dispersion [264]. Frequency dispersion in accumulation has been attributed to border

traps within the oxide [265]. These have been successfully modeled with trapped charges distributed

through the bulk of the oxide [264] and via simultaneously taking into account the contribution

of border and interface traps [261]. Ideally, the total amount of fixed charge in the system can be

determined through comparing the calculated and measured VFB.

6.2 Experimental Configuration

Experiments were conducted on an apparatus at the IBM Watson Research Center (Yorktown

Heights, NY) using a similar experimental approach as the one outlined in Chapter 3 with several

notable changes. The general layout is shown in Fig 6.5. The output of a 1 kHz Ti:Sapphire

regenerative amplifier producing 35 fs pulses at 800 nm was focused into a Argon gas jet for

high harmonic production. Individual harmonics were spectral selected by tuning the grazing

incidence angle of a toroidal grating, focusing the pulses colinearly with the IR pump pulse onto

the sample. For the studies presented here, band-bending measurements were carried out using the

17th harmonic (26.4 eV), with the 25th harmonic (38 eV) used to monitor changes In 4d and Ga

3d core level states that could indicate chemical shifts pointing to changes in In and Ga bonding.

Photoelectrons were then collected over an emission angle of ±20◦ using an electrostatic

parabolic mirror and collimated into the µ-metal shielded, drift tube time-of-flight (TOF) detector

with 64 anodes. Integrating over the entire collection angle is equivalent to averaging over the k||

component of the band structure according to:

∆k|| = 0.512
√
Ekincos(θ)∆θ (6.1)

with k|| in Å−1 and Ekin in eV . For the InGaAs studies using the 17th harmonic (26.3 eV) up

to the 25th (38.7), this gives a ∆k|| range averaging over ∼0.9 and 1.1 Å
−1

, respectively. With

the sample and chamber in good electrical contact, equilibrating the their Fermi levels, EF was

routinely verified (to account for triggering drift in the electronics) using a 15 nm thick in-situ

deposited Molybdenum film.
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Figure 6.5: Experimental setup for band flattening studies. Notable differences from previous
studies include the use of a gas jet for HHG and an angle-integrated time-of-flight detector. Adapted
with permission from [266]

In0.53Ga0.47As samples of 1µm thickness were prepared by MOCVD on InP(001) substrates

with a nominal doping of 6 ∗ 1016/cm2 for both n-type (Si doped) and p-type (Zn doped). For

the deposition-stage studies, new samples were simply removed after the high-κ growth process

and after the metal gate deposition. A (NH4)2S-last ex-situ treatment was used to remove native

oxides on the InGaAs surface and passivate the surface with sulfur. This was followed by air

transfer to an atomic layer deposition (ALD) tool within a few minutes, and ALD growth of

the high-k layer at 300 C. High-k thicknesses of 2 nm and 4 nm were grown of either Al2O3 or

HfO2 to have a direct comparison of thickness dependence and elemental oxide composition on

the charge defect behavior. Thicknesses were verified with Rutherford backscattering spectrometry

to be within 0.1 nm of the nominal value. With no additional surface preparation, 5 nm of TiN

was then grown via Physical Vapor Deposition (PVD) at room temperature on top of the high-

κ layer. All samples studied, including wafers undergoing patterning for MOScap samples, were

batch-processed at each step to minimize potential variations due to any potential process drift
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in the deposition tools. For deposition-stage studies, samples were characterized by pump-probe

photoemission after the high-k growth process and after the metal gate deposition, respectively.

Samples for C-V electrical characterization were then patterned into MOS capacitors, incorporating

a high temperature ( > 400 C) forming gas (95% N2 5% H2) anneal shown to reduce Dit in previous

electrical studies[255, 267].

6.3 Surface Cleaning Investigations on InGaAs using Activated Hydrogen
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Figure 6.6: Core level peaks for In 4d and Ga 3d measured with PES comparing wet cleaned vs
activated hydrogen cleaned surfaces. (inset) XPS spectra of the Oxygen 1s core level comparing
native oxide (blue), wet cleaned (black) and activated hydrogen treatment (red)

Initial measurements on the NH4OH/ (NH4)2S treated InGaAs surface showed an IFL close to

the conduction band edge for both n and p-type substrate (squares, Fig 6.6a), suggesting a positive

(p-type)/ negative (n-type) surface charge possibly due to the presence of a residual surface oxide.

To probe this further, activated hydrogen treatments (AHT) were performed in situ using H2 gas

cracked over a glowing Tungsten filament (2∗10−5 Torr, 30 min, 120 W) to determine whether this

surface charge could be minimized. These treatments have been shown to efficiently remove oxidized

In, Ga, and As species from the surface [268, 269]. Through X-Ray Photoemission spectroscopy

(XPS) using a Mg K-α photon source (1253.6 eV), the intensity of the Oxygen 1s core level served

as a gauge of residual oxide left on the InGaAs surface. Compared to the original native oxide (blue

in Fig 6.6(b), inset), the NH4OH treatment still left a residual surface oxide (black) compared to its
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near total removal after a 30 min AHT clean (red). Looking also at the In 4d and Ga 3d levels using

38 eV photons, the wet clean treatment (black, Fig 6.6 c) shows peaks shifted to higher binding

energy and broadened compared to the AHT cleaned (red). Both features are a clear indication of

oxidized In and Ga species that are removed after treatment. After AHT cleaning, both the n and

p-type IFLs were seen to move toward mid-gap, denoted with stars in Fig 6.6(a). This is consistent

with a negative charge build up on the surface due to dangling bonds or residual contamination.

Due to this inherent sensitivity of the bare InGaAs to surface contamination and treatment, scaling

of band bending with high-κ thickness were instead used to deduce the nature of bulk and interface

charges after high-k deposition.

6.4 Results and Discussion

6.4.1 Stack Deposition Studies

The effect of each deposited layer on band bending was probed through studying the InGaAs

surface after high-κ (In0.53Ga0.47As /high-κ) and subsequent TiN (In0.53Ga0.47As /high-κ/TiN)

deposition. Knowing the measured band bending, band gap, and valence band offset from the Fermi

level in the bulk of the III-V, the position of the Fermi level at the III-V/high-κ interface could

be determined. This Interfacial Fermi Level (IFL), shown in green in Fig 6.3(a), was calculated

referenced to the conduction band according to: EIFL = (EC −EF ) +EBB for n-type and EIFL =

Egap − (EF − EV ) − EBB for p-type, where (EC − EF ) = 31meV and (EF − EV ) = 113 meV

for the nominal substrate doping and EBB is the total band bending as determined from PES

measurements.

With the addition of the high-κ layer, both the Al2O3 and HfO2 n-type samples show sim-

ilar IFLs at 260 meV, as shown in Fig 6.7. The p-type samples demonstrate a larger variation,

with the InGaAs/ HfO2 being closer to the conduction band edge (220 meV) than Al2O3 (370

meV). InGaAs/high-κ samples of 4 nm thickness showed marked charging at the surface due to

the photoemission process, giving uncorrectable shifts in the spectrum. As such, those results are
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of 2nm and 4nm high-κ thickness, shown for both Al2O3 and HfO2. Interfacial Fermi level is shown
referenced to the conduction band (red band), with the nominal band gap of 760 meV for InGaAs
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not presented here. With the addition of the TiN layer, a systematic shift in IFLs for all samples

was observed toward the conduction band edge. This can be understood in terms of the expected

Schottky transfer of electrons from the lower work function TiN metal (Φp=4.5 eV) to the higher

work function InGaAs upon deposition. The smaller change in the n-type samples (55 meV) com-

pared to the p-type samples (70 meV for HfO2 and 140 meV for Al2O3) is consistent with the

smaller work function difference and, hence, less charge transfer upon deposition.

In comparing metal-gated stacks of different high-κ thicknesses, the sign of the trapped charge

within the high-κ layer could be determined. With high-κ layer thicknesses of 2 nm versus 4 nm,

both stacks with Al2O3 as well as the p-type HfO2 shift further toward the conduction band.

Some of this shift is anticipated with the thickening of the oxide, simply assuming a uniformly

distributed bulk charge density. Accounting only for the change in thickness effect on the overall

band bending, this would comprise a 12 meV and 8 meV shift toward EC for p-type and n-type
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Al2O3 stacks, respectively. Instead, a shift of 140 meV (p-type) and 85 meV (n-type) is seen.

Similarly for HfO2 stacks, due to its high dielectric constant, a < 5 meV shift is expected for the

increased thickness. This is compared to the 60 meV shift measured for p-type, with a negligible

shift actually measured in the n-type stack. Since the samples were deposited with identical TiN,

the origin of this excess change to band bending must reside within the oxide. The increase in

band bending for the p-type and corresponding decrease in the n-type stacks indicate a positive

trapped charge. This is in agreement with electrical characterizations in previous work studying

III-V/high-κ/metal gate stacks that found positive trapped charge within HfO2 stacks [31] and

positive bulk/ negative interfacial charge in Al2O3 stacks [270, 260].

6.4.2 Thermal Treatment of stacks

Knowing the positive nature of the trapped charge within the oxide, its stability and evolution

could be probed as a function of thermal annealing to simulate processing conditions. Annealing

was done using direct current heating for 5 seconds at each subsequent temperature, with PES

measurements performed at room temperature. Several key aspects were seen in the behavior of

the IFL with annealing temperature, shown in Fig 6.8. First, the non metal-gated Al2O3 samples

(Fig 6.8a) demonstrated clear trends in both p and n-type stacks with the IFL showing a near

linear dependence with increasing temperature. 1

Two dominant regions of behavior are seen for the InGaAs/ high-κ/TiN stacks, denoted

in white and gray background, with a more dramatic trend seen in Al2O3 stacks. In the low

temperature region below 300-350C, IFLs for both 2 nm and 4 nm stacks move toward mid gap

with increasing temperature. Due to the initial presence of positive charge within the oxide, this

indicates a decrease in the magnitude of this charge. At higher temperatures above 350C, the IFL

moved back toward the conduction band, indicating an increase in the magnitude of the positive

charge within the oxide. The less dominant trend seen in HfO2 stacks (Fig 6.8d) supports previous

1 Due to the insulating nature of the high-κ layer, the as-received room temperature measurement (20 C) was
sensitive to charges associated with adsorbed surface contamination like water and hydrocarbons. XPS verified a 200
C anneal was sufficient in removing the majority of carbon contamination from the surface, yielding accurate band
bending measurements in the > 200C region.
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studies that have found that HfO2 grown directly onto III-V yields a non-pristine interface due to

the regrowth of In, Ga, and As oxides during deposition, whereas Al2O3 growth has a “self-cleaning

behavior of removing surface oxides on the InGaAs during deposition [248, 271]. The addition of

interfacial layers have been suggested to produce lower defect HfO2 stacks [251]. It is then to be

expected that directly deposited HfO2 on III-V materials would exhibit a more complex behavior

with thermal annealing due to the varying breakdown and evolution of these different elemental

oxides at the interface.

Certain observations can be made in comparing the annealing behavior of the non-metal

gated InGaAs/ Al2O3 with the InGaAs/ Al2O3/TiN stacks. First, the high temperature (> 350

C) behavior is common to both metal gated and non-metal gated stacks. Second, for the lower

temperature (< 350 C) region, the move toward mid-gap seen in the metal gated samples is unique.

This suggests that the low temperature behavior in the metal-gated samples is due to the interaction

of the deposited TiN layer with the high-κ oxide while the high temperature behavior is due to

changes within either the high-κ layer or at the high-κ/III-V interface. The high-κ associated

change at higher temperatures is anticipated since high-κ deposition occurs ∼350 C. This would

mean that most high-κ defect changes within the lower temperature range would have already
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taken place during deposition. Previous studies of HfO2 on Si attributed a similar IFL behavior as

due to positive oxygen vacancy generation within the bulk of the HfO2 [31].

Associating the low temperature behavior with changes within or at the interface of the TiN,

as concluded from Figure 6.8, is further supported with studying the change in work function of TiN

as a function of thermal annealing, as determined in Figure 6.9. The vacuum work function was

seen to increase dramatically in the lower temperature region (gray) and roughly stabilize at higher

temperatures. In the case shown for p-type, this increase at lower temperatures would result in a

decrease in the initial charge transfer from the TiN to the InGaAs to give a decrease in the overall

band bending, walking the IFL away from the conduction band edge. This behavior is consistent

with the IFL measurements presented in Fig 6.8. The increased change in work function for the

thicker oxide also suggests a link to changes within the high-κ. A mechanism for this behavior

would be the possible compositional change at the TiN/high-κ interface, with the oxidation of the

TiN leading to an increased vacuum work function. TiN has also been shown to diffuse oxygen
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[272, 273] and subsequently passivate oxygen vacancies within HfO2 [274], which would also yield

a decrease in overall positive charge with increasing temperature.

6.4.3 C-V/ I-V Characterizations

Measuring C-V and I-V characteristics on MOScap samples from clone wafers allowed for

direct comparison of PES band bending measurements (Vfb for C-V traces) in the metal gated

samples. C-V measurements were performed with a Agilent E4980A CV meter and a HP4145B

parameter analyzer operating within the lower frequency range from 100 Hz- 100 kHz to probe the

response of defects within the stack. The results for the n & p type stacks with 4 nm of Al2O3 or

HfO2 are shown in Figure 6.10. For the InGaAs/HfO2/TiN samples, the p type demonstrated a large

defect response with notably large hysteresis and a large frequency dispersion from 100 Hz to 100

kHz. This is consistent with previous studies on n-type samples [267] and with the photoemission

measurements presented in Fig 3d, where the less pronounced behavior with annealing temperature

points to a non-ideal high-κ/ InGaAs interface due to oxides. N-type HfO2 stacks were seen to have

less hysteresis and dispersion. We note, however, that large current leakage in n-type samples for

both Al2O3 and HfO2 prevented accurate capacitance measurement for frequencies lower than 10

kHz. InGaAs/Al2O3/TiN stacks demonstrated markedly less dispersion, consistent with previous

studies [275], allowing for extraction of Vfb to compare with high temperature PES measurements.

Proper Vfb extraction method for III-V is debated [276], however, extracting corresponding

voltage at the theoretically expected values for capacitance density (at our nominal doping) gives

a reasonably good estimate of Vfb. The highest frequency C-V curves (100kHz) for n and p

type Al2O3 were used in order to minimize the contribution to capacitance due to charge defects.

Extracted Vfb for the calculated capacitance density values of 480pF/cm2 for n-type and 580pF/cm2

for p-type were seen to be 60 ± 50 and -540 ± meV, respectively. A large difference of 140 meV

is seen in the p-type samples between the extracted Vfb and the PES band bending value of -400

± 20 meV. This discrepancy was postulated as due to extra, thermally-significant processing steps

performed on the MOScap samples that were not performed on the non-patterned PES samples,
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Figure 6.10: (left) C-V characterization for p-type and n-type InGaAs/4 nm high-κ/5nm TiN stacks
with Al2O3 and HfO2 measured at room temperature. Extracted Vfb values for Al2O3 samples are
denoted with dashed lines. (right) corresponding I-V characterizations.

namely a high temperature (> 400C) forming gas anneal. To test this, a forming gas anneal under

identical conditions was performed on the p-type sample and the band bending remeasured with

photoemission. With the p-type sample, the measured post-forming gas anneal value of 480 ± 20

meV was closer to the MOScap Vfb than pre-forming gas anneal, demonstrating agreement between

the extracted Vfb in electrical characterization and PES measurements as long as all processing

steps were replicated. The remaining discrepancy of 60 meV between PES and C-V measurements

accounts for a defect density of only 3 ∗ 1011/cm2. Due to this increase in Vfb and positive charge

known to be residing within the oxide, two possible scenarios can be occurring upon forming

gas annealing. First, there could be an addition of positive charge to the stack due to creation

of additional oxygen vacancies during the prolonged elevated temperature exposure of the oxide.

Otherwise, hydrogen would need to passivate a negative charge residing within the stack. Recent

theory [247] and electrical characterizations [270] of InGaAs/ Al2O3/TiN stacks have indicated a
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possible positive charge within an Al-rich bulk portion of the oxide and a negative charge along an

O-rich interface. Upon forming gas anneal then, hydrogen passivates dangling bonds and decreases

negative charge along the interface. While either scenario is possible, additional studies on hydrogen

passivation of defects [255] point to the latter as the most probable mechanism.

6.5 Conclusions

Our studies have identified three unique stages effecting a net positive charge within InGaAs/high-

κ/TiN gate stacks, incorporating Al2O3 and HfO2, after deposition and thermal treatment:

(1) Charge transfer upon metal deposition between the TiN and InGaAs due to dissimilar work

functions.

(2) A low temperature region (< 350 C) decreasing net positive charge associated with changes

at the TiN/high-κ interface.

(3) A high temperature region (> 350 C) increasing net positive charge associated with changes

within the high-κ itself.

Furthermore, photoemission band bending measurements used to discern these behaviors

show good agreement with conventional C-V measurements on identical wafers after similar pro-

cessing.



Chapter 7

Future Outlook and Conclusions

Several of the experiments in this presented work can benefit from two milestones that have

recently (within < 2 years) been realized in high harmonic generation: (1) high energy-resolution

harmonics driven with 2ω light [14] and (2) the successful demonstration of circular harmonics

[277]. The following sections outline the extension of presented experiments possible utilizing these

techniques, followed by general conclusions of the work presented in this thesis.

7.1 Circular harmonic Generation

In the traditional description of laser–driven high harmonic generation, a circularly polarized

driving field fails to produce harmonics due to the initially ionized electron never being able to trace

a path to recollide with its parent ion. However, as theoretical descriptions [278, 50] and a recent

experimental implementation [277] have shown, this restriction can be overcome by wave-mixing of

two disparate driving frequencies. Driven with copropogating 400 nm and 800 nm light of opposite

helicity, the resultant electric field component traces out a Lissajous curve, or trefoil shape, that

produces three linear bursts of harmonics that rotate over one optical cycle (shown in Fig 7.1, left).

Yielding a pulse train that contains alternating left circular polarization (LCP) and right-circular

polarization (RCP) (shown in Fig 7.1 right), these effectively circular harmonics have been used in

magnetic circular dichroism (MCD) measurements on Co [277] to demonstrate their potential for

future material applications.

With the benefit of generating circularly polarized harmonics comes tremendous potential
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Figure 7.1: (left) Resultant net electric field with the addition of 800 nm and 410 nm opposite
helicity driving light, explicitly shown at 8 different instances in time. Adapted with permission
from [279]. (right) Circularly polarized harmonics generated with N2 and Ne (with the Co M-edge
shown for reference). Alternating harmonic polarizations of LCP and RCP are indicated in blue
and green. Adapted with permission from [277].

in photoemission spectroscopy: time-resolved spin-resolved studies. In general, photoelectrons

emitted with circularly polarized light have been seen to be nearly 100% spin polarized, owing

to the spin polarization transfer from the photons to the electrons via spin-orbit interaction (see

Ref [280] and references therein). With the desire to study spin-split (“spin polarized”) electronic

bands in magnetic and even non-magnetic materials 1 , two main approaches to date have been

used to study spin-dependent photoelectron dynamics, either through circular polarized harmonics

generated via a helical undulator [282] or using a spin-resolved photoelectron detector [283]. Spin-

resolved ARPES studies on beamline generated circular harmonics have been used to selectively

excite photoelectrons for quantum phase measurements in graphene (phase difference between the

2 sublattices) [284] and topological insulators (Berry’s phase) [285]. Spin-resolved photoelectron

detectors, selectively sorting up and down spins after photoemission of both, have been success-

1 With splitting due to spin-orbit interaction via the Fano effect [281]
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fully used to map spin-polarized band structures in materials [286, 287]. However, these systems

are usually characterized by a lower throughput efficiency (and hence lower number of collected

photoelectron events), making time-resolved material studies difficult. Spin-resolved studies have

also mapped the transient valence band structure of Gd(0001) during a ultrafast demagnetization

process [288], but the large exchange splitting of the bands made explicit spin-resolved detection

not necessary.

7.1.1 RABITT studies on Cu(111)

In the RABITT measurements presented in Chapter 4, the interfering sidebands of the comb

of generated harmonics allowed both the intrinsic chirp of the harmonics and quantum phase of

the valence Cu(111) states to be measured. Following its original prescription to be used in char-

acterizing the harmonic comb, a similar experiment can be conducted on Cu(111) to characterize

the chirp and generation of the comb of circular harmonics. Investigations are already underway

and have revealed relative phase delays between harmonics of opposite helicity.

In addition to characterization of the harmonics themselves, the presented studies revealing

information on the electronic states of Cu(111) can be extended to other material systems. Of

particular interest is the extension of the metallic valence band studies in Chapter 4 to include

dielectric systems. With, for example, Xe adsorbed onto Cu(111), any screening effects contribut-

ing to the metallic Cu(111) dynamics can be minimized due to the near-unity dielectric constant.

Preliminary work done on Xe overlayers on Mg(111) in the context of free-electron classical trans-

port through the overlayer using attosecond streaking [100]. The electron interferometry technique

employed here would allow for a more detailed study comparing the conduction band dynamics of

the underlying Cu(111) surface with the Xe bands, provided the Xe adlayer was sufficiently thin to

be able to simultaneously resolve bands from both materials.
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7.1.2 Graphene

In the measurements presented on Graphene in Chapter 5, photoemission with linear polar-

ized harmonics only allowed for the study of electron dynamics in Graphene/SiC(0001) and studies

on the modification of graphene’s electronic structure with the addition of alkali adsorbates. In

using our linearly polarized harmonics, modeling the specific form of the transition matrix elements

that would otherwise allow us to directly extract the phase, is made difficult by experimental inten-

sity fluctuations and accounting for all final state effects [289]. By spin-selectively photoemitting

electrons via circular harmonics, these issues can be minimized. Static spin-resolved ARPES mea-

surements on Graphene using circularly polarized harmonics have been used to directly extract

the Berry’s phase of both mono and bilayer Graphene [284, 290], with good agreement to the-

ory. Electron dynamics using linear harmonics have also been mapped in Graphene/SiC(0001) and

Graphene/Ni(111), showing little deviation from similar measurements on graphitic systems.

To date however, these two studies have not been combined, where the tracking the spin-

resolved electron dynamics of graphene have not been directly probed with ARPES. These types of

studies would be able to inform on spin-dependent scattering processing such as Elliott-Yafet and

Dyakonov-Perel mechanisms. Elliot-Yafet scattering refers to a “spin flip” mechanism mediated

by scattering with impurities, defects, or phonons while Dyakonov-Perel scattering results in elec-

trons feeling an effective magnetic field, that changes in direction upon each momentum-changing

scattering event, resulting in random spin precession [291, 292]. These mechanisms act on different

momentum scattering times [293], allowing one to determine the relative contributions to graphene’s

overall electron dynamics if probed on a sufficiently fast timescale. Indirect measurements [291, 294]

have attempted to determine which spin scattering mechanism is dominant, with results suggesting

a prominent Elliott-Yafet contribution. These dynamics would be directly accessible using circu-

larly polarized harmonics in graphene photoemission studies. Furthermore, these studies could be

extended to adsorbate modified graphene systems, like H-terminated “graphane”, where the con-

trolled addition of impurities and modification of graphene’s electronic structure would influence
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the dominant spin-scattering timescales [295].

7.1.3 Topological Insulators

In the same vein as the graphene system, topological insulators, whose band structures exhibit

a similar Dirac cone feature to that of graphene, have attracted considerable interest for ARPES

studies recently [296, 297, 298]. Previous time-resolved studies of have used circular polarized

pump excitations to study exotic phenomena such as driven spin-polarized photocurrents [299],

induced band gap opening [296], and temporally mapping the spin “texture” of the dirac cone

[297]. Unlike graphene, the surface helical Dirac fermions (as measured over the Fermi surface) in

topological insulators interact with phonons as well as electrons from the bulk reservoir [300, 298].

Attempts at disentangling these interactions by resolving these electron dynamics has been done

via spin resolved reflectivity measurements [301] or a circularly polarized excitation [298]. With

the addition of a circularly polarized probe, the spin topography of this band structure could be

mapped more precisely over time.

7.1.4 Surface-Adsorbate Systems

Additionally, studies have even seen spin-dependent charge transport for surface-adsorbate

systems like Ar adsorbed onto Fe(110), Co(0001), and Ni(111) [302]. These studies found a faster

charge transfer for minority electrons in the Fe and Co systems, with little difference in the Ni

system. With the transfer time difference attributed to the relative abundance of empty electronic

states in the material, similar studies can be performed to directly probe the spin state of the

system over the course of the ultrafast (2-3 fs) charge transfer. Similar dynamical studies on spin-

resolved relaxation can be used to study the substrate-induced polarization of adatoms [303] and

spin-polarized auger electron processes [282]
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7.2 Time-resolved High energy-resolution Studies

With the implementation of narrow energy-bandwidth (< 150 meV), high photon energy (21

[14] - 60 eV [73]) harmonics, previous limitations for choosing experimental systems with widely-

separated band structure features are greatly lifted. With these narrow harmonics measured to

have a pulse length of 20 fs, this also gives enough temporal resolution to capture all but the

fastest of electron dynamics.

7.2.1 Directly resolving interface states in InGaAs

Of particular interest, is directly resolving the dynamics of defect interface states in InGaAs.

In the studies presented in Chapter 6, the number of charged defects in a MOS stack are quantified

as they evolve with addition of deposited layers and annealing temperature. One remaining piece

of this puzzle is the nature of the electronic interface states themselves: What is the density of

trap states in the InGaAs band gap? It there a dominant interface state? What is the timescale in

which these defect states fill and empty with carriers? A dominant interface state could contribute

to “pinning” the Fermi level in InGaAs [304, 305], a concern in being able to tune the electronic

bands with an applied bias and calling into question its viability for use in MOSFET devices.

Direct evidence for these interface states have been seen in Inverse photoemission studies on GaAs

[306] and electron microscopy [307], but the exact occupation and density of states is seen to

vary greatly with surface preparation and interface quality [308]. Probing the distribution and

dynamics of these narrow bandwidth states upon carrier relaxation can therefore help in mapping

the dominant scattering mechanisms and timescales that are important for understanding electronic

device performance.

Similar to the studies proposed in Section 7.1.2, GaAs has also been seen to exhibit a photo-

induced spin Hall effect, where spin-oriented optically excited surface electrons diffuse into the

bulk via spin-dependent scattering [309, 299]. The relaxation dynamics of these electrons has been

measured through time-resolved Faraday rotation [310] to be exceptionally long (10-100 ns) due to
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lack of spin-orbit coupling in its conduction band. The dominant mechanism in this spin scattering

band has been suggested to be temperature dependent as well, with Dyakonov-Perel transitioning

to Elliott-Yafet at low temperatures [311]. As such, a temperature dependent, spin-resolved study

of carrier dynamics in GaAs and III-V family materials will be useful in determining the relative

contributions of these processes to carrier relaxation.

7.3 Conclusion

This thesis employed high-harmonic driven ARPES to measure electronic properties of ma-

terials from metallic surfaces to post-silicon technologies like Graphene and III-V structures. The

experimental implementations utilized range from the conventional pump-probe scheme for time-

resolved carrier dynamics studies, to attosecond spectroscopy and photovoltage band flattening

techniques to measure fundamental electronic state phases and device-inhibiting charge defects.

These results serve as a springboard for further study utilizing the recently developed techniques

of narrow energy-bandwidth and circularly polarized high harmonics.
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[99] R. López-Martens, K. Varjú, P. Johnsson, J. Mauritsson, Y. Mairesse, P. Salières, M. Gaarde,
K. Schafer, A. Persson, S. Svanberg, C.-G. Wahlström, and A. LHuillier, “Amplitude and
Phase Control of Attosecond Light Pulses,” Physical Review Letters, vol. 94, p. 033001, Jan.
2005.

[100] S. Neppl, Attosecond Tme-Resolved Photoemission from Surfaces and Interfaces. PhD the-
sis, Technische Universitat Munchen, 2012.

[101] A. Baltuska, T. Udem, M. Uiberacker, M. Hentschel, E. Goulielmakis, C. Gohle,
R. Holzwarth, V. Yakovlev, A. Scrinzi, T. Hansch, and F. Krausz, “Attosecond control of
electronic processes by intense light fields,” Nature, vol. 421, no. February, 2003.

[102] M. J. Abel, T. Pfeifer, P. M. Nagel, W. Boutu, M. J. Bell, C. P. Steiner, D. M. Neumark, and
S. R. Leone, “Isolated attosecond pulses from ionization gating of high-harmonic emission,”
Chemical Physics, vol. 366, no. 1-3, pp. 9–14, 2009.

[103] P. B. Corkum, N. H. Burnett, and M. Y. Ivanov, “Subfemtosecond pulses.,” Optics letters,
vol. 19, no. 22, p. 1870, 1994.

[104] V. S. Yakovlev, J. Gagnon, N. Karpowicz, and F. Krausz, “Attosecond streaking enables the
measurement of quantum phase,” Physical Review Letters, vol. 105, no. August, pp. 3–6,
2010.

[105] G. Saathoff, L. Miaja-Avila, M. Aeschlimann, M. Murnane, and H. Kapteyn, “Laser-assisted
photoemission from surfaces,” Physical Review A, vol. 77, p. 022903, Feb. 2008.

[106] L. Miaja-Avila, G. Saathoff, S. Mathias, J. Yin, C. La-o vorakiat, M. Bauer, M. Aeschlimann,
M. Murnane, and H. Kapteyn, “Direct Measurement of Core-Level Relaxation Dynamics on
a Surface-Adsorbate System,” Physical Review Letters, vol. 101, p. 046101, July 2008.

[107] C.-H. Zhang and U. Thumm, “Laser-assisted photoemission from adsorbate-covered metal
surfaces: Time-resolved core-hole relaxation dynamics from sideband profiles,” Physical
Review A, vol. 80, p. 032902, Sept. 2009.

[108] H. Muller, “Reconstruction of attosecond harmonic beating by interference of two-photon
transitions,” Applied Physics B, vol. 74, pp. s17–s21, Apr. 2002.
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[110] D. Guénot, K. Klünder, C. L. Arnold, D. Kroon, J. M. Dahlström, M. Miranda, T. Fordell,
M. Gisselbrecht, P. Johnsson, J. Mauritsson, E. Lindroth, a. Maquet, R. Täıeb, a. LHuillier,
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quet, and R. Täıeb, “Theory of attosecond delays in laser-assisted photoionization,” Chemical
Physics, vol. 414, pp. 53–64, Mar. 2013.
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[214] M. Petrović, I. Šrut Rakić, S. Runte, C. Busse, J. T. Sadowski, P. Lazić, I. Pletikosić, Z.-H.
Pan, M. Milun, P. Pervan, N. Atodiresei, R. Brako, D. Šokčević, T. Valla, T. Michely, and
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Appendix A

Supplemental Material

A.1 Multilayer Mirror Characterization and Coatings

In calculating the theoretical reflectivity when designing the multilayers, several properties

of the mirrors needed to be specified, including:

• Interdiffusion thickness: The thickness of the intermixed layer between the two multilayer

materials. This is material dependent and can vary from ∼0.4 nm for Mo/Si to ∼1.5 nm

for Mg/SiC coatings.

• γ: The ratio of the bottom layer thickness to the period (ie. a difference in the relative

thickness between the one multilayer material and the other). This was set between 0.3-0.9

depending on the coating and had the effect of slightly shifting the wavelength of the peak

in reflectivity.

• Number of Periods: Total number of deposited layers, where the deposition of both mul-

tilayer materials is defined as one period. Typical number of periods is 40 for the mirrors

used here, producing the narrow reflectivity bandwidth seen in Fig A.1. More broadband

reflectivities (with higher peak reflectivity) were also designed using as few as 20 periods.

• Incident Angle θ: Incident angle of the EUV beam onto the mirror surface. Angles as little

as 3 degrees produce as noticeable shift in the central peak reflectivity wavelength. Mirrors

were initially designed for a working angle of 3 degrees incidence due to the ”Z” layout of

the beam in the mirror chamber.
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Figure A.1: Multilayer mirror reflectivity for most commonly used wavelength and corresponding
multilayer material shown with optimal photon energy range

A.2 1ω Optical interference unique from RABITT effect

+‐

Figure A.2: Multiphoton ionization integrated over ±6 degrees emission angle as a function of delay.
Top temporal lineout is integrated over a kinetic energy region from 6-12 eV to show oscillations
with 1 period.

The observed 1ω oscillation shown in Fig. A.2 (period = 2.6 fs) is the optical interference

of the incident pump and probe pulses above the surface. This measurement shows that the

2ω frequency interferences discussed previously are not simply an optical interference effect.The
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stability of the laser and HHG optical paths was measured using above-threshold ionization induced

in Cu(111) by synchronized IR pump and probe fields.

A.3 Surface Emission from Cu(111) in RABITT studies

For laser-assisted photoemission in the presence of a moderate intensity laser field (2.8 ∗

1011W/cm2, 8µJ/pulse), the sidebands intensity disappears at the minimum interference. In this

case, the PES is identical to that with no temporally overlapped IR/HHG pulses. This is shown in

Fig. Fig. 4.7(b). However, when a higher laser intensity is used, the sidebands do not disappear at

this minimum point. An IR field of 4 ∗ 1011W/cm2 (12µ J/pulse) is sufficient to produce a residual

incoherent background, shown in Fig S5(a). Note that laser-assisted photoemission is strong in

all cases before background subtraction. While an intensity difference was still high between the

minimum and maximum of the sideband oscillation amplitude, the minimum is not zero.
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Figure A.3: (a) Sidebands generated by an intense IR field shown with raw integrated intensity
spectrum. (b) The corresponding difference spectra. Note that sidebands do not vanish at min-
imum, comparing spectrum with a weaker IR field (black) vs. red (strong). (c) Comparison of
surface contaminated and clean sample: sideband at the minimum intensity is not zero (compare
red vs. black traces, for contaminated vs. clean).

This incoherent background becomes strong two hours after the surface was cleaned - even

for low and moderate intensities of the IR field. Since this effect can be eliminated by re-cleaning

the surface, we attribute it to a gradual contamination on the surface. This is a clear indication

that the coherent interference oscillations we observe occur at the surface, since they disappear

before any other PES or LAPE spectral intensity changes. If the coherent sideband interferences
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originated from the bulk, they should be less sensitive to surface contamination, provided other

bulk features were not affected by contamination. Furthermore, the reduction in contrast (addition

of an incoherent background) at higher IR laser intensity can be explained as due to a high number

of electrons emitted from the surface at high laser fluence, leading to incoherent electron-electron

scattering events that destroy the quantum coherence.

Further support of the surface emission of the photoemitted states is seen through analyzing

the initial energy of the observed sp and d band features. Plotting each harmonic’s photoemitted

spectra on a scale relative to the Fermi energy, the peaks of the sp and d spectral features are seen

to be constant over the harmonic comb. This implies no dispersion in the k⊥ direction of the bands

and only a k|| component of the momenta.
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Figure A.4: k⊥ dispersion for sp and d states over the harmonic comb

A.4 Fourier Analysis Method- RABITT studies on Cu(111)

Figure A.5(a) shows the photoemission spectrum of Cu(111) measured along the ΓM direction

of the surface Brillouin zone, using a He Iα source. The spectrum shows the momentum regions

used in extracting time-resolved information on the surface state and non-surface (sp and d bands)

spectral features.
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We defined two integration regions to obtain time-resolved information for each unique state.

Due to the finite extent of the surface state, Region (1) is the momentum range where the bulk

bands exist, not overlapping with the surface state ( i.e. from ±0.15 Å−1 to 0.3 Å−1). Region (2)

is where the surface state momentum overlaps and is dominant over the bulk sp band (ie. from

±0.15Å−1). Integrated intensities of the surface state, sp & d bands, and sidebands over these

regions (1) and (2) can then be uniquely extracted. The representative lineout shown in Fig A.5(b)

is obtained by integrating over the momentum axis of Region (1) in Fig. A.5(a).
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Figure A.5: (a) Photoemission spectrum of Cu(111) along the ΓM direction of the surface Brillion
zone. The non-surface state integration (Region 1) and the surface state integration region (Region
2) are shown with dashed vertical lines. (b) Representative integrated intensity region for the sp
(red), d (green), and sideband (blue) peaks for each harmonic. Integration regions widths were
defined with respect to the centers of peaks as ±0.1 eV

Intensities corresponding to each state were extracted from each momentum-integrated spec-

trum in multiple temporal scans from -3 fs to +3 fs, collected over short (∼ 5 sec) integration times

per time-delay step. We then applied Fourier analysis to N > 100 scans to obtain the relative phase

of the sideband oscillation. Shorter acquisition times for each scan (∼ 3 min) made it possible to

obtain more spectra for analysis, while still preserving good signal-to-noise. The autopower:

Sxx(f) =
N∑
n=1

|x̃∗nx̃n| (A.1)

where x̃n is the Fourier transform of the (ω17 + ω)) sidebands nth temporal scan, was calculated
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for each scan to gauge the relative signal-to-noise ratio. Only scans with a dominant power in one

frequency mode were used in analysis.

The average cross-spectral density power was calculated to compare the bulk sidebands (from

either sp or d band) with the surface state sideband for each harmonic. The average cross-spectral

density power was calculated for each harmonic according to:

Sxy(f) =

N∑
n=1

|x̃∗nỹn| (A.2)

where x̃n is the Fourier transform of the bulk band nth temporal scan, ỹn is the Fourier transform

of the surface state nth temporal scan, summing over all N scans. The peaks of Sxy demonstrate

the oscillation frequencies common in both the surface state and bulk band temporal scans. This

showed a dominant peak corresponding to a period of 1.32 ± 0.03 fs for all observed harmonics.
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Figure A.6: Average cross-spectral density power for the sp band and surface state at kinetic energy
of 21.3 eV (black trace) Using the maximum mode from the cross-spectral power, the average cross
phase at that mode can be extracted (red trace).

The average cross-phase of the dominant Sxy peak gives the relative phase of the bulk band

sidebands with respect to the surface state sideband. This is shown for the sp band sideband

relative to the surface state sideband at 21.3 eV, shown in red in Fig. A.6.

The coherence function relating the bulk sidebands to the surface state sideband, for each
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harmonic, was also calculated, according to:

γxy =

|
N∑
n=1

x̃∗nỹn|√
N∑
n=1
|x̃n|2

N∑
n=1
|ỹn|2

(A.3)

This demonstrated how well-defined the phase relationship between the bulk sideband and surface

state sideband was as a function of frequency. At the peak frequency (2 ω), previously extracted

from the cross-spectral power, the coherence was consistently seen to be greater than 0.9 for all

harmonics and for both the sp and d band sidebands, indicating strongly correlated behavior [black

trace in Fig. A.7].
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Figure A.7: The coherence function for the sideband feature at 21.3 eV (in red). The sp band
sideband oscillation and surface state sideband oscillation were seen to be highly coherent. High
coherence was also seen between the oscillation of this sideband peak and its corresponding direct
photoemission peak (black).

The one-photon peak and its sideband also were seen to be strongly coherent at the peak of

the frequency mode extracted from the average cross-spectra (7.5 ∗ 1014 Hz or 1.32 fs), red trace

in Fig. A.7. Pairing this information with the extracted cross-phase value, we see that: (1) the

sideband and its primary peak have a well-defined phase relationship at the same (2 ω) frequency,

and (2) the sideband feature oscillates out of phase from its corresponding one-photon photoelectron

peak.
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For each harmonic, the coherence value was used in calculating the final error on the extracted

cross-phase between the bulk and surface state sidebands. This was calculated from:

εγ =

√
(1− γxy(fmax)

γxy(fmax)∗
2N1/2 (A.4)

where fmax is the frequency of the maximum in the cross-spectral power, as indicated by the blue

markers in figure A.6, and N is the total number of scans. This gives the error values quoted in

Fig. 4.8.

A.5 Details of DFT and Bader Charge Analysis for Na intercalation on

Gr/Ni(111)

All calculations for the results presented in Section 5.6.2.3 were performed using the VASP

code [312] based on spin-polarized density functional theory (DFT). The projector augmented wave

potentials were used for electron-ion interactions [313, 314]. Van der Waals dispersion forces were

accounted for through the optB88-vdW functional by using the vdW-DF approach [315, 316, 317].

The 2p electrons of Na were explicitly treated as valence electrons by using the semi-core potential

and the electron wave function was expanded using plane waves with an energy cutoff of 400 eV.

The Ni(111) surface was modeled by a six layer slab separated from its periodic image in z-direction

by a vacuum of at least 13 Å. The graphene was adsorbed on the Ni(111) surface by applying the

commensurate condition. A (1x1) primitive cell in the top-fcc configuration (one carbon atop of

Ni and the other carbon above the fcc hollow site, as shown in Fig 5.6a) was used to model the

graphene/Ni(111) system.

To model the Na adsorption on top of graphene/Ni(111) or after intercalation, a single Na

atom was adsorbed on top of graphene or was intercalated between graphene and Ni(111) in (3x3)

and (2x2) surface unit cells, corresponding to a Na coverage of 1 ML and 0.75 ML, respectively. The

Brillouin zones of (1x1), (3x3), and (2x2) were sampled using (17x17x1), (11x11x1), and (9x9x1)

Monkhorst-Pack k-point mesh [318], respectively. The three bottom-most Ni(111) layers were fixed

during relaxation. All structures were fully relaxed until the Hellmann-Feynman forces acting on
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the atoms were smaller than 0.01 eV/Å. The dipole correction was included and the electrostatic

potential was adjusted accordingly [318]. To investigate the effect of Na adsorption and intercalation

on the graphene states, the band structures of the Na/Gr/Ni(111) and Gr/Na/Ni(111) systems (as

shown in Fig 5.13) were calculated in a larger (2x2) supercell. This made it possible to compare

the experimental ARPES data with the calculated band structures without unfolding the band

structures of the supercell.


