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Imaging at the nanoscale is of great interest for applications in materials science, nanoscience

and biology. The microscopy method developed in this thesis combines a tabletop coherent EUV/X-

ray source based on high harmonic generation, and an image-forming method based on coherent

diffractive imaging. This microscopy method offers truly diffraction-limited resolution; however,

previous work has been limited to thin, isolated samples in transmission mode. This thesis work

extends this tool for imaging non-isolated samples, and for working in reflection mode to image

surface features of thick samples. The quantitative phase information of the reflection image enables

surface profilometry capability with sub-nanometer precision. The microscope developed in this

work is also demonstrated to have hyperspectral capability with simultaneous multi-wavelength

illumination, without the need for wavelength scanning or energy-resolved detectors. In the future,

by taking advantage of the short-pulse nature of the high harmonic illumination, this microscope will

be able to image nanoscale ultrafast dynamics with 10 femtosecond temporal resolution, opening

the door for imaging at the space-time limits.
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Chapter 1

Introduction

In December of 1959, Richard Feynman gave a talk titled “There’s Plenty of Room at the

Bottom” [1] at an annual meeting of the American Physical Society at Caltech. In this famous

lecture, Feynman laid the conceptual foundations for the field now called nanotechnology when

he imagined a day when things could be miniaturized – when huge amount of information could

be encoded onto increasingly small spaces, and when machinery could be made considerably more

compact. Feynman’s vision has been proven by the development of many scientific and technological

fields, such as materials science, and electronics: machines and devices have been made on ever-

decreasing length scales to make them faster, cheaper and more efficient or to exploit the peculiar

quantum mechanical properties. For these, and many other fields such as biology, microscopy is

the basic, and perhaps the most import, tool to investigate and classify small structures on the

nanometer scale. It has become one of the few methodologies applied to nearly every field of science

and technology in use today.

This chapter will discuss two key components of every microscopy (or more generally imaging)

technique: imaging probes (or illumination sources), and image-forming methods. This discussion

provides a context to introduce the unique microscopy technique developed in this thesis, one

that combines coherent extreme ultraviolet (EUV) from high harmonic generation (HHG) as the

imaging probe, and coherent diffractive imaging (CDI) as the image forming method. Following

the discussion on microscopy, this chapter will provide an overview of this thesis.
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1.1 Imaging probes and image-forming methods

The first microscope is usually credited to Zacharias Jansen in Middleburg, Holland, around

the year 1595. Since then, various techniques have been developed in the field of of microscopy, or

more generally imaging. Imaging techniques can be analyzed and classified based on their two key

components: the type of probe used to interact with the sample to be imaged, and the method

used to form an image, as shown in Fig. 1.1.

The first key component of every imaging technique is the probe it uses. Essentially, imaging

is about mapping of the interaction between the selected probe and the object to be imaged, and

the type of probe used directly determines its contrast mechanism. Furthermore, the probe type

can put an inherent limit of the resolution by its wavelength. Far field imaging systems have a

diffraction-limited resolution given by (using the Rayleigh Criterion):

r =
0.61λ

NA
. (1.1)

In addition, the choice of probe determines how thick a sample can be imaged by its penetration

depth.

In principle, to image a sample, any type of wave or particles can be used as the probe. As

shown in Fig. 1.1, the following probes have been used for imaging:

(1) Light or photons. This probe type has imaging contrast mainly based on elastic scattering

of the photon by the sample, or some excited processes such as fluorescence. It can further

classified based on the wavelength of the illuminating photons, such as visible light, EUV,

X-ray, etc.

Visible light microscopy (or light microscopy, optical microscopy) is the oldest and probably

the most familiar one to us – after all, human beings’ eyeball imaging system relies on this

probe type. It is used extensively in microelectronics, biotechnology, pharmaceutic research,

mineralogy and microbiology. Its resolution is limited to ≈ 200 nm due to the relatively

long wavelength.
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Figure 1.1: Classification of imaging techniques based on their two key components: probes (illu-
mination sources) and image-forming methods. The microscopy in this thesis work combines high
harmonic generation as the probe and coherent diffractive imaging as the image-forming method,
and have combined advantages from these components.
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A fluorescence microscope uses fluorescence and phosphorescence instead of the conven-

tional transmitted or reflected light for imaging. Super-resolved fluorescence microscopy

overcomes the diffraction limit in optical microscopy and brings it into the nanodimesion,

opening up important applications in biology and life sciences.

Shorter wavelength probes, such as EUV or X-ray, can yield higher resolution. Several

image forming methods can be applied to this probe type, including scanning transmission

X-ray microscopy (STXM), transmission X-ray microscopy(TXM) [2] and CDI [3]. X-ray

microscopy can image with elemental and chemical contrast. It also has three-dimensional

imaging capability due to the long penetration depth of X-rays.

(2) Electrons. Due to the electron’s short wavelength, electron microscopes have a much higher

resolution than optical microscopes. There are several types of electron microscopes: scan-

ning electron microscope (SEM), transmission electron microscope (TEM), scanning trans-

mission electron microscope (STEM), etc. In SEM, interaction of the electrons with the

specimen result in several possible products, including low-energy secondary electrons and

high-energy backscattered electrons, light emission (cathodoluminescence) or X-ray emis-

sion, all of which provide signals carrying information about the properties of the specimen

surface, such as its topography and composition. TEM can image with a really high reso-

lution of below 0.5 Å [4] but is limited to thin samples (≈ 100 nm or less).

(3) Ions. A representative example is scanning helium ion microscope. Ions have even shorter

wavelengths, and do not suffer from a large excitation volume, so an ion microscope can

have even higher resolution than SEM. It usually has a better material contrast too.

(4) Local tips such as a mechanical tip used in atomic force microscopy (AFM), a well-

established technique for surface profilometry. Here “local tips” refer to the probes used in

scanning probe microscopy (SPM). They represent a special category of imaging probes, in-

cluding a large variety of probes that that interact with the object locally through different

types of interaction, such as atomic force, magnetic force, etc.
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(5) Other probes include ultrasound wave used in sonography for imaging body structures,

radio waves together with magnetic fields used in magnetic resonance imaging (MRI), etc.

The second key component of every imaging technique is the image-forming method it uses.

As shown in Fig. 1.1, both point-by-point scanning and full field imaging techniques exist. In point-

by-point scanning techniques, either the beam, such as in SEM, or the sample, such as in STXM,

AFM or other SPM, can be raster scanned to form a two-dimensional image. Full field imaging

techniques include those with an image forming optics, such as a lens, and those without (termed

“lensless” here). The type of lens includes conventional refractive lenses used in optical microscopy,

Fresnel zone plates used in TXM, electromagnetic lenses used in electron or ion microscopy; In

these imaging techniques, the lens design is the core issue for improving resolution and decreasing

aberration.

A simple example of lensless, full field imaging techniques is the shadowgraph imaging used in

X-ray radiography. A pinhole camera is also a lensless imaging technique. Two import techniques

in this category include some types of holographic imaging (such as in-line holography invented by

Gabor [5]) and CDI [6]. While it is possible for these two techniques to employ certain optics or

lenses to condense the illumination onto the sample, the image-forming process itself does not rely

on the lenses. CDI uses computer algorithms to replace lenses to form an image, as will be seen in

Chapter 3.

The microscopy developed in this thesis combines coherent EUV/X-ray generated from HHG

as the imaging probe and CDI as the image forming method. As shown in Fig. 1.1, advantages

of EUV/X-ray from HHG as a probe include high temporal resolution of 10 fs due to its short

pulse duration, 3D capability, elemental specificity because many elements have their resonance

frequencies in this wavelength range, non-contact working mode, and higher resolution offered

by shorter wavelengths compared to conventional optical microscopy. CDI as an image-forming

method have advantages, such as truly diffraction limited resolution without aberration from image-

forming optics or limitation from the NA of the optics, inherently much faster than point-by-point
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scanning methods because it is a full field technique, and it provides quantitative amplitude and

phase information at the same time, enabling comprehensive and definitive characterization of the

sample. Combining HHG and CDI would lead to a microscope that combines the advantages from

both sides.

1.2 Overview of this thesis

HHG CDI microscopy was first demonstrated in 2007, by Richard Sandberg, Ariel Paul et

al. from our group [7]. In 2011, my colleagues Matt Seaberg, Dan Adams et al. demonstrated

a record, 22 nm resolution imaging with a 13 nm HHG source [8]. Both of these results are

for isolated samples in transmission mode with monochromatic light. This thesis will focus on

further developments of this microscopy method, including generalizing it to extended samples in

transmission, reflection, and hyperspectral modalities.

The two key components of this microscopy, coherent EUV/X-ray from HHG as the probe,

and coherent diffractive imaging as the image-forming methods, are described in Chapter 2 and

Chapter 3. The following chapters will discuss the results with this microscopy method. CDI

was conventionally limited to small, isolated samples, and has very limited success in reflection

geometry which is important for imaging surfaces, and structures on thick substrates. Chapter 4

will discuss the first demonstration of generalizing it to non-isolated samples with a HHG source.

Chapter 5 will discuss the first demonstration of a general-purpose reflection CDI microscope based

on ptychography. Chapter 6 will discuss results on further improvement of reflection ptychography

CDI. They enable high lateral and axial resolution surface imaging, with excellent imaging fidelity

compared with well-established methods such as SEM and AFM. Chapter 7 will discuss results

on hyperspectral imaging with multi-colored HHG combs. Instead of monochromatic illumination,

hyperspectral ptychography imaging uses multiple colors to illuminate the sample. The incoherent

sum of intensities from different colors are decomposed by the ptychography algorithm, enabling

spectromicroscopy with separate responses of the sample at each illuminating color. Finally, in

Chapter 8, ideas for future work with this microscope are discussed.



Chapter 2

Imaging Probe: High Harmonic Generation Producing Coherent EUV/X-ray

This chapter describes the first of the two key components for our unique microscopy: co-

herent EUV/X-ray from high harmonic generation used as the imaging probe. First, the constrast

mechanism is discussed for this probe. Then the theory of the high harmonic generation is de-

scribed. Finally, relevant properties of this imaging probe are discussed.

2.1 Coherent EUV/X-ray imaging contrast mechanism

The response of materials to electromagnetic radiation can be characterized by their index of

refraction n(ω), where ω is the frequency of the radiation. For the spectral range of EUV or X-ray,

n(ω) is typically written as [9]:

n(ω) = 1− δ + iβ (2.1)

where

δ = nareλ2

2π f0
1 (ω)

β = nareλ2

2π f0
2 (ω)

(2.2)

where na is the average density of atoms, re is the classical electron radius which is about 2.8 ×

10−15m, λ is the wavelength of the radiation. Here f0
1 (ω) and f0

2 (ω) refer to the real and the

imaginary parts of the complex atomic scattering factor:

f0(ω) =
∑
s

gsω
2

ω2 − ω2
s + iγω

. (2.3)

where γ measures the phenomenological damping force, ωs is the resonance frequency associated

with electron energy level s, gs is the so-called “oscillator strength”, which in the simple semi-
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classical model is the number of electrons. We see that n(ω) depends on the material’s composition

and the density in the sample.

For a transmission geometry, if the sample is thin enough to satisfy the projection approx-

imation [10], the exit surface wave Eout for a coherent incident wave Ein can be computed by a

multiplication:

Eout(x
′, y′) = Ein(x′, y′) · t(x′, y′) (2.4)

where

t(x′, y′) = e−k0
∫
β(x′,y′,z′) dz′e−ik0

∫
δ(x′,y′,z′) dz′ (2.5)

Here the phase of Eout(x
′, y′) is relative to the phase corresponding to vacuum of the same thick-

ness. The sample would show an amplitude contrast of e−k0
∫
β(x′,y′,z′) dz′ ], and a phase contrast of

−k0

∫
δ(x′, y′, z′) dz′ in its two-dimensional exit wave. Spatial variation of the sample’s composi-

tion, density, or thickness if the complex wave Eout, or the complex transmission function t(x′, y′)

is to be imaged, which is true in coherent diffractive imaging.

For a reflection geometry, Eout can be written as:

Eout(x
′, y′) = Ein(x′, y′) · r(x′, y′) (2.6)

where

r(x′, y′) = rm(x′, y′) · exp(i
−4πh(x′, y′) cos θi

λ
) (2.7)

or

r(x′, y′) = |rm(x′, y′)| · exp

[
i(φ

(
rm(x′, y′) +

−4πh(x′, y′) cos θi
λ

)]
. (2.8)

Here rm(x′, y′) is the complex reflection efficient form the material of the reflecting surface itself,

h(x′, y′) is the surface height distribution, and θi is the angle of incidence. rm is determined by

n(ω) through Fresnel equations. So coherent imaging of Eout(x
′, y′) or r(x′, y′) will show contrast

from both the composition and the height profile.
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2.2 Theory of high harmonic generation

After seeing the contrast mechanism of imaging with coherent EUV/X-ray light, let us see

how to generate them. Four approaches exist for generating coherent radiation at these short wave-

lengths: synchrotrons, free electron lasers, EUV/soft X-ray lasers and high harmonic generation

(HHG). Compared with synchrotrons and free electron lasers, HHG is a very compact source that

can be put on a tabletop. EUV/Soft X-ray lasers have pulse durations of ≈ picosecond, while HHG

has a much shorter pulse duration, on the order of 10 fs or less, allowing for much higher temporal

resolution.

HHG, as an extreme nonlinear process that upconverts the driving laser frequency to its high

orders, was first observed in late 1980’s [11,12]. Typically it is driven by ultrafast lasers composed

of an oscillator that generates femtosecond pulses with low pulse energy, and an amplifier that

increases the pulse energy to the mJ level. HHG can be understood on two levels: the microscopic,

single atom level, which explains the emission of high energy photons, and the macroscopic level

where phase-matching is considered.

2.2.1 Microscopic three-step model

On a microscopic, single atom level, the emission of high-energy photons in HHG can be

explained with a semi-classical, three-step model [13] that is quite analogous to what happens in

X-ray tubes. The photos and schematics of these two sources are compared in Fig. 2.1. In an X-ray

tube, as illustrated by Fig. 2.1(b), electrons in the cathode are first ionized, then accelerated in the

strong electric filed provided by the high voltage between the cathode and the anode, and finally

collide with the anode and emitting the high kinetic energy they have gained from the external

electric field. The three steps (ionization, acceleration, and collision) are roughly what happen in

HHG on a single atom level. A HHG source in a waveguide geometry is illustrated in Fig. 2.1(d).

Intense femtosecond laser pulses with a linear polarization (recent work shows circular polarization

can also work [14]) are focused into a waveguide that is filled with a certain type of noble gases,
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such as argon or helium. The electrons of the noble gas atoms are first ionized by the strong field

of the laser. The the free electrons are accelerated by the electric field of the laser pulse, and

as the electric field oscillates and changes direction, the electrons will deaccellerate, turn back to

the parent ions, and finally collide and recombine with the ions. At recombination, the energy is

released in the form of high-energy photons, typically in the EUV or X-ray range. Depending on

at the phase of the electric field at the moment of ionization, the calculated energy released can be

as high as:

hνmax ≈ Ip + 3.17Up (2.9)

where Ip is the ionization potential of the atoms, and Up is the so-called ponderomotive potential

of the laser field, defined as

Up =
e2E2

4meω2
0

(2.10)

where e is the electron charge, E is the linearly polarized electric field amplitude, ω0 is the laser

carrier frequency and me is the electron mass.

2.2.2 Macroscopic phase matching

Macroscopically, HHG requires phase matching to be efficient, similar to other nonlinear

optics processes, such as second harmonic generation, sum and difference frequency generation,

parametric amplification and oscillation. Phase matching for HHG means emissions from atoms at

different positions along the propagation axis are in phase, so the beam adds up coherently. The

phase mismatch ∆k is defined as:

∆k = qk1 − kq (2.11)

where q is the harmonic order, k1 is the wave number for the driving fundamental frequency, and

kq is the wave number for qth harmonic. ∆k has contributions from three parts: the neutral atoms,

the plasma due to ionization, and the waveguide geometry(in contrast to free space that is phase

mismatch free). It can be written as [15,16]:

∆k ≈ qu
2
11λ1

4πa2
− qP (1− η)

2π

λ1
(∆δ + n2) + qPηNareλ0 (2.12)
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Femtosecond
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Figure 2.1: A comparison between an X-ray tube and a HHG source that has a waveguide geometry.
A photo and a schematic are shown in (a) and (b) for an X-ray tube, and in (c) and (d) for a HHG
source.
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where we assumed the light is coupled into EH11 mode described by the Bessel J0 function, and

u11 is the root for the first zero, λ1 is the fundamental (first order) wavelength, a is the waveguide

radius, P is the pressure in atmospheres, ∆δ is the difference in index of refraction of the neutral

gas at the fundamental and the qth order harmonic wavelengths, η is the ionization percentage, Na

is the number density of the gas at one atmosphere, and re is the classical electron radius. We have

used the approximation the harmonic order q � 1, and at EUV/X-ray wavelengths, the index of

refraction is close to 1. The two main parameters used in experiments to achieve phase matching

are the pressure of the noble gas, and the pulse energy which affects the ionization percentage η.

The specific parameters can be found in later chapters on experimental results.

2.3 Properties of HHG

EUV or X-rays produced by HHG are spatially coherent, in contrast to incoherent X-ray

radiation from X-ray tubes. It is driven by a laser which is spatial coherent, and the propagation

in the waveguide can purify the spatial modes of the coupled laser light. With Young’s double slit

measurement, this source exhibits spatial coherence across nearly the whole beam extent in the

EUV [17] and X-ray [18] wavelengths.

A typical HHG spectrum is shown in Fig. 2.2 [19]. Usually, several harmonics with odd orders

are phase matched simultaneously. As estimated from the spectrometer measurement represented

by the dashed line in Fig. 2.2, for each harmonic, λ/∆λ ≈ 100. Usually only one harmonic is

selected through multilayer mirrors. Imperfect monochromaticity causes blurring of diffraction

fringes at high diffraction angles, thus a decrease of spatial resolution in diffractive imaging. A

discussion with a specific experimental situation will be presented in Chapter 4.
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Figure 2.2: A representative HHG spectrum in the EUV range obtained from a spectrometer
(dashed curve) and from a double-pinhole measurement. Figure adapted from [19].



Chapter 3

Image-forming Method: Coherent Diffractive Imaging

Coherent diffractive imaging (CDI) [3, 6] is the image forming method of the microscopy

developed in this thesis work. Also called “lensless imaging”, CDI is a computational imaging

technique that replaces image forming optic(s) with a computational algorithm. As illustrated in

Fig. 3.1, in CDI, a coherent beam of wavelike particles, such as photons or electrons, is incident

on the object to be imaged, and the diffraction magnitude is measured on a pixel-array detector.

With the measured diffraction magnitude, and additional known constraints about the sample,

iterative algorithms are applied to retrieve the phase of the diffraction that is missing during the

measurement of the magnitude. With both the magnitude and the phase of the diffraction, and the

mathematical relationship of the complex diffraction field from the object, the image is calculated,

with both amplitude and phase contrast.

This chapter will first provide a historical review of the CDI techniques including both single-

diffraction CDI and ptychography CDI [20]. The next two sections will discuss two theoretical

aspects of CDI: the diffraction theory, and iterative algorithms for diffraction phase retrieval. The

section on the diffraction theory aims to establish a systematic framework, which covers different

diffraction formulas, the approximations they use, and their ranges of applicability. This section

aims to make it clear which diffraction formula to use with given experimental conditions. The

section on iterative algorithms will explain how to retrieve phase for the measured diffraction

modulus using iterative algorithms.

After the theories behind CDI, this chapter will discuss the numerical implementation of
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Image

Reconstruction

Coherent
beam

Diffraction
pattern

Sample

Detector

Figure 3.1: Illustration of the coherent diffractive imaging technique. A spatially-coherent beam
illuminates the sample, and the diffracted intensity is measured on a pixel-array detector. Then
iterative algorithms are applied to retrieve the phase that cannot be physically measured for the
diffracted wave, and reconstruct an image of the sample.
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these theories in CDI.

3.1 Review of CDI developments

Here the CDI techniques divided into two categories: single-diffraction CDI and ptychography

CDI. To reconstruct a 2D image of the sample, only one diffraction pattern is needed in single-

diffraction CDI, while multiple diffractions measured at different scanning positions are needed in

ptychography CDI.

3.1.1 Single-diffraction CDI

In 1895, Röntgen discovered X-ray and in 1912 Laue discovered X-ray diffraction from crys-

tals. Afterwards, the field of X-ray crystallography developed rapidly, and became an important

tool for identifying the atomic and molecular structures of a crystal. Since many materials can form

crystals — such as salts, metals, minerals, semiconductors, as well as various inorganic, organic

and biological molecules — X-ray crystallography has been fundamental in many scientific fields.

It is used to reveal the structure and function of biological molecules, including vitamins, drugs,

proteins, and nucleic acids. For example, in 1953, Watson and Crick suggested the double-helix

model of DNA structure using this tool.

X-ray crystallography was the first experimental discipline to face up to the consequences

of lost phase: when the diffraction was measured, only the amplitude (intensity, or flux) can be

physically measured but not the phase. Had both the amplitude and the phase of the complex wave

been known, the wave can then be directly propagated back from the detector plane to the sample

position to get an image. Indeed, this type of inverse problem — the reconstruction of an object from

measurements of its scattered intensity — has occupied physicists for over a century, and arises in

fields as varied as optics, astronomy, medical tomographic imaging, holography, electron microscopy,

and particle scattering, besides X-ray crystallography. Fortunately for crystalline structures, there

is usually large quantities of stereochemical a priori information making phase retrieval much more

tractable than for generalized, non-crystalline structures.
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Extending X-ray crystallography to a general diffraction imaging technique started in 1952,

when Sayre [21] observed that Bragg diffraction undersamples the diffraction intensity pattern rel-

ative to Shannon’s theorem, and noted out that there may be enough information in the diffraction

itself to uniquely solve the diffracting object, if only one could measure midway between Bragg

peaks. In 1980, he pointed out [22] that a single isolated non-peoriodic object permits such a

higher density sampling scheme. He envisaged extending X-ray crystallography to general imag-

ing of non-periodic samples using diffraction — the method known as coherent diffractive imaging

(CDI) now. However, Sayre’s early work does not prove that a properly sampled far-field diffraction

pattern would necessarily yield sufficient information to determine an image of the object, primarily

because it does not deal with issues of the independence of the additional measurements. In 1978,

Fienup, working independently of Sayre, argued that [23] it should be possible to reconstruct an

object form its Fourier modulus, and proposed some iterative algorithms (input-output approach)

that built on the Gerchberg-Saxton algorithm developed in 1972. In 1982, Bates published a pa-

per on the existence of a unique solution for the phase recovery problem [24]. He argued that

the diffraction from an isolated object would certainly lead to a unique solution apart from some

trivial ambiguities (lateral translation, complex conjugate, spatial inversion, and absolute phase).

In early 1980’s, Fienup’s further development of iterative algorithms with feedback [25] produces

a remarably sucessful optimization method for phase retrieval. The iterations can be viewed as

Bregman projections in Hilbert space, and this insight has allowed theoreticians to analyze and

improve on the baisc Fienup algorithm [26].

On the experimental side, the successful demonstration of X-ray CDI did not happen until

1999, by Miao et al. on a synchrotron source [6]. There was great effort from my group to move CDI

from the huge light sources to our unique, tabletop HHG source. In 2007, Richard Sandberg, Ariel

Paul et al. from our group first demonstrated it with a tabletop, high harmonic EUV source [7].

In 2011, my colleagues Matt Seaberg, Dan Adams et al. demonstrated a record, 22 nm resolution

imag with a 13 nm HHG source [8].

Conventional CDI does have a serious limitation: it is applicable to samples that are small
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and isolated. In 2008, Abbey et al. demonstrated the keyhole CDI method, which successfully

removed the isolation limitation. Two factors contribute to its success: first, instead of requiring

the sample to be isolated, it uses isolated illumination by putting an aperture in the beam. The

beam maintained a sharp edge and a finite support when it propagated to the sample plane. So

although the sample is not isolated, the exit surface wave is, making the isolation constraint in the

sample plane still valid. Second, instead of illuminating the sample with plane wave, they used

a beam with a phase curvature. This phase curvature provides a low-resolution in-line hologram

image of the sample, and also contributes to eliminate ambiguities and facilitates convergence

of the iterative algorithm. I, together with Matt, Dan et al., demonstrated keyhole CDI with

HHG [27], with results shown in Chapter 4. Dennis Gardner, I and other members of the group

also demonstrated apertured illumination CDI, which is a more demanding yet more straightforward

approach, is based on the same idea of isolating the illumination instead of isolating the sample.

To date, single-diffractin (non-ptychographical) CDI has been used to extract the structure

and dynamics of a variety of objects, including biological samples [28, 29], nanocyrstals [30, 31],

strain fields inside a nanocrystal [32] and integrated circuits [33].

3.1.2 Ptychography CDI

Instead of retrieving phase from a single-diffraction pattern, ptychography CDI (or just pty-

chography) [20] scans the sample relative to the beam, with overlap in between adjacent scans. The

overlap , instead of the isolation constraint in single-diffraction CDI, provides redundant informa-

tion that allows the phase problem to be solved.

Ptychography CDI has gone through a quite different history than conventional CDI. Be-

tween about 1968 and 1973, Hoppe [34–38] conceived the concept of ptychography to solve the

phase recovery problem in crystallography. The concept uses convolution theorem, and in German,

“convolution” shares the same meaning with “folding”, for which the Greek word is “ptycho”; hence

the name “ptychography”. In 1989 and 1992, Bates and Rodenburg published two papers on the

Wigner distribution deconvolution method used to recover the phase for general, non-crystalline
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structures, and in 1996, Chapman demonstrated this method using an X-ray source [39]. In 2004,

Rodenburg and Faulkner introduced and demonstrated a faster and more efficient iterative method

for ptychographic phase retrieval [40, 41], later known as ptychographical iterative engine (PIE).

This method was demonstrated with X-ray in 2007 by Rodenburg et al. In 2008, Thibault et al.

discovered that not only the object, but also the illumination beam can be solved with ptychog-

raphy [42]. This has pushed the capability of the ptychography CDI to a new level. A detailed

account of the history of ptychography can be found in Ref. [43].

In 2014, we demonstrated for the first time generalized CDI in a reflection geometry with HHG

[44], as shown in Chapter 5. Afterwards, together with Dennis Gardner and Dan, I demonstrated

reflection CDI with high lateral and axial resolution, and unprecedented quality. The images

from our microscope compare favorably with those from well-established microscopy methods, such

as SEM and AFM. It has a unique, powerful contrast mechanism, making it a promising tool for

surface metrology. This work is covered in Chapter 6. Another exciting result involves hyperspectral

imaging: the sample is illuminated with multiple colors at the same time and the incoherent sum is

detected; then a computational method is used to decouple the incoherent sum, and separate the

reponse of the sample at different wavelengths. This spectromicroscopy method exploits the power

of computational imaging, and has no need for an energy-resolved detector, and serial scanning of

wavelengths. This work is covered in Chapter 7.

3.2 Diffraction theory

After the review of historical developments in the previous section, this section focuses on the

first theoretical aspect of CDI – diffraction theory. I will first review the history of diffraction theory.

Then I will provide a short derivation of the key diffraction formulas for different experimental

conditions. Most of these formulas can be found in textbooks covering the topic of diffraction [45,46],

while some are new results; all of them are put in a coherent, systematic framework. After this

section, it should be clear to the readers which diffraction formula to use for the specific CDI

experimental condition they are faced with.
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3.2.1 History of diffraction theory

The origin of diffraction theory can be dated back to 1660, when Italian scientist Francesco

Maria Grimaldi coined the word “diffraction” and was the first to record accurate observations

of the phenomenon. Since then, the understanding of diffraction has deepened along with the

development of theories on the nature of the light. Table 3.1 showcases a short summary of key

milestones, extracted from Refs. [45, 47].

3.2.2 Wave equations from Maxwell’s equations

We start from Maxwell’s equations (Eq. 6.6 in Ref. [46], with the same notations) which

govern electromagnetic phenomena in the classical (non-quantum) regime:

~∇ · ~D = ρ

~∇ · ~B = 0

~∇× ~E = −∂t ~B

~∇× ~H = ~J + ∂t ~D

(3.1)

, where

~B = µ0
~H + ~M,

~D = ε0 ~E + ~P

(3.2)

In terms of vector potential ~A and scalar potential Φ which relate to the fields ~E and ~B in

the following way:

~B = ~∇× ~A

~E = −∇Φ− ∂t ~A
(3.3)

and which we choose to satisfy the Lorenz condition:

~∇ · ~A+
1

c2
∂tΦ = 0 (3.4)

, then the wave equations are:

(∇2 − 1
c2
∂tt)Φ = − ρ

ε0

(∇2 − 1
c2
∂tt) ~A = −µ0

~J

(3.5)
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Table 3.1: Key milestones in the history of diffraction theory.

Year Event

1660 Grimaldi coined the word “diffraction” and recorded accurate observation of
the diffraction phenomenon for the first time.

1678 Huygens proposed the principle named after him: “Every point on a wave-front
may be considered a source of secondary spherical wavelets which spread out in
the forward direction at the speed of light. The new wave-front is the tangential
surface to all of these secondary wavelets.”

1704 Newton published Opticks, in which he proposed the particle theory of light.

1801 Young performed the double slit experiment, strengthened the wave theory of
light.

1818 Fresnel published his famous memoir on the Diffraction of Light, calculated the
distribution of light in diffraction patterns with excellent accuracy based on
work by Hyugens and Young.

1860 Maxwell identified light as electromagnetic wave, and in the following two years
published an early form of equations named after him.

1882 Kirchhoff formulated the so-called Huygens-Fresnel principle.

1896 Sommerfeld modified Kirchhoff’s formula using Green’s function, resulting in
Rayleigh-Sommerfeld diffraction theory, a rigorous solution for two-dimensional
scalar diffraction problem.

1939-1947 Stratton, Chu, Schelkunoff and Smythe [48–50] formulated vectorial diffraction
theory.
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For radiation generation problems, we consider situations where there are free sources of

charge and current; while for radiation diffraction or propagation problems, we consider a volume

inside which there are no free sources of charge and current: ρ = 0, ~J = 0. Then in terms of

potentials, the wave equations become:

(∇2 − 1
c2
∂tt)Φ = 0

(∇2 − 1
c2
∂tt) ~A = 0

(3.6)

In terms of elctric field ~E, the wave equation is:

[∇2 − ε0µ0∂tt] ~E = ∇(~∇ · ~E) + µ0∂tt ~P + ∂t~∇× µ0
~M (3.7)

In terms of electric displacement field ~D, the wave equation is:

∇2 ~D − ε0µ0∂tt ~D = −~∇× (~∇× ~P ) + ε0∂t~∇× µ0
~M (3.8)

The above three wave equations form the bases for all the further treatment of the diffraction

regime in this section. We will use Eq. 3.6 for two-dimensional (2D) vectorial diffraction theory,

and Eq. 3.7 for 2D scalar diffraction theory. Here “two-dimensional” means diffraction is calculated

against a two-dimensional distribution of fields, usually on the “exit surface”. We will use Eq. 3.8

for three-dimensional (3D) diffraction theory; here “three-dimensional” means the diffraction is

calculated against the three-dimensional distribution of certain properties of the scatterers.

3.2.3 2D Scalar Diffraction Theory with Green’s function approach: Rayleigh-

Sommerfeld diffraction integral

Scalar diffraction theory ignores the vector nature of the electromagnetic fields. To be specific,

boundary conditions lead to coupling between ~E and ~H and between different components of ~E [48,

51]. This treatment simplifies the problem, and turns out to provide accurate enough result when

the feature dimension of the scattering object is much larger than the wavelength. Mathematically,

we set the magnetic response ~M = 0 in Eq. 3.7. We also consider the situation where the
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medium is isotropic and linear dielectric with χ(~r) being the electric susceptibility, then we can

write ~P = ε0χ(~r) ~E. Eq. 3.7 thus becomes

[∇2 − ε0µ0∂tt] ~E = −2∇( ~E · ∇ lnn) + χ(~r)ε0µ0∂tt ~E (3.9)

We write ~E = ~E(~r, t) as the combination of its monochromatic components:

~E ≡ ~E(~r, t) =

∫
dω ~E(~r, ω)e−iωt (3.10)

and plug it in the wave equation above, then we have:

[∇2 + k2
0] ~Eω = ~fs (3.11)

where ~Eω(~r) ≡ ~E(~r, ω) and fs denotes the source term:

~fs(~r) = −χ(~r)k2
0
~Eω −∇( ~Eω · ∇ ln(1 + χ(~r))). (3.12)

We are going to use Green’s function approach to solve the wave equation Eq. 3.11, but

before doing that, we should keep in mind that Green’s theorem is applicable for functions that

are continuous over a complete bounding surface. Again, the boundary conditions at the sharp

edges on the scattering object, which necessitate the consideration of the vectorial nature of the

electromagnetic field, can also make the field discontinuous at these places.

Consider a Green’s function, which satisfies [∇2 + k2]G(~r, ~r′) = δ(~r − ~r′), with V denoting a

volume containing the position ~r in consideration, we can write:

~Eω(~r) =
∫
V d~r′ ~Eω(~r′)δ(~r, ~r′) =

∫
V d~r′ ~Eω(~r′)(∇2 + k2)G(~r, ~r′)

=
∫
V d~r′ ~Eω(~r′)(∇2 + k2)G(~r, ~r′)−G(~r, ~r′)

{
(∇2 + k2) ~Eω(~r′)− ~fs(~r

′)
}

=
∫
V d~r′[ ~Eω(~r′)∇′2G(~r, ~r′)−G(~r, ~r′)∇′2 ~Eω(~r′)] +

∫
V d~rG~fs

(3.13)

Applying Green’s theorem to the above euqation leads to

~Eω(~r) =

∮
S

d~r′(G(~r, ~r′)∂′n ~Eω(~r′)− ~Eω(~r′)∂′nG(~r, ~r′)) +

∫
V

d~r′G~fs (3.14)

where S is the surface enclosing the chosen volume V , ∂′n is the directional derivative along ~n, the

normal vector of surface S pointing to inside V .
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Figure 3.2: Diffraction geometries for homogenous volume and inhomogeneous volume. Region I
contains the scattering sources. Region II is the diffraction region. Figure adapted from [46].
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There are two possible diffraction geometries as shown in Fig. 3.2: homogeneous and inhomo-

geneous geometries. First we consider the homogeneous case where the volume under consideration

contains no scattering sources (~fs = 0), then Eq. 3.11 becomes the homogeneous Helmholtz equa-

tion:

[∇2 + k2]ψ = 0 (3.15)

where we use ψ to denote a scalar component of ~E, and the solution Eq. 3.14 becomes:

ψ(r) =

∫
S

d~r′(G(~r, ~r′)∂′nψ(~r′)− ψ(~r′)∂′nG(~r, ~r′)) (3.16)

We choose the Green’s function to be Dirichlet Green’s function:

G = GD ≡ GRS− = − 1

4π
(
eikR

R
− eikR̃

R̃
) (3.17)

where R = |~r − ~r′|, R̃ = |~r −~̃r′|,~̃r′ is the image of the ~r′ relative to S1 surface. It satisfies:
GRS−

∣∣
~r′∈S1

= 0

∂nGRS−
∣∣
~r′∈S1

= 2∂nGK
∣∣
S1

(3.18)

where

GK(~r, ~r′) = − 1

4π

eikR

R
(3.19)

is the Green’s function used in Kirchhoff diffraction integral.

If we choose S2 to be part of an infinitely large sphere, then with Sommerfeld radiation

condition limr′→+∞ r
′(∂n′ + ik)ψ(~r′) = 0, the surface integral has contribution only from S1, but

not from S2. We then get the first Rayleigh-Sommerfeld solution, also called Rayleigh-Sommerfeld

diffraction integral :

ψRS−(~r) =

∫
S1

d~r′ψ(~r′)
1

iλ

eikR

R

z

R
(1− 1

ikR
) (3.20)

where λ is the wavelength; ~r′ is a source position; ~r is the position where we calculate the diffraction.

For practical use, we usually choose S1 to be a flat surface immediately after an object that is

basically a two-dimensional object, the so-called exit surface. The geometry is illustrated in Fig.

3.3.
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Figure 3.3: Diffraction geometry.
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3.2.4 Approximations of Rayleigh-Sommerfeld diffraction integral

While Rayleigh-Sommerfeld diffraction integral shown in Eq. 3.20 is the rigorous solution

for the scalar diffraction problem, it is difficult for numerical calculation. In this section, I will

discuss two situations in which it can be approximated into formulas that are easy for numerical

implementation. Both situations meet the following two conditions:

r � r′

r � λ

(3.21)

where r′ = |~r′|; r = |~r|.

In the first situation, there is an additional paraxial condition:√
x2 + y2

z
� 4

√
λ

z
. (3.22)

Then Rayleigh-Sommerfeld diffraction integral Eq. 3.20 can be approximated by Fresnel diffraction

integral :

ψ(x, y) ≈ 1

i
eikzei

k
2

1
z

(x2+y2) 1

λz
F [ei

k
2

1
z

(x′2+y′2)ψ(x′, y′)|S1 ]
∣∣
(fx= 1

λ
x
z
,fy= 1

λ
y
z

)
. (3.23)

Here F denotes Fourier transform, and it is evaluated at a spacial frequency (fx, fy) depending on

the coordinate of the position under consideration (x, y).

In the second situation, the additional condition is the far field condition:

r � zR ≡
πr′2

λ
(3.24)

Here I call zR the Rayleigh range of the sample, similar to the definition of “Rayleigh range” for a

Gaussian beam with waist radius r′. Then Rayleigh-Sommerfeld diffraction integral Eq. 3.20 can

be approximated by what is termed far field diffraction integral in this thesis:

ψ(x, y) ≈ eikr

i
(
1

λ

z

r2
)F [ψ|S1 ]

∣∣
(fx= 1

λ
x
r
,fy= 1

λ
y
r

)
. (3.25)

Surprisingly, this situation is not treated in most textbooks, but it is more useful for the experiments

covered in this thesis work than the frequently mentioned “Fraunhofer diffraction formula” in the

literature. The latter requires both far field condition and the paraxial condition to be true, so it

is limited to low NA situation.
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3.2.5 2D Scalar diffraction with angular spectrum approach

Besides Green’s function approach, there is another approach to solve the homogeneous

Helmholtz equation Eq. 3.15: the so-called angular spectrum approach [45]. While Green’s function

approach works in the real space, the angular spectrum approach works in the Fourier space. We

decompose the field at a certain plane with constant z into its plane wave components by using two-

dimensional Fourier transform: ψ(x, y, z) = F−1{A(fx, fy, z), x, y} =
∫∫

dfx dfye
i2π(fxx+fyy)A(fx, fy, z).

We plug this in Eq. 3.15, and for the angular spectrum A(fx, fy, z) we get:

(∂2
z + f2

z )A(fx, fy, z) = 0 (3.26)

where

fz =

√
1− (

1
1
λ

fx)2 − (
1
1
λ

fy)2. (3.27)

The solution is:

A(fx, fy, z) = A(fx, fy, 0)H(fx, fy)

H(fx, fy) = ei2πfzz.

(3.28)

For sub-wavelength spatial frequencies, or
√
f2
x + f2

y > 1
λ , fz is imaginary, and the wave

experiences exponential decaying rather than increase of the phase when propagating along z and

is called evanescent wave.

3.2.6 2D vectorial diffraction

Boundary conditions on the sample introduces coupling between ~E and ~H, as well as their

various scalar components. Scalar diffraction theory ignores this coupling and entails some degree

of error. This error is significant when feature size is on the same order of the wavelength. Another

scenario in which we should probably use vectorial diffraction theory is when polarization matters,

such as a reflection geometry with non-normal incidence.

For vectorial diffraction solution, we start from wave equations Eq. 3.6, and with the aid of
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a Green’s function subject to Neumann boundary condition:

~A =

∫
S1

ds((− 1

2π

eikR

R
)~n · ∇ ~A) (3.29)

In terms of ~B, the above equation is equivalent to:

~B =
1

2π
∇×

∫
S1

ds
eikR

R
~n× ~B (3.30)

And based on symmetry between ~B and ~E, we have (for z > 0, ~E = ~Ediff in Ref. [46] Eq. 10.101):

~E =
1

2π
∇×

∫
S1

ds
eikR

R
~n× ~E (3.31)

Under the same conditions we derive the far field diffraction integral Eq. 3.25, the above

vectorial diffraction integral can be approximated by the following far-field vectorial diffraction

formula:

~E =
eikr

i

1

λr
F [E|S1 ](~n× ε̂i)× r̂ (3.32)

3.2.7 Non-normal incidence

Momentum transfer plays an important role in the evaluation of diffraction. In the framework

constructed in this section, it is a natural result of Fourier shift theorem. For non-normal incidence,

the exit surface (S1: z′ = 0) wave has a linear phase shift across the plane, which we factor out in

the following way:

ψ(x′, y′, z′ = 0) = ei2π(f0,xx′+f0,yy′ψ0(x′, y′) (3.33)

Among the several two-dimensional scalar diffraction integrals that can be approximated using

Fourier transforms, we choose the far field diffraction integral Eq. 3.25 for an example. We get:

ψ(x, y) ≈ eikr

i
(
1

λ

z

r2
)F [ei2π(f0,xx′+f0,yy′ψ0(x′, y′)]

∣∣
(fx= 1

λ
x
r
,fy= 1

λ
y
r

)
. (3.34)

With Fourier shift theorem:

ψ(x, y) ≈ eikr

i
(
1

λ

z

r2
)F [ψ0(x′, y′)]

∣∣
(fx= 1

λ
x
r
−f0,x,fy= 1

λ
y
r
−f0,y)

. (3.35)

We see that the Fourier transform is performed at the “momentum transfer” frequencies, in other

words, the final spatial frequency subtracting the initial spatial frequency.
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3.2.8 3D diffraction with volume integral

This thesis mainly works on 2D imaging; yet, for completeness and comparison with 2D, the

3D diffraction is also discussed here. If the volume we choose contains the scatters, as shown in

the second panel in Fig. 3.2, then we would work with the inhomogeneous wave equation Eq. 3.8

with the right-hand side unequal to 0.

Similar to the way we get Eq. 3.14 for ~Eω, for ~Dω:

~Dω(~r) =

∮
S

d~r′(G(~r, ~r′)∂′n
~Dω(~r′)− ~Dω(~r′)∂′nG(~r, ~r′)) +

∫
V

d~r′G~fsD (3.36)

where

~fsD = −~∇× (~∇× ~P )− iωε0µ0
~∇× ~M (3.37)

With S chosen to be infinitely large sphere, using Sommerfeld radiation condition, the surface

integral would vanish. We choose the Green’s function G = Gk as defined in Eq. 3.19, then under

the conditions:

r � r′

r � zR

(3.38)

we have:

~Ds(~r) =
1

4π

eikr

r
k2F [~fsD1]|~f= 1

λ
r̂

(3.39)

where

fsD1 = ~n× ~P × ~n− 1

c
~n× ~M (3.40)

The total field ~D = ~D0 + ~Ds, where D0 is the incident wave, and Ds is the scattered save.

We then use Born approximation:

~Ds � ~D0 (3.41)

which means the scattering wave is much weaker than the indicident wave. For linear and isotropic

medium, weak scattering means χ � 1 and χB ≡ µ − 1 � 0. Then the source term can be

approximated by:

fsD1 ≈ ~n× χ~D0 × ~n−
1

c
~n× (χBc

1

ik
~∇× ~D0) (3.42)
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Equation 3.39 with the source term approximated by Eq. 3.42 provides the solution of

diffraction under Born approximation with a 3D integral.

For 3D CDI, there are two approaches. In the first approach, 2D diffraction slices are assem-

bled into a 3D diffraction volume, then images are reconstructed with phase retrieval algorithms

with diffraction formulas similar to the one given above (assembling before reconstructing). This

approach is used in Ref. [52] for example. For the X-ray wavelength, the index of refraction is close

to 1; and if the sample is relatively thin as is true in this work, the Born approximation condition

is satisfied, while for other cases, it can fail. Then it is favorable to use the second approach: First

2D projection images are reconstructed at different orientation angles; then using the computed

tomography approach to obtain the 3D structure (reconstructing before assembling). The second

approach is used in several works on ptychographic X-ray computed tomography [53,54].

3.2.9 Summary of 2D diffraction formulas

Here I give a summary of the 4 key results and their conditions for 2D diffraction problems.

They are Fresnel diffraction integral, far field scalar diffraction integral, angular spectrum diffraction

formula, and far field vectorial diffraction integral, respectively:

~E(~r) =



1
i e
ikzei

k
2

1
z

(x2+y2) 1
λzF [ei

k
2

1
z

(x′2+y′2) ~E|S1 ], Fresenl, r � max[r′, λ];

√
x2+y2

z � 4

√
λ
z

eikr

i
z
λr2
F [ ~E|S1 ] Far field scalar, r � max[r′, λ]; z � πr′2

λ

F−1

[
exp[i2π 1

λz
√

1− ( 1
1
λ

fx)2 − ( 1
1
λ

fy)2] · F [ ~E|S1 ]

]
Angular spectrum,

eikr

i
1
λrF [E|S1 ](~n× ε̂i)× r̂ Far field vectorial, r � max[r′, λ]; z � πr′2

λ

(3.43)

For numerical calculations, there might be more constraints on their applicability range. For

example, although the angular spectrum diffraction formula is a rigorous across the whole space,

difficulty is met when it is applied to far field. This is because the transfer function has fast

oscillation in the phase and cannot be well sampled in this situation.
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For Fresnel diffraction integral, it is convenient if the diffraction plane has a field of view at

least that of the sample plane; in other words: λz/∆xSmp > DSmp. So

z > zF ≡
∆xSmp

λ
DSmp (3.44)

The applicability of different diffraction formulas is shown in Fig. 3.4.

3.3 Iterative algorithms for diffraction phase retrieval

This section discusses the second part of the theories behind CDI: the iterative algorithms

that retrieve the phase of diffraction patterns. The basic idea is illustrated in Fig. 3.5. Each full

iteration cycle, or updating cycle, is composed of two successive single projections: the projection

onto the detector plane constraint set, or the modulus constraint set, Pm; and the projection onto

the sample domain constraint set Ps.

Both single-diffraction CDI and ptychography CDI makes use of the same detector-plane

constraint: the modulus constraint, meaning that the modulus of the diffracted field has to be equal

to what is measured by the detector. They differ in the sample plane constraints: single-diffraction

CDI makes use of finite support constraint while ptychography CDI uses “overlap constraint”.

In this section, each of these three constraints and its corresponding projection is investigated

separately first. Then algorithms that assemble two successive single projections into a full iteration

cycle are presented.

For ease of discussion, the relationship between the sample plane and the detector plane can

be expressed as:

U = T u (3.45)

where

• u is a quantity related to the sample to be reconstructed;

• U is a quantity related to the detected diffraction intensity (or counts);

• T is a transform, or a propagator that calculates U from u.
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Figure 3.4: Applicability of different diffraction formulas for numerical calculations. Angular spec-
trum formula performs well in the near field; Fresnel diffraction integral performs well after zF for
low numerical aperture; Far field diffraction integral, both scalar and vectorial, should be preferred
for the far field region for any numerical aperture.
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Figure 3.5: Illustration of the iterative phase retrieval algorithms used in CDI. (a) A simple example
for solving two linear equations. A random staring point, after successive projections to one and
then the other line, finally will arrive at the intersection which is the solution subject to the two
constraint sets represented by the two lines. (b) In CDI, a random guess is first projected to the
detector plane constraint set, then to the sample plane constraint set to finish a full updating cycle.
After many iterations, the solution is found at the intersection of the two constraint sets. (c) A
simple specific implementation of the approach of iterative projections in CDI. The phase is not
measured on the detector, so a random phase distribution is assigned to the measured modulus to
form EDetector as a staring point. The complex wave is then propagated to the sample plane using
a transform T based on diffraction theory. Then the sample plane constraint is applied. The new
sample field ESample is then propagated to the detector plane with T . The phase of the updated
EDetector is kept while its modulus is replaced by the measured one, to form a new wave on the
detector. This process is repeated until the algorithm converges.
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3.3.1 Projection onto the modulus constraint set on the detector plane

For Pm, assuming u is the exit surface wave (here we focus on two-dimensional diffraction)

to be reconstructed, projection to the modulus constraint set simply requires the modulus of U to

be replaced with the measured modulus, |U |m. This projection, or updating rule, can be expressed

as:

Pmu = T −1[|U |m exp{iφ(T [u])}] (3.46)

Basically, we propagate u from the sample plane to the detector plane to get U , keep its phase

while replacing its magnitude with the measured values, and then propagate back to finish this

single projection.

3.3.2 Projection onto the support constraint set on the sample plane in single-

diffraction CDI

For Ps in single-diffraction CDI, it is the projection to the support constraint set: the exit

surface wave u has to have a finite support S, outside which u = 0. The realization of this projection

Ps,Supportis very straightforward: we simply set u outside S to be zero:

Psu = S ·u (3.47)

where S is the mask for the support; it is 1 inside the support and 0 outside the support. There

are several ways to obtain S. It can be from an image of the sample from a lower resolution,

optical microscope, although this method requires a separate measurement. It can be from the

autocorrelation, which is at most twice the object size. Marchesini [55] devised an automatically

updating method, the “shrink-wrap” method that works really well. In this method, the support is

created by thresholding the amplitude |u| at a certain level (4%, for example) followed by convoving

with a Gaussian function.

In practice, the finite support constraint alone does not work well enough. Indeed, it is

simply not a powerful enough constraint. Combinations with other sample-plane constraints based

on some a priori information greatly enhances the convergence of the iterative reconstruction. One
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typical example of this extra sample-plane constraint is the positivity constraint, or more generally,

the phase constraint: the phase of the sample or the exit-surface wave is within a certain range. In

Ref. [27], I provided a unified approach that combines the projections to the conventional amplitude

constraint and the phase constraint in the sample plane. Besides the amplitude support, one can

create an additional “phase support” SPhase. For pixels that have their phase within the known

range, SPhase = 1, and otherwise it is 0. We use the new combined support, which is the product

of S = SAmplitude and SPhase, instead of only SAmplitude when doing projection Ps as shown in Eq.

Ps. For objects for which phase variation is much less than 2π, or any essentially binary object,

this approach can be readily applied. In our keyhole CDI results shown in Chapter 4, we used this

approach in our reconstruction.

3.3.3 Projection onto the “overlap” constraint set on the sample plane in pty-

chography CDI

Ps in ptychography CDI is the projection to the “overlap” constraint set: for any two diffrac-

tions at two scan positions that have overlap, the retrieved phases have to yield reconstructed

sample images that are the same in the overlapped region.

For the transmission geometry, specifically for jth scanning position Rj , Eq. 2.4 can be

written as:

Et,j(~r
′) = Ei(~r

′) · t(~r′ − ~Rj) (3.48)

or

t(~r′ − ~Rj) =
E∗i (~r′)

|Ei(~r′)|2
Et,j(~r

′) (3.49)

where E∗i means the complex conjugate of Ei.

There can be two types of ptychographical projection derived from the above simple equation:

the parallel projections algorithm [42], and the extended ptychographical iterative engine (ePIE)

[56]. Both the sample and the incident beam can be reconstructed by ptychography algorithms.

(1) In parallel projections algorithm, t is updated using data from all the positions by a single
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step: 
t(~r′) =

∑
j E
∗
i (~r′+~Rj)Et,j(~r

′+~Rj)∑
j |Ei(~r′+~Rj)|2

Ei(~r
′) =

∑
j [Et,j(~r

′) · t∗(~r′−~Rj)]∑
j |t(~r′−~Rj)|2

(3.50)

(2) In ePIE, t and Ei are updated at one scanning position after another, in a serial version.
tn+1(~r′ −Rj) = tn(~r′ −Rj) + α

E∗i (~r′)
max |Ei(~r′)|2 [Et,j,n+1(~r′)− Et,j,n(~r′)]

Ei,n+1(~r′) = Ei,n(~r′) + β
t∗(~r′−~Rj)

max |t(~r′−~Rj)|2
[Et,j,n+1(~r′)− Et,j,n(~r′)]

(3.51)

where α and β are relaxation parameters; subscripts n and n+1 means the nth and n+1th

iteration.

In this section, Et plays the same role as the previously used symbol u, both meaning the

exit-surface wave. With the updated Ei and t provided above, their multiplication will provide the

updated Et or u, completing a full single projection Ps,Ptychography. It is not explicitely given here,

as it is more convenient to use the above updating formulas Eq. 3.50 or Eq. 3.51.

The above discussion in the transmission geometry can be easily extended to the reflection

geometry by replace t with r.

3.3.4 Combining two projections for a full iteration cycle

Given projections onto a single constraint set, either on the detector plane, or on the sample

plane, different algorithms exist to combine the two successive consecutive projections to form

a full iteration of reconstruction (or updating): error reduction (ER) [25], hybrid input-output

(HIO) [25], relaxed averaged alternating reflections (RAAR) [57], and difference map [26]. The

combined projections for these different algorithms are presented in Table 3.3.4. A good review

and comparison of these different algorithms can be found in Ref. [58] by Marchesini. In this

paper, Marchesini also gave an intuitive explanation of how these projections work, by providing

a geometric representations, with two straight lines representing the two constraint sets, and their

intersection representing the desired solution. This geometric representation is shown in Fig. 3.6
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Table 3.2: Summary of different algorithms for two successive projections. β is a relaxation pa-
rameter. [P1, P2] can be either [Pm, Ps] or [Ps, Pm].

Algorithm Combined projection

Error reduction P1P2

Hybrid input-output ((1 + β)Ps − β)Pm + 1− Ps
Relaxed averaged alternating reflections 1

2β((2Ps − 1)(2Pm − 1) + 1) + (1− β)Pm
Difference map 1 + {P1[(β + 1)P2 − 1]− P2[(β − 1)P1 + 1]}

In this thesis work, for single-diffraction CDI, the RAAR algorithm is used most frequently;

while for ptychography CDI, ePIE projection Eq. 3.51 combined with the error reduction algorithm

is chosen for image reconstruction.

3.4 Numerical implementations

To numerically implement the phase retrieval algorithms described in the previous section,

it is desirable to find u, |U |m (magnitude of U from the measurement), and T that satisfies:

|T u| = |U |m (3.52)

where

(1) the whole equation U = T u is equivalent to one of the diffraction formulas given in Eq.

3.43.

(2) U is some quantity that can be derived from the counts on the detector;

(3) u is some quantity that relates to the sample;

(4) T is a transform that can be realized by the Fast Fourier Transform (FFT) algorithm which

is computationally efficient.

To achieve this, it is first necessary to establish the relationship between the detector counts

distribution N with the electric field complex amplitude ~E, since the diffraction formulas in Eq.

3.43 are written in terms of electric field.
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Figure 3.6: Geometric representation of combined projections onto two constraint sets that are
represented by two lines intersecting. (a) Error reduction algorithm. (b) HIO algorithm. (c) Error
reduction algorithm with a reflector rather than a projector. (d) Difference map algorithm. The
symbol ρ here plays the same roles as u in the text. Figure adapted from Marchesini [58].
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N(~r) = η∆tp2n̂ · 1

hν
~S(~r) (3.53)

where N(~r) means the count on a detector pixel located at position ~r, η is the efficiency for the

detector pixel to convert a photon to a count, ∆t is the exposure time, p is the width of the pixel

which is assumed to be square, n̂ is the normal vector of the detector, ν is the frequency of the

beam, and ~S is the time-averaged Poynting vector of the beam. Since

~S(~r) =
1

2Z0
|E(~r)|2k̂ (3.54)

where Z0 is the impedence of free space
√
µ0/ε0 ≈ 377 Ω; k̂ is normalized wave vector. Then

|E(~r)| =
√

1

η 1
hν

1
2Z0

p2

√
1

n̂CCD · k̂
N(~r)

∆t
(3.55)

Now that the relationship between the directly measured counts N and the electric field

amplitude |E| is established, we can combine it with the diffraction formulas shown in Eq. 3.43.

Here we choose the far field scalar diffraction formula for discussion, and the extension to other

formulas is straightforward.

|EDet(~r)| =
√

1
η 1
hν

1
2Z0

p2

√
1

n̂CCD · k̂
N(~r)
∆t

=

∣∣∣∣[1
i e
ikr] z

λr2
F [ESmp]

∣∣
fx≡ 1

λ
x
zds
−f0x,fy≡ 1

λ
y
zds
−f0y

∣∣∣∣ (3.56)

It is then useful to examine the relationship between Fourier transform and the FFT algo-

rithms used in numerical calculations. In MATLAB, for example, it is evaluated with the function

“fft2” for the two-dimensional case. It is useful to see the exact relationship between Fourier trans-

form and what FFT provides. We consider a two-dimensional complex function g(x, y), sampled

on a grid with uniform distance in both x and y directions:

xjx = x1 + (jx − 1)∆x, jx = 1, 2, . . . Nx

yjy = y1 + (jy − 1)∆y, jy = 1, 2, . . . Ny

(3.57)

Then, the Fourier transform can be calculated with “fft2” using:

F [g(x, y)] = ∆x∆y[fftshift fft2 ifftshift g(x, y)] (3.58)
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where “fftshift” is the function shifting the zero frequency to the center of the grid, and “ifftshift”

is inverse function. The corresponding spatial frequency grid is:

fx,jfx = fx,1 + (jfx − 1)∆fx, jfx = 1, 2, . . . Nx;

fy,jfy = fy,1 + (jfy − 1)∆fy, jfx = 1, 2, . . . Nx.

(3.59)

Here ∆fx = 1
Nx∆x , ∆fy = 1

Ny∆y , fx,1 = −floor[Nx2 ], fy,1 = −floor[
Ny
2 ]. For convenience, we define

FT2 ≡ fftshift fft2 ifftshift . (3.60)

Then Eq. 3.58 becomes:

F [g(x, y)] = ∆x∆yFT2[g(x, y)] (3.61)

Using the derived relationship shown in Eq. 3.61, Eq. 3.56 can be rewritten as:

∣∣∣FT2[cNFTESmp]
∣∣
fx= 1

λ
x
r
−f0x,fy= 1

λ
y
r
−f0y

∣∣∣ =
λr2

z

√
1

n̂ · k̂
N(~r)

∆t
(3.62)

where the constant cNFT = ∆xSmp∆ySmp

√
η 1
hν

1
2Z0

p2 So for far field scalar diffraction, u, Um, and

T in search are:

(1) u = cNFTESmp (proportional to ESW ESmp) immediately the sample plane.

(2) Um = λr2

z

√
1

n̂ · k̂
N(~r)
∆t ; After this calculation from N(~r), it should be then remapped from a

unequally spaced spatial frequency grid fx = 1
λ
x
r −f0x, fy = 1

λ
y
r −f0y to a chosen uniformly

spaced spatial frequency grid which is required by FFT. This procedure is described in

Ref. [59]. More recently, I together with others have filed a provisional application for a

patent on a faster and potentially more accurate version [60]. The increased speed offered

by this version is important for fast diffractive imaging, especially real-time diffractive

imaging.

Usually some pre-processing steps for the raw measured diffraction patterns need to happen

beforehand, such as removing the dark frame background, removing hot pixels due to

cosmic rays with median filtering, and combining short(unsaturated) and long(saturated)

exposures for high dynamic range (HDR).
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(3) T = FT2.

We will see in Chapter 4 that u and T can be slightly modified so that the amplitude or

phase support constraint can be directly imposed.

The remapping used in obtaining Um can be easier to understand with the help of Ewald

sphere analysis. Figure 3.7 illustrates the way that spatial frequencies mapped onto the detector grid

for three different situations: normal incidence with low numerical aperture, normal incidence with

high numerical aperture, non-normal incidence with high numerical aperture. We see that along

with the increasing of the numerical aperture (or scattering angle), the mapping from frequency to

the detector grid is not linear anymore. The diffraction pattern needs to be remapped to a linear

grid to be compatible with the FFT algorithm.
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Figure 3.7: Illustration of the mapping from spatial frequencies to the detector grid for three
different situations. (a) Normal incidence with small angle scattering. (b) Simulated diffraction
pattern for a square mask function. The mapping from spatial frequency q± to the detector grid
is symmetric and linear. (c) and (d) are for normal incidence but with high angle scattering. The
mapping from q± to the detector grid is nonlinear but still symmetric. (e) and (f) are for non-
normal incidence, high angle scattering. The mapping is nonlinear, and asymmetric. The calculated
nonlinear frequency grid is shown in (g), and the chosen equally spaced spatial frequency grid is
shown in (h). The measured diffraction pattern (i) leads to a corrected one shown in (j), after
remapped from grid (g) to (h), to be compatible with the FFT algorithm.



Chapter 4

Keyhole CDI for Extended Samples in Transmission

Single-diffraction CDI requires the sample to be on a finite support, or isolated, which presents

a severe limitation to this imaging method. Several techniques have been developed to overcome

this limitation, including ptychography CDI [61], keyhole CDI [62], and apertured illumination

CDI [59]. As we have seen previously, in ptychography CDI, adapted from an electron beam

technique and later demonstrated using a synchrotron light source [61], a beam is scanned across

an object. The additional information provided by the overlap between adjacent scans is then used

to reconstruct one large field-of-view image. Keyhole CDI, first demonstrated using light from a

synchrotron source, uses a FZP focusing optic with smaller diameter than the incident beam to

confine the illumination on the sample [62]. Finally, apertured illumination CDI projects an image

of an aperture onto the sample plane to ensure isolated illumination. This technique requires high

quality focusing optics and also a precise determination of the imaging plane of the aperture, and

has been demonstrated using a He-Ne laser [59].

In this chapter, initial attempts for imaging extended samples with apertured illumination

CDI are described. While we achieved success with visible light, we were not able to implement

this approach with HHG sources, as this technique is more demanding than keyhole CDI. The

next following sections will focus on our implementation of the keyhole CDI technique with a HHG

source. It enabled the first general tabletop EUV coherent microscope that can image extended,

non-isolated, non-periodic, objects. By implementing keyhole coherent diffractive imaging with

curved mirrors and a tabletop high harmonic source, we achieve improved efficiency of the imaging



45

system as well as more uniform illumination at the sample, when compared with using Fresnel zone

plates. Moreover, we show that the unscattered light from a semi-transparent sample can be used as

a holographic reference wave, allowing quantitative information about the thickness of the sample

to be extracted from the retrieved image. Finally, we show that excellent tabletop image fidelity

is achieved by comparing the retrieved images with scanning electron and atomic force microscopy

images, and show superior capabilities in some cases.

4.1 Apertured illumination CDI: first attempts for imaging extended samples

As discussed before, conventional CDI relies on the samples to satisfy the “isolation con-

straint”, or “support constraint”, i.e., features exists in a small, isolated region, outside which, the

electric field is zero. Instead of requiring the sample to be isolated, we transform the beam so it

is isolated in a finite area, and ideally has a relatively sharp edge to form a top-hat shape. Our

first attempt to implement this idea is to directly image an aperture to the sample plane, which we

term “apertured illumination CDI” (AICDI).

In order to implement and test the AICDI technique and data processing algorithms, we first

developed a proof-of-concept system using a polarized 632.8 nm HeNe laser. A schematic diagram

of the setup is shown in Fig. 4.1(a). First we spatially filter and collimate the beam to overfill a

300 µm wide circular aperture. The aperture is imaged to the sample plane using a one-to-one 4f

imaging system. A positive lens placed directly after the sample sends the scattered light into the

Fourier plane at the CMOS detector (Mightex Systems MCE-B013, 5.2 µm pixel size). In general

the positive lens after the sample is unnecessary, however, the detectors used in this experiment

were small enough that a demagnification of the far field was required in order to use a wavelength

as large as 633nm. The aperture size is selected to satisfy the oversampling criterion, where the

distance between the lens and the detector is 11.6 mm, corresponding to an NA of 0.22 for with

our 5.3 mm diameter detector.

We illuminated a bundle of suspended, 26 µm diameter copper wires with an image of the

aperture (Fig. 4.1(a) inset). An example of a scatter pattern obtained is shown in Fig. 4.1(b). The
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Figure 4.1: The apertured illumination CDI scheme isolates an extended transparent sample by
imaging a aperture onto the sample plane. (a) A schematic of the setup, including a traditional
bright-field microscope image of the sample. (b) The scatter pattern recorded by the detector in the
Fourier plane scaled by the fourth root. (c) The exit surface wave reconstructed from the scatter
pattern. The circle outlines the area illuminated by the aperture. (d) A reconstruction when the
illumination is subtracted out. (e) Overlay of the images from many scan positions. The circles
represent the outline of the aperture illumination at different scan positions. Figure reproduced
from Gardner et al. [59].
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scatter pattern we obtain is proportional to the modulus of the Fourier transform of the illuminated

portion of the sample. We use the RAAR algorithm as outlined in Ref. [57] (including the correct

form of non-negativity, a fast ramp in the feedback parameter and a modified amplitude constraint)

with “shrinkwrap” [55] to recover the phase. With the recovered phase, we are able to reconstruct

the exit surface wave (Fig. 4.1(c)). This technique constitutes a bright-field imaging microscope. If

instead we first record the scattered light with the sample removed (leaving the rest of the system

unchanged) and reconstruct the electric field at the image plane of the aperture, then during the

reconstruction process we can subtract the complex amplitude of the illumination at the detector

plane per iteration. Subtracting out the illumination results in the wires appearing bright instead

of dark (Fig. 4.1(d)); this constitutes a dark-field microscope. By scanning the sample in a plane

perpendicular to the optical axis, we are able to reconstruct different areas of the extended sample

independently. With overlap between the scan positions, we can register adjacent reconstructions

to build up a large-area, high-resolution image. Figure 4.1(e) shows a number of reconstructions

of this sample, which were overlaid in post-processing. Colored circles indicate the area that was

illuminated by the imaged aperture for each individual reconstruction.

4.2 Keyhole CDI for extended samples

In keyhole CDI, an aperture is inserted into the beam to isolate the illumination, similar to

apertured-illumination CDI. However, it does not require the aperture to be exactly imaged onto

the sample plane. Instead, the sample is put wherever there is significant phase curvature, which

helps for the robustness of reconstruction [62, 63]. This techniqure requires the phase of the beam

to be characterized carefully.

First, we demonstrated keyhole CDI with a tabletop HHG EUV source using a sample with

an opaque background. A schematic diagram of the setup in the imaging chamber is shown in Fig.

4.2(a). We focused a 25 fs pulse duration, 1 mJ pulse energy, 3 kHz repetition-rate, Ti:sapphire

laser beam with wavelength centered around 780 nm, into a 150 µm diameter hollow waveguide

filled with Ar gas to generate phase-matched, spatially coherent, harmonics at wavelengths near 29
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nm. After the waveguide, the HHG beam and CDI microscope were in medium vacuum (≈ 10−6

torr) to avoid absorption of the EUV light from air. We used a pair of silicon mirrors oriented

at near the Brewster’s angle for the 780 nm light to effectively absorb the unconverted 780 nm

light while reflecting the EUV beam. The 780 nm light was further filtered out by two 200 nm

thick aluminum filters. The harmonics of only odd orders [18] are separated in energy by about

3 eV (twice of the fundamental 780 nm photon energy), and only one harmonic (27th order) was

selected and focused on the sample with a flat and a curved EUV multilayer mirror (radius of

curvature 25 cm). The EUV mirrors have a full width at half maximum (FWHM) bandwidth of 2.1

eV centered around 43.2 eV (corresponding to a wavelength of λ = 28.7 nm). Typically, a single

EUV harmonic at this photon energy has a FWHM bandwidth of about 0.4 eV (a representative

spectrum of EUV harmonics can be found in [19]), corresponding to a longitudinal coherence length

of Lc = λ2/∆λ = 3.1 µm. This means that for a field of view (FOV) D at the sample, the maximum

scattering angle θmax, limited by finite Lc, is determined by tan θmax = 2Lc/D (See [64]. Notice

here we use a different definition of Lc, and do not use the approximation of tan θ ≈ θ when θ is

small). For all the experiments performed in this paper, D ≤ 25 µm. For D = 25 µm, the NA is

required to be ≤ 0.3, which is greater than the experimental NA used in this section (0.23) as well

as that in next section (0.20).

The EUV mirror pair has generally higher throughput than the FZP used in conventional

keyhole CDI, while also inducing a curved wavefront that is very beneficial for the reconstruction

algorithm [65]. The non-normal incidence of the HHG beam on the EUV curved mirror produces

some astigmatism in the beam. A 50 µm diameter pinhole was placed about 2 mm before the

horizontal focus (x-focus) to introduce a sharp edge on the HHG beam and enforce the isolation

requirement on the illumination, rather than the sample. We measured the positions of the x-focus

and y-focus with ±50 µm accuracy by use of the pinhole as a knife-edge scanner. The separation

of x-focus and y-focus was measured to be ≈ 0.55 mm. The sample was composed of a 100 nm

thick gold layer (which has a negligible transmission of 5× 10−5 for 28.7 nm light), deposited on a

thin Si3N4 membrane. Features were etched into the gold layer, as shown in the dark areas in Fig.
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Figure 4.2: Tabletop EUV keyhole CDI of a sample with an opaque background. (a) Setup in
the CDI vacuum chamber. The EUV mirror with a 25 cm radius of curvature focuses the HHG
beam, and puts a curved wavefront on the sample. A pinhole placed before the x- and y-foci
introduces a sharp edge onto the beam. (b) Image of the sample using a high magnification optical
microscope. Two regions of interest, I and II, are circled, with corresponding measured diffraction
patterns (cropped and centered) shown in (c) and (e), and their corresponding reconstructions of
the electric field amplitude (normalized to unity at maximum with arbitrary units) shown in (d)
and (f). The color map as shown on the right of (f) is shared by (d) and (f). Figure reproduced
from Zhang et al. [27].
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4.2(b). Keyhole CDI enables the imaging of any region of interest on such an extended sample;

here we selected region I and region II as indicated in Fig. 4.2(b). The imaging FOV can be

adjusted by placing the sample at different distances from the focus positions, which corresponds

to different HHG beam spot sizes. For the measured diffraction shown in Figs. 4.2(c) (for region

I) and 4.2(e) (for region II), the sample was placed 1.3 mm and 0.9 mm downstream of the circle

of least confusion (the midpoint of x- and y- foci) respectively, resulting in a FOV of D ≈ 25 µm

and D ≈ 18 µm. The diffraction patterns were recorded on an X-ray CCD (Andor iKon-L, 2048

× 2048 pixel array, 13.5 × 13.5 µm2 pixel size), as shown in Figs. 4.2(c) and 4.2(e), with a total

exposure time of 30 minutes for each. The CCD was positioned at a distance of 44.6 mm from the

circle of least confusion.

For experiments performed in this section, NA ≈ 0.23, and the calculated D/NA is 104 µm

for Fig. 4.2(c) and 75 µm for Fig. 4.2(e), both of which are much greater than the thickness of the

sample (≈ 150 nm), so Eq. (2.4) is valid. The electric field at (x, y) position on the detector plane

is given in the paraxial Fresnel approximation by

Et,Det(x, y) =
ei

2π
λ
z

iλz
ei

π
λz

(x2+y2)

∫∫ ∞
−∞

e−i
2π
λz

(xx′+yy′)ei
π
λz

(x′2+y′2)Et,Smp(x′, y′) dx′ dy′, (4.1)

where z is the distance between the sample and the detector [45]. In the case of a binary sample

with an opaque background level as used in this experiment, if we let tc be the constant transmission

value for the feature area, then t(x′, y′) can be written as t(x′, y′) = |t(x′, y′)| exp(iφtc), where φA

denotes the phase of a complex quantity A. Then Eq. (4.1) is equivalent to

U = F [ei
π
λz

(x′2+y′2)e
iφEi,Smp

(x′,y′)
u(x′, y′)], (4.2)

where U is defined as U = Et,Det(x, y){ 1
iλz exp[i2π

λ z+ i πλz (x2 + y2) + iφtc ]}−1, having an amplitude

proportional to the measured |Et,Det|, F is the Fourier transform, and u(x′, y′) = |Ei,Smp(x′, y′)t(x′, y′)|

is the quantity to be reconstructed. This equation provides the required transform that relates the

detector plane to the sample plane. The precise characterization of the incident beam Ei,Smp is

possible through techniques such as ptychography CDI [42]; in this paper, we use an approximation:
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we consider only the quadratic phase (including astigmatism) while ignoring higher order phases,

thus Ei,Det = |Ei,Det| exp[iπλ (x2/zdfx + y2/zdfy)], where |Ei,Det| is the measured amplitude of the

beam (with the sample out of the beam path) on the detector, zdfx is the distance between the

detector and the x-focus, and zdfy is the distance between the detector and the y-focus. We then

back-propagated Ei,Det to the sample plane to obtain Ei,Smp.

Reconstruction of u was conducted using a modified RAAR algorithm [66]. We started from

an initial guess of random phase for the diffracted wave, and each iteration was composed of the

following three steps:

(1) Calculate u using the inverse transform for Eq. (4.2):

u = exp[−i πλz (x′2 + y′2)− iφEi,Smp
(x′, y′)]F−1U ;

(2) Apply the support constraint provided by the finite illumination, and a constraint of the

phase of u to be within [−π/4, π/4] rad, which is equivalent to the non-negativity constraint

[26];

(3) Calculate U using the transform defined in Eq. (4.2) and apply the modulus constraint.

The algorithm iterates until a suitably low error is achieved or more importantly, the derivative

of the error reaches a constant value; usually below 100 iterations. After the algorithm converged,

100 iterations were averaged together to produce the object domain reconstructions, as shown in

Figs. 4.2(d) and (f) for region I and II respectively. Based on Abbe Theory [67], the theoretical

resolution achieved in this first demonstration is 0.82λ/NA = 102 nm, which can easily be improved

in the future by use of a shorter wavelength illumination or by increasing the NA.

The original implementation of keyhole CDI [62] made use of a FZP with a smaller diameter

than the incident beam to constrain the extent of the illumination on the sample. A central

beam-stop is required in this case, in order to prevent any unfocused light from illuminating the

sample. This results in an annular beam. In the implementation of keyhole CDI discussed here, the

FZP is replaced by a curved EUV multilayer mirror, which is generally more efficient. A detailed
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discussion of the efficiency of EUV zone plates can be found in [68]. An ideal (without fabrication

imperfections, with no substrate that introduces extra absorption) FZP of alternately opaque and

transmissive zones has a theoretical efficiency (diffracted into +1 order) of 1/π2 ≈ 10%; while for

an ideal phase reversal zone plate, the theoretical efficiency is 4/π2 ≈ 41%. Due to absorption

of materials for the EUV wavelength, it is not possible to build a genuine phase reversal zone

plate with transparent phase-shifting zones. Based on the results and with materials that “seem

suitable” from [68], for 28.7 nm as used in this paper, an ideal FZP made of aluminum, assuming

no oxidation in addition, has a calculated efficiency of 28%; while for 13 nm (the wavelength used

in EUV lithography), an ideal FZP made of beryllium has a calculated efficiency of 24%. The

efficiency will be even less for implementation in keyhole CDI due to the use of the central beam-

stop. In comparison, our 28.7nm EUV mirror has a measured efficiency of 47%, and the 13 nm

EUV mirror has a measured efficiency of 66%. In addition to the improved efficiency, EUV-mirror-

based keyhole CDI does not require a central beam-stop; therefore the sample is more uniformly

illuminated. To our knowledge, these results represent the first demonstration of a general and

efficient tabletop coherent EUV microscope that can image extended (i.e. non-isolated) samples,

as well as the first demonstration of keyhole CDI using a tabletop EUV source.

4.3 Keyhole CDI for semi-transparent samples

Next we performed EUV-mirror-based keyhole CDI on a sample with a semi-transparent

background (Fig. 4.3). The HHG source and EUV mirrors were similar to those used in the

previous measurements but with some improvements, such as the use of a higher laser repetition-

rate of 5 kHz, and a larger, 200-µm-diameter waveguide. These improvements resulted in an

enhancement of the HHG flux from ≈ 109 to ≈ 1010 photons per second in a single harmonic at the

exit of the waveguide. For the sample used in this section, which has less scattering efficiency than

the previous sample, these improvements decrease the required exposure times for this experiment

from about 2 hours to 14 minutes.

The second sample consists of 30 nm chromium deposited on a 45-nm-thick Si3N4 membrane.
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The patterned features, etched in the Cr/Si3N4 sample by use of focused ion beam, are shown in

the inset SEM image of Fig. 4.3(a). Unlike the first sample, this sample was ≈ 8.5% transparent.

As a result, the diffraction pattern contains a large amount of un-scattered light.

As discussed above, the non-normal incidence of the EUV beam on the curved mirror in-

troduced astigmatism, with a separation between horizontal and vertical foci of 1.5 mm in this

case. To implement keyhole CDI, a 200-µm-diameter pinhole aperture was placed in the beam 16

mm upstream of the circle of least confusion. Due to the transparent nature of this sample, the

scattered light from the aperture was of similar amplitude to that from the sample and had to be

removed. To accomplish this, a second 50 µm diameter pinhole aperture was placed between the

first aperture and the sample to spatially filter most of the unwanted scattered light from the hard

edge of the first pinhole (see the sketch of the experimental setup in Fig. 4.3(a)). This second

aperture was placed 1.4 mm upstream of the circle of least confusion. As shown in Figs. 4.3(b)

and 4.3(c), the second aperture removed the majority of the unwanted light scattered from the first

aperture. The sample as positioned at the circle of least confusion, where the illumination spot

size was 8 µm in diameter. The detector was placed 5.71 cm away from the sample. The measured

diffraction patterns of the sample and the beam are shown in Fig. 4.3(d) and its inset, respectively,

corresponding to an NA = 0.20, leading to a theoretical resolution of 0.82λ/NA = 118 nm.

In this experiment, the thickness of the sample(≈ 75 nm) is much less than D/NA = 40

µm, so Eq. (2.4) is again valid. We write the total complex transmission function as: t(x′, y′) =

t0(x′, y′) + ∆t(x′, y′), where t0(x′, y′) is the transmission coefficient of the background unpatterned

Cr/Si3N4 layers of the sample (≈ 0.29), and ∆t(x′, y′) is the modification to the transmission

of the sample due to the etched features. This reconstruction approach is similar to that used

in Fresnel CDI [63]. We write U = F{exp[i πλz (x′2 + y′2)]Ei,Smp(1 + ∆t(x′,y′)
t0(x′,y′) )} where U has a

magnitude proportional to the measured magnitude of the electric field at the detector, and ∆t/t0

is the quantity to be reconstructed in the iterative algorithm. We first calculated the incident field

Ei,Smp using the same approach explained in [69], with the sagittal and tangential slices through

the propagated beam shown in Figs. 4.4(a) and 4.4(b). The quantity ∆t/t0 is non-zero only in the
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Figure 4.3: Tabletop EUV keyhole CDI of a sample with a semi-transparent background. (a)
Schematic of the setup. A second pinhole is inserted into the beam to remove scatter light form the
first pinhole. The inset shows an SEM image of the sample, composed of a 30 nm Cr film deposited
on top of a 45-nm-thick Si3N4 membrane. (b) and (c) A zoomed view of the beam on the CCD
before and after inserting the second pinhole. (d) Diffraction pattern (cropped and centered) from
the sample shown to the 1/4 power. The inset shows the diffraction pattern of the beam when the
sample is removed. Figure reproduced from Zhang et al. [27].
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Figure 4.4: Image reconstruction results for a sample that has a semi-transparent background

Image reconstruction results for a sample that has a semi-transparent background. (a),(b)
Sagittal and tangential slices through the focusing EUV beam. The dashed lines show the

positions of the two foci. (c) SEM image of the top side of the sample (geometrically scaled to
account for a 52◦ tilt of the sample plane). (d) SEM image of the bottom side of the sample.
Only the darkest parts on the sample are completely etched through. (e), (f) Reconstructed

amplitude (normalized to unity at maximum with arbitrary units) |∆tt0 | and phase φt(x
′, y′) of the

sample. (d) (e) (f) have the same scale bar as (c). Figure reproduced from Zhang et al. [27].
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feature areas, allowing us to use the shrink-wrap dynamic support constraint [55]. An additional

constraint on the phase of ∆t/t0 to be within [φ0 − ∆φ/2, φ0 + ∆φ/2], where φ0 = 2.0 rad and

∆φ = π/2 rad were determined empirically, was found to significantly speed up the convergence

of the iterative reconstruction. The magnitude of t0 was determined from the ratio of the beam

intensity on the CCD with the sample’s Cr/Si3N4 layers in the beam and that of the sample out

of the way. Starting with an initial guess of random phase on the detector, we typically used

20 to 100 iterations of the RAAR algorithm [57] followed by 10 iterations of the error reduction

algorithm [25] to retrieve the sample diffraction phase on the detector. We averaged over 10

independent reconstructions, and the amplitude (normalized) |∆tt0 | and phase φt(x
′, y′) (the phase

of the background is chosen as the zero-phase reference) are shown in Figs. 4.4(e) and 4.4(f). They

are in very good agreement with the SEM images shown in Figs. 4.4(c) (top) and 4.4(d) (bottom).

Moreover, it was also possible to reconstruct the image of the small 50-nm-diameter hole, seen in

the topside SEM image Fig. 4.4(c).

The ESW can be written as Et = Ei(t0 + ∆t). We see that a non-zero transmission factor t0

produces a reference wave while ∆t produces an object wave for the in-line holography geometry

[5, 62]. Thus, for the sample used in this experiment, the diffraction pattern in Fig. 4.3(d) is in

actuality an in-line hologram. However, since there is only a small area on the CCD where the

reference wave has significant intensity to produce interference with the scattered wave from the

sample, the image from a conventional in-line holographic reconstruction [5, 70] would not have as

high resolution as CDI. Moreover, in-line holographic reconstructions also suffer from twin-image

artifacts [71]. Using the known reference wave, CDI can be used to extract phase information

about the object. Furthermore, with this extracted phase information, and the value(s) of index of

refraction for the material, we can obtain thickness or depth information.

A reference topography measurement of the sample is shown in Fig. 4.5(a) by use of a Digital

Instruments Dimension 3100 atomic force microscope (AFM), with a probe tip size of 3 nm and

a scan step size of 16 nm. For comparison, we then calculate the depth map from the keyhole

CDI reconstruction. For the sample used in this experiment, if we define the top plane (completely
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Figure 4.5: Height comparison between AFM and keyhole CDI. (a), (b) Depth maps of the sample
using AFM and keyhole CDI respectively. (c) Comparison of lineouts along the dashed line in (b)
with associated error bars. (d) and (e) 3D profiles of the sample based on the depth values in (a)
and (b). The top 30 nm Cr layer and bottom 45 nm Si3N4 layer are shown in different colors.
Figure reproduced from Zhang et al. [27].
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unetched) as the zero depth level, and write the index of refraction for EUV as n = 1− δ+ iβ, then

the phase of t as a function of the depth d (≤ 0) can be written as

φt(d) =


−2π

λ δCr · d for − hCr ≤ d ≤ 0,

−2π
λ [δCr · (−hCr) + δSi3N4 · (d+ hCr)] for d ≤ −hCr,

(4.3)

where hCr is the thickness of the top Cr layer. The deposited Cr film has a density of 6.55

g/cm3 (8.9% less than the bulk Cr density 7.19 g/cm3), determined from an X-ray reflectivity

measurement. By use of the known δCr and δSi3N4 values at the illuminating wavelength [72], as

well as hCr = 30 nm, we calculated the depth map of the sample from the reconstructed phase φt

with Eq. (4.3). To determine the uncertainty of our quantitative analysis, we considered the major

error sources. First, the ±50 µm uncertainty in determining the positions of the two astigmatic

foci results in an error in the calculated phase of the incident beam and thus the reconstructed

sample phase and thickness. Second, the uncertainty in the wavelength (28.7± 0.7 nm due to the

bandwidth of the multilayer mirrors) causes uncertainty in the values of index of refraction, leading

to error in the thickness calculation. Third, the imperfect repeatability of reconstructions leads to

small fluctuations in the calculations. We scanned the focus positions and the wavelength in their

uncertainty range, and for each parameter set, we performed 10 independent reconstructions; from

all reconstructions, we found the maximum and minimum depth at each position, with the mean

values shown in Fig. 4.5(b). An AFM is a surface measurement device, meaning that those portions

of the sample that are completely etched through will result in an artificially deep measurement.

We find, using -75 nm as the lower threshold, that the AFM image gives the same shape in the

completely etched regions as the SEM image of the bottom side of the sample, as shown in Fig.

4.4(d). These images confirm that the 50 nm wide hole and the edges of the larger features are not

fully etched through. Fig. 4.5(c) compares the depth profiles along the dashed lines in Fig. 4.5(b)

between keyhole CDI and AFM. The error bars plotted in Fig. 4.5(c) indicate the maximum and

minimum depth values found within the range of uncertainty. We see good quantitative agreement

between the AFM and tabletop EUV keyhole CDI images. The depth of the 50 nm wide hole is
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20 ± 5 nm as measured by AFM, and 28 ± 9 nm from keyhole CDI. The AFM uncertainty of ±5

nm is determined from a two-dimensional grating calibration standard with a 180 nm step height,

and is given for a 95% confidence level.

Keyhole CDI illuminated by EUV high harmonics has several advantages in comparison with

AFM. First, the depth profile from the entire FOV can be measured simultaneously so that point-by-

point scanning is unnecessary. Thus, there is the potential for much higher data acquisition speeds,

limited only by the illumination flux. Second, AFM images can be influenced by nonlinearity,

hysteresis, creep of the piezoelectric material, and cross-talk between the x, y, and z axes. In

practice, software enhancement and filtering are used to improve AFM image quality, but this post-

processing can also flatten out real topographical features. Keyhole CDI has no such problems.

Third, keyhole CDI allows a long working distance and no contact with the sample, thus avoiding

potential sample damage. A limitation of our current technique is that it is only applicable to

relatively thin samples; the sample should be thin enough so that the light can penetrate, and

much thinner than D/NA as mentioned before. However, this limitation can be overcome in the

future by extending tabletop keyhole CDI to reflection mode [59].

4.4 Conclusion

Using a new approach to keyhole coherent diffractive imaging, we have demonstrated a table-

top EUV microscope that can image extended, non-isolated, aperiodic samples for the first time.

We achieve increased efficiency of the imaging system and a more uniform illumination at the sam-

ple when compared with previously reported methods based on Fresnel zone plates. Quantitative

depth information about the object can also be retrieved, in very good agreement with AFM mea-

surements and with significant added benefits such as non-contact, non-destructive measurement

capabilities. In the future, when combined with advances in bright HHG sources with < 1 nm

wavelength [18], this approach can be used to image nanoscale dynamics, including ultrafast spin,

heat, strain and current flow [73–75] with combined few femtosecond time resolution and sub-10

nm spatial resolution, in thick samples, with elemental and chemical sensitivity.



Chapter 5

First Demonstration of General Reflection CDI

This chapter describes the work on extending the CDI technique form transmission geometry

to reflection geometry. Although it seems straightforward for this extension, the truth is that only

very limited successes had been achieved for reflection CDI. Previous work was either limited to

highly reflective EUV lithography masks in a normal incidence geometry [76], restricted to low

numerical aperture through the use of a transmissive mask [77], or restricted to isolated objects

[78,79].

5.1 Initial attempts

5.1.1 Apertured illumination CDI in reflection

Thw sample isolation requrement can be harder for reflection geometry: most of the materials

do not have zero reflectivity, although they can have close to zero transmissivity as long as they

are thick enough. So techniques that allow for imaging non-isolated objects are needed. We first

tried the apertured illumination CDI approach.

We modified the transmission mode setup of apertured-illumination CDI so that the sample

is at an angle α = 30 degrees (Fig. 5.2(a)). The same detector and Fourier transform lens were

used as in the transmission setup, but were repositioned such that they were aligned along the

specular reflection from the sample (Fig. 5.2(a)). Thus the NA was kept at 0.22 and the resolution

at 1.4 µm. The sample used was a positive 1951 USAF Resolution Target. Figure 5.1(a) shows a

scatter pattern form the vertical bars of group 5 (element 1) of the resolution target. The black
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Figure 5.1: Mapping the diffraction from a tilted sample to a diffraction pattern linear in frequency
space. (a) The raw data from light scattered by the sample at an angle of 30 degrees. (b) The data
mapped onto a linear grid in frequency space. The dotted black lines are added to highlight the
curvature seen in the tilted sample diffraction shown in (a). Both images have been scaled by the
fourth root. Figure reproduced from Gardner et al. [59].

dashed lines are overlaid to illustrate the curvature in the diffraction resulting from a tilted sample.

In Fig. 5.1(b) we show the scatter pattern after mapping the diffraction onto a grid that is linear

in spatial frequency. After interpolation, the scatter pattern is proportional to the modulus of

Fourier transform of the sample. Using the same iterative phase retrieval algorithm as mentioned

in the previous section, we are able to reconstruct any arbitrary position of the target. These

reconstructions are overlaid and shown in Fig. 5.2(b). An objective based bright-field microscopy

image is also shown in Fig. 5.2(c) for comparison.

5.1.2 Imaging periodic samples in reflection

For a periodic sample, if an averaged image of a unit cell, instead of an image of every unit

cell in the illumination area, is the goal, then the isolation requirement would mean for each unit

cell, the feature area is less than 50%. So here we used a periodic sample to avoid the sample

isolation requirement for initial attempts. This allows us to decouple the difficulties of satisfying

isolation requirement and applying CDI to a reflection geometry.

The sample was a two-dimensional array of identical square, nickel nano-pillars, each ∼ 2µm

in width and 20nm high, patterned on a sapphire substrate. Rather than using AICDI, a slightly

simpler geometry was used where the beam was loosely focused directly onto the object, with a

spot size of approximately 25 µm, so that many pillars were illuminated (Fig. 5.3(a)). The incident
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Figure 5.2: Visible laser apertured illumination and tilted sample correction by reconstructing a
1951 USAF resolution target in a reflection mode geometry. (a) A schematic of the setup. Note that
a negative USAF pattern is shown, but a positive USAF was used in the experiment. (b) Several
reconstructions with different scan positions are overlaid to show the AICDI reconstruction. (c) A
traditional bright-field microscopy image of the sample. Figure reproduced from Gardner et al. [59].
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angle of the HHG beam on the sample was 45 deg, and as a result the scatter pattern in Fig. 5.3(b)

displays a high degree of asymmetry, making this specimen a good demonstration of the need for

tilted plane correction. Figures 5.3(b) and 5.3(c) show uncorrected and corrected scatter patterns

respectively. The 27.6 mm square detector with 13.5 µm pixels (Andor iKon) was placed 4.5 cm

past the object, resulting in a NA of 0.29. An integration time of 20 minutes was required in order

to obtain the diffraction pattern in Fig. 5.3(b). The missing center in the diffraction pattern is the

result of a beam stop used to prevent saturation of the bright zero order peak. The beam stop was

placed as close to the detector as possible (≈ 2mm) in order to minimize edge diffraction effects.

This specimen can be thought of as a convolution between a Dirac comb function with a single

nickel nano-pillar of 1/4 duty cycle. With this in mind, and using the convolution theorem, we can

consider the Fourier transform of this sample to be the product of the individual Fourier transforms

of the Dirac comb and a single (averaged) nano pillar. This means that in the diffraction plane, a

Dirac comb samples a sinc function, which is the Fourier transform of a single pillar. Using this idea

we can increase the signal-to-noise ratio, after applying the tilted plane correction, by extracting the

peak values (spaced by the period of the Dirac comb) of the scatter pattern and placing them on a

new, coarser grid, shown in Fig. 5.3(d). This new grid was used in the averaged pillar reconstruction

shown in Fig. 5.3(e), producing an image with ∼ 100 nm theoretical resolution. The reconstructions

were carried out in the same manner and with the same algorithm as in the case of the 632.8 nm

illumination. Clearly this method of resampling the data onto a separate grid by extracting the

peaks in the diffraction plane is only applicable for arrays of identical objects. However, provided

a contrast mechanism exists, the same apertured illumination technique discussed above can be

implemented more generally for full field imaging of nanostructures in the EUV.

5.2 First demonstration of a general purpose ptychography reflection mi-

croscope

After initial attempts of reflection CDI with apertured illumination CDI technique and with

a periodic sample described in the previous section, this section describes our work using pty-
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Figure 5.3: EUV microscope image in reflection mode of a 2D array of nickel nano-pillars.(a) A
schematic of the setup. Uncorrected (b) and corrected (c) diffraction patterns. The data in (c)
was resampled onto a coarser grid, shown in (d), containing only the peak intensity points. (e)
Reconstructed image using the diffraction pattern in (d). The missing data shown in (b), (c) and
(d) was left as a free parameter and is a result of a beam stop used to prevent saturation of the
bright zero order peak on the camera. Figure reproduced from Gardner et al. [59].



65

chography CDI with a non-periodic sample for reflection CDI. We demonstrate the most general

reflection-mode coherent diffractive imaging to date using any light source, by combining the ePIE

algorithm [56] with curved wavefront illumination [80]. This allows extended (non-isolated) objects

to be imaged at any angle, which will enable tomographic imaging of surfaces. This work also

represents the first non-isolated-object, high fidelity, tabletop coherent reflection imaging, which

expands the scope of applications for CDI significantly. This work demonstrates a powerful new

capability that can impact a very broad range of science and technology. First, our approach re-

moves restrictions on the numerical aperture, sample, or angle, so that general extended objects

can be imaged in reflection mode at any angle of incidence. Second, illumination of the sample

with a strongly curved wavefront removes the need for a zero-order beam-stop by reducing the

dynamic range of the diffraction patterns. The curved illumination also allows the size of the beam

to vary according to the sample size, alleviating the need for a large number of scan positions. This

also results in fewer necessary scan positions when imaging a large field of view. Third, reflection

ptychography produces surface images containing quantitative amplitude and phase information

about the sample that are in excellent agreement with AFM and SEM images, and also removes

all negative effects of non-uniform illumination of the sample or imperfect knowledge of the sample

position as it is scanned [81]. The result is a general and extensible imaging technique that can

provide a comprehensive and definitive characterization of how light at any wavelength scatters

from an object, with resolution limited only by the wavelength and the numerical aperture of the

system. This complete amplitude and phase characterization thus is fully capable of pushing full

field optical imaging to its fundamental limit. Finally, because we use a tabletop high harmonic

generation (HHG) 30 nm source [18], in the future it will be possible to image energy, charge and

spin transport with nm spatial and fs temporal resolution on nanostructured surfaces or buried

interfaces, which is a grand challenge in nanoscience and nanotechnology [74,82].
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5.2.1 Sample fabrication

The sample used in the experiment was fabricated on a super-polished silicon wafer. The

wafer was rinsed with acetone, isopropanol, and methanol, and baked on a hotplate for 20 minutes

at 250◦ C. It was then spin-coated with Microchem 2% PMMA in anisole, molecular weight 950

at 4000 r.p.m. for 45 seconds. Afterwards it was baked at 180◦ C for 90 seconds. Electron beam

lithography was performed using a FEI Nova NanoSEM 640, using Nanometer Pattern Generation

System (NPGS) software and patterns. The resist was then developed by immersion in a 1:3

solution of methyl-isobutyl-ketone:isopropanol for 30 seconds. Approximately 30 nm of titanium

was evaporated onto the surface using a CVC SC3000 3-boat thermal evaporator. The lift-off step

was accomplished in acetone using a sonicator.

5.2.2 Experiment

The experimental geometry for reflection mode Fresnel ptychography is shown in Fig. 5.4. A

Ti:sapphire laser beam with wavelength ≈785 nm (1.5 mJ pulse energy, 22 fs pulse duration, 5 kHz

repetition rate) is coupled into a 5 cm-long, 200 µm inner diameter, hollow waveguide filled with

60 torr of argon. Bright harmonics of the fundamental laser are produced near a center wavelength

of 29 nm (27th harmonic) since the high harmonic generation process is well phase-matched [19],

ensuring strong coherent signal growth and high spatial coherence. The residual fundamental laser

light, which is collinear with the high harmonic beam, is filtered out using a combination of two

silicon mirrors (placed near Brewster’s angle for 785 nm light) and two 200 nm-thick aluminum

filters. The EUV beam is then sent through an adjustable ≈1 mm aperture, placed ≈1 m upstream

of the sample, to remove any stray light outside the beam radius. A pair of Mg/SiC multilayer

mirrors then select the 27th harmonic of the Ti:sapphire laser at 29.5 nm. The first mirror is flat,

while the second mirror has a radius of curvature of 10 cm. This mirror pair focuses the HHG

beam onto the sample at an angle of incidence of 45◦. The focus position is 300 µm downstream of

the sample, so that the HHG beam wavefront at the sample plane has significant curvature. The
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angle of incidence on the curved mirror is approximately 2◦, which introduces small amounts of

astigmatism and coma onto the HHG beam.

The sample consisted of ≈30 nm-thick titanium patterned on a silicon substrate using e-beam

lithography. A scanning electron microscope (SEM) image of this object is shown in Fig. 5.5b. The

scattered light from the object is measured using an EUV-sensitive CCD detector (Andor iKon,

2048×2048, 13.5 µm square pixels), placed 67 mm from the object, and oriented so that the detector

surface was normal to the specular reflection of the beam. The sample was positioned 300 µm before

the circle of least confusion along the beam axis, so that the beam diameter incident on the sample

was approximately 10 µm. Diffraction patterns were measured at each position of 10 adjacent 3×3

grids, with 2.5 µm step size between positions. The positions were randomized by up to 1 µm in

order to prevent periodic artifacts from occurring in the ptychographic reconstruction [83].

5.2.3 Image reconstruction

The process for obtaining the reconstruction was as follows:

(1) Tilted plane correction was applied to each of the 90 diffraction patterns in the full dataset.

(2) The standard ePIE algorithm [56] was applied to the corrected data, with subpixel scan

position precision handled as in Maiden et al. [84]. A starting guess for the probe was

calculated using knowledge of the sample-to-focus distance (300 µm). The object starting

guess was set to unity and the probe guess was normalized to contain the same energy as

the average diffraction pattern in the dataset. The algorithm was allowed to update the

probe guess in parallel with the object guess at each sub-iteration. The algorithm was

run in this way for 20 full ptychographic iterations, at which point the probe guess had

made much more progress towards convergence than the object guess. The object guess

was reinitialized to unity, and the algorithm was restarted using the new probe guess, and

allowed to run for 100 iterations, long enough for both the object and probe to converge to

stable solutions.
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Figure 5.4: Experimental setup for reflection mode Fresnel ptychography. The EUV beam prop-
agates through an adjustable ≈1 mm aperture, and a single harmonic is selected using a pair of
multilayer mirrors centered at 29.5 nm, and focused onto the sample. The scattered light is collected
on a CCD detector placed directly after the sample. The inset shows a height profile reconstructed
through ptychography. Figure reproduced from Seaberg et al. [44].
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Figure 5.5: Diffraction data and ptychographic reconstruction. (a) Representative diffraction pat-
tern, scaled to the 1

4 power, taken from the 90-scan dataset. (b) SEM image of the Ti patterned Si
sample. Note that the large defect circled in the SEM image resulted from contamination after the
ptychography measurement. (c) Reconstructed amplitude (thresholded at 5%) of the HHG beam.
The inset shows the reconstructed phase (displayed modulo-2π). (d) Ptychographic reconstruc-
tion of the object shown in (b). The reconstruction is plotted as the complex amplitude, where
brightness represents reflected amplitude and hue represents the phase of the reconstruction. Note
that the majority of defects seen in the SEM image of the Ti nanostructures are reproduced in the
ptychographic reconstruction. The scale bar in (b) is shared among (b)-(d). Figure reproduced
from Seaberg et al. [44].
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(3) The object guess was re-initialized as described in step 2, and the probe guess was set to

that found at the end of step 2. The subpixel position correction method [81] was applied

to the ePIE algorithm, and the overlap constraint was applied with subpixel shifts of the

probe [84]. The position correction feedback parameter β was started at a value of 50,

and automated as in Zhang et al. [81]. The probe guess was not allowed to update during

this step. Again, the algorithm was run for 100 iterations, until the position corrections

converged to < 0.1 pixel.

(4) Finally, using the probe found in step 2 and the corrected scan positions found in step 3,

and with the object guess reinitialized to unity, the algorithm was run for 200 iterations to

achieve the final reconstruction.

Each full iteration (cycling through all 90 diffraction patterns) took approximately 30 seconds

on a personal computer, leading to a total reconstruction time of 3.5 hours.

5.2.4 Oxide layer measurement

The thickness of the oxide layer on the Si wafer used for sample fabrication was determined

through ellipsometry (Gaertner Scientific L117F300). The measurements were made at 70◦ angle

of incidence using a He-Ne laser at 632.8 nm. The ellipsometric angles ψ and ∆ were determined

to be 10.20(0.04)◦ and 171.00(0.07)◦, respectively. The angles are defined as

rp
rs

= tanψ e−i∆ (5.1)

where rp and rs are the complex reflectivity coefficients for p- and s-polarized light, respectively.

The thickness of the oxide layer was calculated by numerically solving the argument of Eq. (5.1),

assuming an index of refraction for the oxide layer of 1.474(0.003) and an index of refraction for the

silicon substrate of 3.89(0.02) + i 0.011(0.009) at 632.8 nm wavelength. The result, was an oxide

layer thickness of 3.0(0.1) nm.
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5.2.5 Results and discussion

Due to the non-normal angle-of-incidence on the sample, the patterns must be remapped

onto a grid that is linear in spatial frequencies of the sample plane, in order to use fast Fourier

transforms (FFTs) in the data analysis. We used tilted plane correction to accomplish this [59].

An example of a corrected diffraction pattern is shown in Fig. 5.5a. The diffraction patterns were

cropped such that the effective numerical aperture was 0.1, enabling a half-pitch resolution of 150

nm. The image was reconstructed using the ePIE, along with the sub-pixel position determination

method [81, 84]. A starting guess for the probe was calculated based on the estimated distance

of the sample from the focus. The reconstructed complex amplitude of the object is shown in

Fig. 5.5d. During the course of the reconstruction, the algorithm was used to further solve for

the complex amplitude of the probe as well, resulting in the illumination shown in Fig. 5.5c. The

reconstructed probe is completely consistent with a measurement of the unscattered beam at the

detector. The high fidelity of the CDI reconstruction is evident by the fact that the majority of

small defects visible in the SEM image of the Ti patterns (Fig. 5.5b) are also clearly visible in the

CDI reconstruction (Fig. 5.5d). Note that the large defect circled in the SEM image in Fig. 5.5b

was the result of sample contamination after the ptychography measurement.

Ptychography solves for the complex amplitudes of both the object and the probe (or incident

beam) simultaneously [56, 83]. As a result, reliable quantitative information about the object can

be obtained from the reconstruction, since the effect of the probe on the diffraction patterns is

essentially divided out. Quantitative surface relief information can be obtained from the phase of

the reconstructed object as well. The titanium was patterned at a thickness of approximately 30

nm. The round trip path difference of the reflected light is −2h cos θ, where h is the height above

a reference (such as the substrate) and θ is the angle of incidence. At 45◦ angle of incidence for a

feature thickness of 30 nm, the round trip path length difference between the silicon substrate and

the patterned titanium features is 42.4 nm. At 29.5 nm wavelength, this corresponds to between

1 and 2 wavelengths path length difference. Additionally, the phase change upon reflection can be
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highly variable for absorbing materials. In the case of this sample, both silicon and titanium have

native oxide layers which must be taken into account when calculating this phase change. Thus,

some prior knowledge is required in order to retrieve the absolute height of the features. The method

for calculating the phase change upon reflection from a thin-film system with complex indices of

refraction is described in Born and Wolf [67]. The indices of refraction at 29.5 nm wavelength

necessary for this calculation were obtained from the Center for X-Ray Optics (CXRO) [72]. The

thickness of the silicon oxide layer was measured using ellipsometry to be 3.0(0.1) nm, and the

thickness of the titanium oxide layer was assumed to be 2.9(0.2) nm based on the literature [85,86].

For the SiO2/Si region, the phase change δSi was calculated to be −1.22(.03) radians and the

theoretical reflectivity was calculated to be 0.33%. For the TiO2/Ti patterns, the phase change

δTi was calculated to be −1.92(0.09) radians and the theoretical reflectivity was calculated to be

10.9%. The object reconstruction shows a ratio of ≈17 between the reflectivity of the titanium

and the silicon surfaces based on a histogram of the reconstructed amplitude, in reasonably good

agreement with the calculated values, which assumed no surface roughness.

A flattening method was applied to the reconstructed phase of the silicon substrate, similar

to that used in atomic force microscopy, due to some residual phase curvature reconstructed on

the flat substrate. The peak-to-valley height variation of the subtracted surface fit was < 4 nm

over the full 35× 40µm2 field of view. After flattening, the reconstruction shows an average of 4.26

radians of phase difference between the titanium and silicon surfaces, corresponding to a 46.2(0.7)

nm path length difference (when 2π is added and after taking the phase changes upon reflection into

account). This corresponds to a 32.7(0.5) nm average thickness of the titanium patterns. A height

map of the sample could then be produced by assuming that 2π should be added to any part of

the reconstruction that exhibited an amplitude above 25% of the maximum (based on the relative

reflectivities of titanium and silicon, as discussed above). Additionally, the reflection phases δSi and

δTi were subtracted from the Si and Ti regions using the same criteria. The result of this analysis is

displayed in Fig. 5.6a, and represents a significant improvement in image quality compared with all

tabletop coherent reflective imaging to date. After the ptychography measurements were taken, an
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independent height map of the sample was obtained using a Digital Instruments Dimension 3100

AFM. The resulting AFM height map is shown in Fig. 5.6b, after applying the same flattening

method as that used for the CDI reconstruction. The AFM measurement shows an average height

for the titanium features of 32.7 nm, which agrees exactly with the ptychography result within

error bars.

Many small pieces of debris are visible in the AFM image shown in Fig. 5.6b, with heights

above that of the patterned titanium. None of the EUV work was done in a cleanroom environment.

The reason these are not visible in the CDI height map (Fig. 5.6a) is that the 3D information

relies on the phase difference of light reflecting from the substrate versus the features (at 45◦)

and not on the absolute height difference. While the debris locations are still evident in the CDI

reconstruction (Fig. 5.5d), the modulo 2π ambiguity of the phase information combined with the

very short wavelength prevents us from extracting the absolute height information of all features.

However, a tomographic or multi-wavelength approach would enable full 3D reconstructions of all

features on a surface [87].

Finally, we note that previously it was believed that full knowledge of the probe was necessary

when using Fresnel (curved wavefront) ptychography for phase retrieval [80]. However, we find that

for ptychographic grids of 3× 3 and larger with sufficient overlap between adjacent probe positions

(60-70% area overlap [56]), the algorithm converges to a consistent result for the probe provided

that the phase curvature of the starting guess differs by no more than 50% of the actual phase

curvature. Even this condition is relaxed entirely in the case of isolated objects. To demonstrate

this, we performed a separate ptychographic retrieval of the probe by scanning a 5 µm diameter

pinhole across the beam near the focus. The probe that is retrieved using this method can be

propagated to the sample plane for comparison to the probe found in the course of the sample

reconstruction. We found very good agreement between the two probe reconstructions, independent

of the accuracy of the starting guess for the probe.
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Figure 5.6: Height profile comparison between CDI and AFM. (a) 3D profile of the object based on
ptychographic reconstruction. (b) 3D profile of the object based on an AFM measurement. Any
features taller than 40 nm were thresholded to 40 nm for the 3D rendering. (c) Histograms of the
height profiles shown in (a) and (b). The histograms were used to calculate the average feature
thickness of 32.7 nm based on the both the CDI and AFM measurements. The scale axis shown in
(a) is shared by both (a) and (b). Note that the large debris spot on the right of the AFM image
was introduced after the CDI image was taken.Figure reproduced from Seaberg et al. [44].
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5.2.6 Comparison between CDI reconstruction and SEM and AFM images

There are a number of defects visible in the sample image reconstructed through ptycho-

graphic coherent diffractive imaging (CDI) which are also visible in scanning electron microscope

(SEM) and atomic force microscope (AFM) images. A visual comparison between the three tech-

niques is shown in Fig. 5.7. Of the 7 defects pointed out in the figure, only defects 1-5 are visible

in all of the images. The 6th and 7th defects are only visible in the CDI phase image and the AFM

image. This is a demonstration of the fact that CDI has both amplitude contrast (analogous to

SEM) and phase/height contrast (analogous to AFM).

5.2.7 High harmonic beam characterization through ptychography

To ensure that our recovery algorithm was correctly retrieving the probe illumination, we first

characterized the extreme ultraviolet (EUV), high harmonic generation (HHG) beam by scanning

a 5 µm diameter pinhole across the beam near its focus and reconstructed the illumination using

ptychography. In this case, the pinhole can be thought of as the probe, while the beam is an

effective object. The scan consisted of a 6 x 6 grid with 1 µm step size between adjacent scan

positions. The reconstructed beam is shown in Fig. 5.8a.

The reconstructed beam was propagated to the sample position (200 µm upstream of the

pinhole probe location) and calculated on the tilted plane (at 45◦) using tilted plane correction,

shown in Fig. 5.8b. Immediately after this ptychography scan, the pinhole probe was removed and

the sample was translated such that the beam illuminated one of the star patterns on the sample

(with reconstruction shown in Fig. 5.5d). We performed a 3 x 3 ptychographic scan across the

star feature, with 2.5 µm step size. In this case, a probe starting guess consisting of a Gaussian

amplitude profile with random phase sufficed to consistently retrieve the probe amplitude shown

in Fig. 5.8c. As can be seen by comparison of Figs. 5.8b and c, the two beam characterization

methods show very good agreement between both the phase and the amplitude. It should be noted

that the HHG beam drifted slightly inside the adjustable aperture during the course of the two
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Figure 5.7: A visual comparison between the reconstructed CDI amplitude and phase with images
obtained using SEM and AFM. (a) Reconstructed CDI amplitude image of the sample. (b) Phase of
the reconstructed image. (c) SEM image of the sample. (d) AFM image of the sample. In the above
images, 7 defects have been pointed out (located above and to the right of each number). Defects
1-5 are visible in all of the images, whereas defects 6 and 7 are only visible in the reconstructed
phase and in the AFM image. The circled defect in (c) and (d) was a result of contamination after
the CDI measurements were taken.Figure reproduced from Seaberg et al. [44].
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scans, resulting in slightly different beam structure during the two measurements.

As a further consistency check, the probe reconstruction (shown in Fig. 5.5c) was propagated

to the detector, and the tilted plane correction was undone in order to examine the result in the

real coordinates of the detector. The result of these steps is shown in Fig. 5.9a. A comparison was

made with a direct measurement of the unscattered beam by translating the sample to a featureless

region of the silicon substrate, shown in Fig. 5.9b. As can be seen in Figs. 5.9a and b, while it is

evident that, as in the above sample plane comparison, some beam drift occurred during the course

of the ptychographic scan, the reconstructed probe is entirely consistent with the high harmonic

beam used to illuminate the sample.

5.2.8 Conclusions

We have demonstrated the first general, tabletop, full field reflection mode CDI microscope,

capable of imaging extended nanosurfaces at arbitrary angles in a non-contact, non-destructive

manner. This technique is directly scalable to shorter wavelengths and higher spatial and temporal

resolution, as well as tomographic imaging of surfaces. By combining reflection-mode CDI with

HHG sources in the keV photon energy region, it will be possible to capture nanoscale surface

dynamics with femtosecond temporal and nanometer spatial resolution.

5.3 Keyhole CDI in reflection

We had tried reflection keyhole CDI, even before reflection ptychography actually. The great

challenge for we had met is that our knowledge of the probe beam is not accurate enough with

previous methods. In transmission keyhole CDI discussed in Chapter 4, we obtain the probe

beam by measuring foci positions, and assuming a spherical phase centered at these foci when it

propagates to the detector. This method proves to be good enough with the two transmission

results shown in Chapter 4. Accurate knowledge of the probe beam was not needed in those two

results probably because: (a) for the first result, the sample is a binary object, allowing us to put

on a strong amplitude support and phase constraint; (b) for the second result, the features are
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Figure 5.8: A comparison of separate reconstructions of the HHG illumination beam, using the
beam as the object in one case and as the probe in the second case. (a) Reconstruction of the HHG
beam near the focus using a 5 µm diameter pinhole probe. The main image displays the amplitude
and the inset displays the phase. The scale bar has width 2 µm. (b) The result of propagating
the reconstructed beam from (a) to the tilted sample plane. Again, the main image shows the
amplitude and the inset shows the phase. The scale bar has width 5 µm. (c) The amplitude (main
image) and phase (inset) of the reconstructed probe based on a 3 x 3 ptychographic scan across
the one of the features on the titanium sample discussed in the text. The scale bar is shared with
(b). Note that the beam amplitudes in (b) and (c) are displayed in the tilted sample coordinates,
resulting in elongation in the horizontal direction. Figure reproduced from Seaberg et al. [44].

Figure 5.9: Comparison between the illumination reconstructed as a ptychographic probe and
propagated to the detector, and the unscattered illumination measured directly on the detector
(raw data). (a) The probe reconstruction from Fig. 5.5c, propagated to the detector plane. (b)
The HHG beam measured directly on the detector by translating the sample to a featureless region
of the silicon substrate. The scale bar in (a) has width 1 mm and is shared by (a) and (b). Figure
reproduced from Seaberg et al. [44].
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located within in an area that is much smaller than the beam size, thus the beam can regarded

as uniform anyway. For the sample used in reflection ptychography in the last section, these two

conditions are not met, and very accurate knowledge is necessary for the success of the keyhole

CDI approach.

Thanks to ptychography, which reconstructs not only the object, but also the probe beam,

with high accuracy, this challenge is overcome. With the beam reconstructed from the ptychogra-

phy, we achieved the first reflection-mode keyhole CDI result on a tabletop in conjunction with the

first general full-field demonstration of reflection ptychography CDI.

To reconstruct the image using keyhole CDI, tilted plane correction was first performed

on one of the diffraction patterns, and the reconstruction was then achieved using the method

described in [27]. First, a random phase was generated at the detector, and then the electric field

was propagated back to the sample plane. The total reflectivity r was separated into two parts: a

constant baseline reflectivity r0 (the reflectivity of the substrate) and the difference in reflectivities

between the features and substrate, ∆r. The magnitude of r0 can be found either by trial-and-error,

or from the ptychographic reconstruction. Next, the product of the beam and r0 is subtracted from

the total exit surface wave (ESW). This quantity is then multiplied by the conjugate of the probe

phase, which gives the exit surface wave of just the object. We used the shrink-wrap approach [55]

to the field at the sample plane to apply the support constraint. The reconstructed sample is shown

in Fig. 5.10b.

While the ptychography approach typically offers higher quality images than the keyhole CDI

approach thanks to information redundancy in the multiple scans with overlap, it is impossible,

difficult, or not desirable to perform ptychography scanning for certain situations. For example,

in the “diffraction before destruction” regime, a single pulse is enough to damage the sample,

not allowing the original sample to be scanned and illuminated with successive pulses. In these

situations, it is preferable to use the keyhole CDI approach. One can simply use ptychography CDI

as a beam characterization step, while the goal of sample reconstruction is achieved using keyhole

CDI.
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Figure 5.10: Reflection keyhole CDI reconstruction with the probe reconstructed from ptychogra-
phy. (a) Reconstructed probe from ptychography. Adapted from Seaberg et al. [44]. (b) Recon-
structed sample using only one diffraction pattern using the keyhole CDI approach. Scale bar, 10
µm, shared by (a) and (b).



Chapter 6

Surface Nano-imaging with High Lateral and Axial Resolution Using Tabletop

EUV Ptychography

Building on the work described in the previous chapter, the work in this chapter is on sur-

face nano-imaging with high lateral and axial resolution, and unprecedented image quality. The

images from our tabletop EUV ptychography compare favorably with SEM and AFM, which are

well-established techniques for imaging surfaces with nanometer resolution. This is achieved by

performing reflection ptychography with a HHG source at a high numerical aperture (around 0.4).

It works in a parallel, area-by-area scanning mode, providing powerful quantitative contrast, capa-

ble of capturing composition and topographical variation. Short wavelength illumination and high

angle scatter leads to a very high, 40 nm by 80 nm (half-pitch), lateral resolution while quantitative

phase information enables surface profilometry with ultra-high, 6-angstrom, axial resolution.

6.1 Experiment

To drive the HHG process, we focus ultrashort pulses from a titanium doped sapphire am-

plifier (central wavelength around 780 nm, pulse energy of 1.4 mJ, repetition rate of 5 kHz, 22 fs)

into a 150 µm diameter hollow waveguide filled with argon (36 torr backing pressure) generating

phase-matched, spatially coherent harmonics at wavelengths near 29 nm. After the waveguide, the

HHG beam and CDI microscope were in medium vacuum (≈ 10−6 torr) to avoid absorption of the

EUV light. We use a pair of silicon rejecter mirrors set near Brewster’s angle for 780 nm (|r| ≈ 0.36,

29 nm) and two 200 nm thick aluminum filters to completely extinguish the fundamental light. As
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shown in Fig. 6.1a , two 45◦ angle-of-incidence (AOI) flat multilayer mirrors select the 27th har-

monic (29 nm) which is then focused near the sample by an ellipsoidal nickel-coated mirror set at

5◦ grazing incidence. The beam illuminates the sample at 50.57◦ AOI, and has a slight negative

phase curvature due to the position of the sample relative to the focus. In this work the sample

was titanium shapes patterned with E-beam lithography on a silicon substrate (SEM image shown

in Fig. 6.1b). During the period after the sample was fabricated, incredibly fine height variations

caused by contamination formed over the surface of the sample. As a demonstration of the quan-

titative contrast mechanism in CDI we measure the height of these variations with unprecedented

accuracy in a non-destructive, non-contact manner and compare them to AFM and SEM for verifi-

cation. An EUV sensitive CCD (Andor iKon-L, 2048×2048 pixel array, 13.5×13.5 µm2 pixel size)

is positioned 3.17 cm away from the sample and perpendicular to the specular reflection, leading

to a high nominal numerical aperture of about 0.4. The sample is scanned with a step size of

about 3 µm in both x- and y-directions, on a 18×11 rectangular grid (random offsets within 20%

of the step size). With each exposure taking 0.1 seconds and 3 accumulated exposures for each of

the 198 diffraction patters, the total exposure time was less than 1 minute for the whole 65 µm

x 40 µm field of view, corresponding to 44 µm2 per second exposure speed. To account for the

non-normal incidence on the sample and the high angle scattering, tilted-plane correction [59, 79]

must be performed to obtain the Fourier transform of the reflected exit surface wave on a linear grid

of spatial frequencies. We employ an advanced, proprietary version of the correction for each of the

198 diffraction patterns. A representative measurement is shown in Fig. 6.1c, and the corrected

amplitude is shown in Fig. 6.1d. The simple effect of tilting the sample away from normal incidence

results in an increased geometric field of view with decreased resolution. As shown in Fig. 6.1d, the

actual NA in x-direction is significantly reduced, compared with y-direction, resulting in decreased

resolution in x-direction. The dashed rectangle in Fig. 6.1d shows the actual spatial frequency

window we used for the reconstruction corresponding to a pixel size of 76 nm in x- and 38 nm in

y-direction, sampled at 512 × 1024 with the same sampling frequency in both directions.
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Figure 6.1: High NA reflection EUV ptychography experiment. (a) Schematic of the tabletop EUV
microscope. (b) SEM of the sample (scale bar 10 µm). (c) Representative diffraction pattern. (d)
Diffraction pattern after tilted plane correction.
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6.2 Image reconstruction

To obtain the initial guess of the probe (beam), we measured the far-field beam reflected from

a flat, substrate area. We assume a quadratic phase with x- and y-radius taken as the distance

from the measured x- and y-focus to the detector [27]. We performed tilted plane correction on the

beam field guess and then back-propagate to the sample plane to produce the initial probe guess.

We use a constant value for the initial object guess. We use the ePIE [56] algorithm, and update

only the object in the first two iterations. In the following 30 iterations, we update both the object

and the probe. For the next 50 iterations, we update the object with position refinement [81].

For the next 600 iterations, we update the object, the probe and use position refinement. We

finish the reconstruction procedure with 150 iterations of object update only. Our ePIE algorithm

is implemented in C++, with OpenCV library support, on a NVIDIA Tesla K40c GPU. Each

iteration takes at most 4.6 second (with probe, object update and position refinement on) for all

the 198 diffraction patterns, each of which has a grid size of 512 by 1024. Main features become

clear at less than 32 iterations (2.5 minutes), and the whole 832 iterations take less than one hour.

The reconstructed object has complex values proportional to |r| exp[φr+i2π/λ · (−2h cos θi)],

where r is the complex Fresnel reflection coefficient of the sample with amplitude |r| and phase

φr, λ is the illumination wavelength, h is the height distribution of the sample, and θi is the angle

of incidence. Due to the asymmetry in pixel x- and y-dimension, we interpolated the image to

up-sample in x-direction by a factor of 2. The reconstructed amplitude and phase are shown in

Fig. 6.2a and b, and for comparison Fig. 6.2c shows an SEM (model: FEI Nova NanoSEM 630)

measurement. We find excellent agreement with the SEM in both the ptychography amplitude and

phase images; while ptychography captures details of the slight surface variation that the SEM

does not. In the highlighted region shown as a black rectangle in Fig. 6.2c, we compare images

from 4 different measurements: ptychography amplitude, ptychography phase, SEM (with higher

resolution and smaller field of view than Fig. 6.2 c) and AFM, in Fig. 6.2d-g respectively. We see

that all measurements agree quite well except very faint details, such as slight height variation of
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the surface due to debris, circled in white and red (dashed), which are clearly discernable in the

ptychographic amplitude and phase but are nearly invisible to the SEM. The features circled in red

(dashed), are completely unrecognizable in the SEM image while easily visible in the ptychographic

phase image. It is evident that reflection mode CDI provides a powerful technique for surface

profiling, enabling clear visualization of composition and topography with high contrast. The

amplitude and phase of the reconstructed beam are shown in Fig. 6.2h and i. The beam had a 1/e2

diameter of ≈ 8 µm in x- and 6 µm in the y-direction. The majority of height variations within the

sample area are mostly within 30 nm (except for sparse debris), much smaller than D/NA (D is

the beam diameter), justifying modeling the exit surface wave as a multiplication of incident wave

and the object response [42].

6.3 Lateral resolution characterization

We present three methods to characterize the lateral resolution: the phase retrieval transfer

function (PRTF) [28,52,88], the modulation transfer function (MTF) (that is, the Fourier transform

of the point-spread-function (PSF)), and the knife-edge assessment (10%-90% edge width).

The PRTF is the counterpart of MTF in coherent diffractive imaging. In conventional imag-

ing, the MTF describes the response of an imaging system to various spatial frequencies. In

coherent diffractive imaging the image forming hardware is replaced by a phase retrieval algorithm

and correspondingly, the PRTF plays a similar role to the MTF by quantifying the repeatability

and accuracy of the retrieved phase as a function of spatial frequency. The PRTF evaluates the

combined effect of the signal-to-noise-ratio (SNR) of the diffracted wave and systematic errors that

corrupt the convergence of the retrieval algorithm. Non-normal incidence causes a significant asym-

metry of the measured range of spatial frequencies in the horizontal versus the vertical directions

so we evaluate the PRTF in these two directions separately; PRTF is calculated as:

PRTF(f1D) =
〈〈|〈Erec.

i,j (fx, fy)〉i|〉j〉1D
〈〈|Emeas.

j (fx, fy)|〉j〉1D
(6.1)

where |Emeas.
j (fx, fy)| is the magnitude of the measured electric field on the detector corresponding
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Figure 6.2: Images reconstructed from ptychography and comparison with SEM and AFM. (a)
Ptychographic amplitude reconstruction. Scale bar: 10 µm, shared with (a-c). (b) Ptychographic
phase reconstruction. (c) SEM for comparison. The area enclosed in the black rectangle is zoomed
in and compared with the ptychography amplitude (d), ptychography phase (e), higher resolution
SEM (f), and AFM (g) with 80 nm sampling step. Scale bar in (g), 2 µm, shared by (d-g). Areas
highlighted in circles are compared in detail for the 3 techniques. (h) and (i) are the amplitude and
phase of the reconstructed, incident high harmonic beam. Scale bar, 10 µm. The red and white
rectangular regions are used later in the text.
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to spatial frequency (fx, fy) and the jth scan position, Erec.
i,j (fx, fy) is the reconstructed electric

field at the ith iteration, corresponding to spatial frequency (fx, fy) and the jth scan position,

〈 〉i and 〈 〉j are averages over iterations and scan positions respectively, 〈 〉1D means average

over one direction to transform a 2-dimensional signal to a 1-dimensional signal. We average

over all different fy values when evaluating PRTF(|fx|), and over all different fx values when

evaluating PRTF(|fy|). We started with the 832nd iteration, which we considered the converged

reconstruction. We averaged 100 iterations during which time only the object was updated. The

calculation result is shown in Fig. 6.3 a. We observe that the PRTF values only slightly decrease

with increasing spatial frequency in both horizontal and vertical directions and are still above 0.98

at the maximum spatial frequencies. This large PRTF value is a manifestation of good SNR across

the whole frequency range and accurate measurement of parameters. We conclude that the PRTF

approach supports a spatial resolution of 73.2 nm in horizontal direction and 36.6 nm in vertical

direction but is not sufficient to fully characterize the lateral resolution.

In the second method, we evaluated the modulation transfer function of our CDI microscope.

In the region of interest shown in Fig. 6.2 c (red dashed rectangle), we took a corresponding AFM

measurement with a 10 nm probe diameter, and 40 nm sampling step (model: Digital Instruments

Dimension 3100). Fig. 6.3c shows the power spectral density (PSD) of the two images from the

ptychography phase measurement and AFM measurement plotted together (ptychographic PSD in

fine dashing). By taking a square root of the ratio of the ptychographic phase PSD and the AFM

PSD, we obtain a relative MTF: the MTF of the ptychography phase imaging divided the MTF

of the AFM image. In the absence of a much higher resolution AFM image, we are limited to

claiming a relative MTF rather than absolute. However, if we reasonably assume the AFM image

has a MTF value above 50% at the highest spatial frequency (39.1 nm, half pitch), the fact that the

relative MTF is above 22% in both x- and y- directions at the maximum spatial frequency (clearly

above 11%; which is the Rayleigh resolution contrast level) allows us to conclude our resolution is

73.2 nm in horizontally and at least 39.1 nm vertically. Finally, we characterize the resolution of

our microscope by measuring the 10% to 90% width of two edges. Compared with AFM, where
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Figure 6.3: Characterization of the lateral resolution. (a) Phase retrieval transfer function. (b) Rel-
ative modulation transfer function of the ptychographic phase and AFM (grey dashed (horizontal)
line: 11% contrast level corresponding to Rayleigh resolution). (c) Power spectral density. Both
AFM and CDI PSDs are shown; lines with fine dashing are CDI. (d) shows the edges where we
measure the 10% to 90% edge width of the phase reconstruction. (e) Profile measured nominally
in the x-direction. (f) Profile measured nominally in the y-direction. Fits to the error function
compliment, and are also shown in (e-f) as solid lines (blue) (both R2 values ≈ 0.99).
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the image contrast comes solely from height differences, ptychography derives its contrast from

the reflected complex exit surface wave. We choose two profiles nominally in the x-direction and

nominally in the y-direction (shown as white solid lines in Fig. 6.3 d). The feature edges along these

profiles are clean, sharp, and near the center of the ptychographic scan area avoiding insufficient

overlap that can cause decreased reconstruction quality at the egdes. The phase along these two

profiles are shown in Fig. 6.3e andf respectively. We see that in x-direction, the 10%-90% width

occurs across ≈ 2 pixels (73.2 nm), and the y-direction rises in only 1 pixel (36.6 nm). The two

rising edges agree well with the error function compliment (ERFC) fit that have 10%-90% widths

of 73.2 nm and 20.9 nm (smaller than 36.6 nm) respectively. (The R2 value in either ERFC fits

was ≈ 0.99). The resolution characterized via three different approaches all support the conclusion

that we have spatial resolution of 73.2 nm in horizontal direction and 36.6 nm in vertical direction,

corresponding to the highest measured spatial frequencies.

6.4 Axial resolution characterization

In reflection CDI, we can calculate the height from the reconstructed phase in a similar way

to holography. The reconstructed phase is the sum of the geometric phase that is proportional

to height, 2π/λ · (−2h cos θi), and the phase of the complex reflection coefficient φr. Figure 6.4a

shows the reconstructed phase in a selected region, and Fig. 6.4b shows the calculated height. Due

to the lack of an absolute reference in CDI only relative phase values are accessible so when the

reflecting material is monolithic, the retrieved phase is purely geometric and φr cancels exactly.

When considering features that have different composition, φr is also different and must be taken

into account. In the white rectangular area shown in Fig. 6.2c, the region between the stars has

the same composition, a contamination layer above the Si substrate, thus we consider only the

reflection from this top layer and neglect the contribution from the silicon substrate since it has a

much weaker reflection (less than 10 % determined from Fig. 6.2 a). Visually, the ptychographic

height measurement (Fig. 6.4d) shows good qualitative agreement with the AFM (Fig. 6.4e). To

characterize the axial resolution of our microscope we examine surface variations highlighted in the
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white rectangular region, shown in Fig. 6.2c. It is important to note that we do not expect the

lateral ptychographic resolution to be comparable with the AFM resolution in this area: because

wide-angle diffraction from weakly scattering features has poor SNR, the combination of strong

signal from the titanium features and detector saturation leads to a loss of fidelity in this region.

However, this does not affect the reconstructed height when the ratio of the feature width to the

width of the PSF is much greater than unity, which is true for these surface features. On the other

hand, this condition is not met for the very fine debris apparent in the AFM image. In order to more

accurately compare the height variations measured by either AFM or ptychography we apply two

filters. First, we simply remove points outside the wide, trench features using a histogram filter in

both the AFM and ptychographic images, shown in Fig. 6.4g. Second, we convolve a Gaussian PSF

(σ = 70 nm) with the AFM measurement. The width of the Gaussian PSF was chosen to minimize

the overall error between the AFM and ptychographic reconstruction. The results of either the

histogram-filtering or PSF-filtering are shown in Fig. 6.4f and g; these are compared against the

ptychographic height map, Fig. 6.4d. The three panels shown in Fig. 6.4c are a histogram of the

height difference between the ptychographic reconstruction and the AFM image for different filters.

The top-most histogram and corresponding Gaussian fit with reported width, σ = 4.3 Å compares

the unfiltered AFM (Fig. 6.4e) directly to the ptychographic reconstruction. The center histogram

and corresponding Gaussian fit with reported width, σ = 3.7 Å compares the histogram-filtered,

ptychographic height map to the histogram-filtered AFM (Fig. 6.4f). The bottom-most histogram

and corresponding Gaussian fit with reported width, σ = 3.2 Å compares the ptychographic height

map to the Gaussian-PSF filtered AFM image (Fig. 6.4g). Two representative profiles are shown

in Fig. 6.4c corresponding the white dashed line in Fig. 6.4e. The top-most panel is a direct

comparison between the unfiltered AFM and ptychographic height reconstruction. The bottom-

most panel compares the PSF-filtered AFM with the ptychographic reconstruction. The three

comparisons (Fig. 6.4c) are in good relative agreement however; the fact that both filtered version

of the AFM image show lower relative difference results from the omission of spurious debris.
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Figure 6.4: Height calculated from the reconstructed phase. (a) Three-dimensional rendering of
surface features imaged by ptychographic CDI. Scale bar, 10 µm. (b) Histograms of the height
differences measured by ptychography and AFM. The top panel includes no filtering (comparing
(d) to (e) directly). The middle panel uses a histogram filter to remove values outside the trench
features (comparing (d) to (f)). The bottom panel used a Gaussian-PSF to smooth fine debris in
the AFM (comparing (d) to (g)). Scale bar, 2 µm shared with (d-g). (c) Comparative profiles
taken along the dashed (white) line in (e). The top panel compares (d) to (e). The bottom panel
compares (d) to (g). After smoothing, the 2-σ (95% confidence interval) width, in height difference
is ≈ 6 Å.
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6.5 Discussion

We have demonstrated surface imaging with unprecedented fidelity comparing favorably with

well-established techniques such as SEM and AFM. We achieve a lateral resolution of 40 nm ver-

tically by 80 nm horizontally, and a sub-nanometer axial precision. EUV reflection provides a

powerful imaging contrast mechanism; it has composition sensitivity unlike AFM, and improved

contrast compared to SEM. Instead of serial, point-by-point scanning, EUV ptychography employs

parallel, area-by-area scanning for imaging, significantly decreasing the time for scanning, making

source flux the only practical limit for high volume imaging. The increase of the imaging speed

makes this tool attractive for real applications involving large-area imaging, such as semiconductor

inspection. In contrast to AFM that works in a contact or tapping mode, this microscopy pro-

vides a long working distance: in this work, only limited by sample-detector distance (31.66 mm).

Ptychography CDI does not require the sample to be conductive as SEM does. The resolution

reported in this work can be improved with shorter wavelengths, although for most materials, this

will come at the cost of decreased reflectivity. At smaller grazing incidence angle, by taking an

additional data set with the sample rotated at 90 degrees, we can ensure high resolution in both

directions.



Chapter 7

Hyperspectral Imaging with Harmonic Combs and Ptychography

While previous chapters present the work on removing obvious roadblocks on the way of

making HHG CDI a general microscopy tool, this chapter discusses a powerful capability of pty-

chography CDI that is unexpected from the early beginning – the capability to decompose inco-

herent superposition of different modes, due to information redundancy provided by the overlap in

the scanning.

This chapter will first introduce the principles of decomposing incoherent superposition with

ptychography. Then preliminary results of our ongoing work are presented on decomposing in-

coherent superposition from different wavelengths in a multi-order HHG source. These results

represent a proof-of-principle demonstration of hyperspectral imaging using a HHG source and the

ptychography method.

7.1 Decomposing incoherent superposition with ptychography

We have seen in the previous chapters that information redundancy provided by the overlap

in the scanning have brought several unique capabilities to this technique: the reconstruction

of the sample is more robust; not only the sample but also the illuminating beam itself can be

reconstructed; some measurement errors in the experiment, such as position errors in the scanning

stages, can be automatically corrected. Recently, another advantages have been added to the list:

there can be enough redundant information in ptychography to decompose incoherent superposition

on the detector. In 2013, Thibault and Menzel published a paper titled “Reconstructing state
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mixtures from diffraction measurements” [89]. In this paper, they demonstrated experimentally

the diffractive imaging of a sample with X-ray that has only partial spatial coherence. They also

successfully decomposed simultaneously the five dominant spatial modes in the X-ray beam. This

is a conceptually surprising result: as the name indicates, CDI relies on high spatial coherence

of the illumination for imaging; but for ptychography, partially coherent illumination source can

also work. There is enough information provided by the overlap in the scanning to decompose the

incoherent superposition into its individual coherent components.

Several sources of decoherence in scattering experiments are identified in Ref. [89], such as

spatial and temporal incoherence of the probing radiation, vibration of the sample, etc. Other

sources include superposition of different polarizations. The case of temporal incoherence is very

interesting: if a multi-colored illumination is used, can ptychography diffractive imaging separate

the responses of the sample to different colors simultaneously? A positive answer to this question

was given by Batey, et al. [87]. In their experiments, wavelengths of 410 nm, 530 nm, 632 nm

from three laser diodes illuminated the sample at the same time. They successfully recovered

the sample response for each of these three colors with ptychography. They called this technique

“ptychographical information multiplexing” (PIM).

It is apparent that the modulus constraint used in multi-color diffractive imaging should be

different from that used in monochromatic CDI as shown in Eq. 3.46. The projection to this new

modulus constraint can be written as [87]:

P̃m,MCUj =
|U |m√∑
j |Uj |2

Uj (7.1)

where ˜ indicates the projection happens in the Fourier space instead of the real space, subscript

“MC” indicates multicolor, Uj is the field on the detector plane for the jth color, |U |m is the

measured modulus of the field. This formula works for other sources of incoherence too, in which

case j means the jth mode, or state.
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7.2 Experiment and results

In our work, we combined the PIM technique with our EUV HHG source. The experimental

setup is shown in Fig. 7.1(a). The HHG process is driven using a Ti:sapphire amplifier system

(KMLabs Dragon, 785 nm, 5 kHz, 1.5 mJ, 22 fs). The laser is coupled into a 150 µm inner diameter

hollow-core waveguide, which is filled with argon at 60 torr to produce several phase-matched

harmonics near 29 nm. In contrast to previous experiments, this experiment does not not use

any EUV multilayer mirror to select one harmonic; instead all the four phase-matched harmonics

are sent onto the sample. A low-resolution spectrum measured by a two-dimensional grating on

the same plane as the sample is shown in Fig. 7.1(b). For the multiple-wavelength hyperspectral

measurement, the harmonics are refocused using an elliptical mirror at 5◦ glancing incidence. The

sample (titanium features patterned on silicon) was placed at the beam focus at 50◦ angle of

incidence, where all the harmonic beams have diameter ≈10 µm. The incoherent superposition of

the diffraction intensity from all four colors was measured by an EUV-sensitive CCD detector placed

55 mm away from the sample. The detector was positioned normal to the specular reflection of the

beam from the sample. The hyperspectral ptychographical data set consisted of scatter patterns

collected at 150 different scan positions, with a step size of 1 µm between positions.

We use the PIM technique to reconstruct the sample’s response to each of the four harmonic

orders, with the amplitudes shown in Fig. 7.1 (c-f) and phases shown in Fig. 7.1(g-j) for four

colors respectively. These reconstructions seem to have degraded quality compared with single

color reconstruction. The probable reason is that while the signal-to-noise ratio for the sum of all

four colors is about the same as for the single-color situation, after divided, or decomposed into

four colors, each color has much lower SNR leading to lower image quality. This is especially true

for the fourth color. As seen from the spectral weights in Fig. 7.1b, the fourth color is much weaker

than other three colors; and as shown in the reconstructions, the sample is not recognizable for the

fourth color.
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Figure 7.1: Setup and results of hyperspectral imaging with four harmonic orders using ptycho-
graphical information multiplexing. (a) Experimental setup. (b) Measured spectrum with a low
resolution 2D grating sample. Simultaneous reconstructions for the four wavelengths are shown in
(c-f) for the amplitude and (g-j) for the phase. Scale bar: 10 µm, shared by (c-j).



97

7.3 Conclusion

Here the source in our experiment has a λ/∆λ of ≈ 27%. Before the invention of the technique

used in this chapter, it is extremely difficult to use such a broadband light source to perform

diffractive imaging. It represents a great step forward to reconstruct anything with a broadband

source, but even more is achieved here: ptychography allows for individual reconstruction of the

colors that illuminate the sample simultaneously, which represents a simple yet powerful approach

for hyperspectral imaging, or spectro-microscopy.

More colors bring more information and less ambiguity in imaging, a capability that color-

vision brings to humankind. For the specific experiment in this chapter, with phase reconstructed

for more than one color, the calculated height has less ambiguity resulting from the 2π phase

wrapping problem [87]. In the future, this technique promises to enable spectroscopic EUV/X-ray

imaging by taking advantage of the various element-specific absorption edges at EUV wavelength.

For example, when combined with this technique, the water window wavelengths generated from

HHG [16] can be used to obtain elemental contrast in biological specimens.



Chapter 8

Future

Work presented in the previous chapters opens up various applications for this HHG CDI

microscope. At the top of the list is ultrafast dynamic imaging that makes use of the ultrashort,

femtosecond pulse duration of the HHG source. Investigating ultrafast dynamics at the nanome-

ter scales can find applications in the study of ultrafast heat transport and surface acoustic wave

dynamics at the nanoscale [73,74,90], ultrafast magnetic dynamics [75,82,91,92], fracture dynam-

ics, shock formation, ablation, plasma formation under extreme conditions. Two methods exist

to exploit the ultrashort pulse duration of a HHG source. The first is the pump-probe method,

which relies on repeatable excitation of the sample. This method with a HHG source has been

applied to study of dynamics of ultrafast heat transport and surface acoustic wave , and ultrafast

magnetics [75,82,91,92]. These studies can be extended to an imaging mode to investigate the local

behavior. When radiation-induced damage and intrinsic sample movement prevent the repeatable

excitation of the sample, the single-shot method is desirable. Proof-of-principle experiments have

been demonstrated on both FEL [93, 94] and HHG [95] sources. Single-shot experiments typically

requires high photon counts from a single pulse, but the photon count requirement can be dra-

matically lowered in some cases with advanced algorithms such as the expectation maximization

algorithm [96]. It seems possible to apply these algorithms to a current HHG source to perform

single-shot experiments.

Any improvement on the HHG probe, or the CDI image-forming method, can bring improve-

ments to the microscopy that combine these two elements. On the HHG probe side, it has been
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demonstrated that this source can generate water-window photons (between the carbon and oxygen

K-shell absorption edges at 284-540 eV) [16]. This spectral range is of particular importance for

biological imaging as in this range water appears transparent while nitrogen and other biological

elements are absorbing. In 2012, Popmintchev, Chen et al. further extended the HHG photon

energy to above 1.6 keV [18]. Sub-nanometer resolution is promised if this new high photon energy

HHG source can be applied to CDI, which would face two challenges: limited flux at this high

energy, and the supercontinua, ultra-broadband spectrum: it has a continuous spectrum ranging

from 200 eV all the way to 1.6 keV. Either it needs to be monochromatized, or certain imaging

algorithm, such as the PIM algorithm shown in Chapter 7 that deals with broadband illumination

needs to be applied to the diffraction data. A third interesting development in the HHG source is

the generation of circularly polarized HHG [14]. Combined with CDI, it would enable imaging of

magnetic nanodomains based X-ray magnetic circular dichroism [97]. On the CDI image-forming

side, Chapter 7 provides a proof-of-principle demonstration of hyperspectral imaging, where the

difference in contrasts for each color comes from the phase relative to the surface profile. One pos-

sible extension of hyperspectral imaging would be to image the distribution of different elements

inside the spectrum.

Looking further ahead, the microscopy that combines HHG and CDI in this thesis is poised to

image with nanometer spatial resolution and femtosecond temporal resolution, studying the world

at the ultrasmall space limit and the ultrafast time limit.
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Jim Holtsnider, Raanan I Tobey, Oren Cohen, Margaret M Murnane, Henry C Kapteyn,
Changyong Song, Jianwei Miao, Yanwei Liu, Farhad Salmassi, and Steffen Ha. Lensless Diffrac-
tive Imaging Using Tabletop Coherent High-Harmonic Soft-X-Ray Beams. Physical Review
Letters, 99(9):098103, August 2007.

[8] Matthew D Seaberg, Daniel E Adams, Ethan L Townsend, Daisy A Raymondson, William F
Schlotter, Yanwei Liu, Carmen S Menoni, Lu Rong, Chien-Chun Chen, Jianwei Miao, Henry C
Kapteyn, and Margaret M Murnane. Ultrahigh 22 nm resolution coherent diffractive imaging
using a desktop 13 nm high harmonic source. Optics Express, 19(23):22470–9, November 2011.

[9] D Attwood. Soft X-Rays and Extreme Ultraviolet Radiation: Principles and Applications.
Cambridge University Press, 2007.

[10] D Paganin. Coherent X-Ray Optics. Oxford Series on Synchrotron Radiation. OUP Oxford,
2006.

[11] J Bokor, P. H. Bucksbaum, and R. R. Freeman. Generation of 355-nm coherent radiation.
Optics Letters, 8(4):217, April 1983.



101

[12] A. McPherson, G Gibson, H Jara, U Johann, T S Luk, I. A. McIntyre, K Boyer, and C K
Rhodes. Studies of multiphoton production of vacuum-ultraviolet radiation in the rare gases.
Journal of the Optical Society of America B, 4(4):595, April 1987.

[13] P. Corkum. Plasma perspective on strong field multiphoton ionization. Physical Review
Letters, 71(13):1994–1997, September 1993.

[14] Ofer Kfir, Patrik Grychtol, Emrah Turgut, Ronny Knut, Dmitriy Zusin, Dimitar Popmintchev,
Tenio Popmintchev, Hans Nembach, Justin M. Shaw, Avner Fleischer, Henry Kapteyn, Mar-
garet Murnane, and Oren Cohen. Generation of bright phase-matched circularly-polarized
extreme ultraviolet high harmonics. Nature Photonics, 9(February):99–105, December 2014.

[15] Charles G Durfee Iii, Andy R Rundquist, Sterling Backus, Catherine Herne, Margaret M
Murnane, Henry C Kapteyn, and Charles Durfee. Phase Matching of High-Order Harmonics
in Hollow Waveguides. Physical Review Letters, 83(11):2187–2190, September 1999.

[16] M.-C. Chen, P. Arpin, T. Popmintchev, M. Gerrity, B. Zhang, M. Seaberg, D. Popmintchev,
M. M. Murnane, and H. C. Kapteyn. Bright, Coherent, Ultrafast Soft X-Ray Harmon-
ics Spanning the Water Window from a Tabletop Light Source. Physical Review Letters,
105(17):173901, October 2010.

[17] Randy A Bartels, Ariel Paul, Hans Green, Henry C Kapteyn, Margaret M Murnane, Sterling
Backus, Ivan P Christov, Yanwei Liu, David Attwood, and Chris Jacobsen. Generation of
spatially coherent light at extreme ultraviolet wavelengths. Science, 297(5580):376–378, 2002.

[18] Tenio Popmintchev, Ming-Chang Chen, Dimitar Popmintchev, Paul Arpin, Susannah Brown,
Skirmantas Alisauskas, Giedrius Andriukaitis, Tadas Balciunas, Oliver D Mücke, Audrius
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