
Searching for time-reversal symmetry violation with molecular ions:

Quantum state control and photofragment imaging

by

William B. Cairncross

B.Sc., Queen’s University, 2013

M.S., University of Colorado Boulder, 2016

A thesis submitted to the

Faculty of the Graduate School of the

University of Colorado in partial fulfillment

of the requirements for the degree of

Doctor of Philosophy

Department of Physics

2019



This thesis entitled:
Searching for time-reversal symmetry violation with molecular ions:

Quantum state control and photofragment imaging
written by William B. Cairncross

has been approved for the Department of Physics

Prof. Eric A. Cornell

Prof. Jun Ye

Date

The final copy of this thesis has been examined by the signatories, and we find that both the
content and the form meet acceptable presentation standards of scholarly work in the above

mentioned discipline.



iii

Cairncross, William B. (Ph.D., Physics)

Searching for time-reversal symmetry violation with molecular ions:

Quantum state control and photofragment imaging

Thesis directed by Prof. Eric A. Cornell

The relative abundance of matter over antimatter in the observable universe cannot be ac-

counted for by the Standard Model of particle physics (SM), and requires additional sources of time-

reversal symmetry violation to be explained. Theories seeking to explain this imbalance generically

predict electric dipole moments of fundamental particles such as the electron. We search for the

electron’s electric dipole moment (eEDM) using HfF+ molecular ions confined in a radiofrequency

trap, polarized by a rotating electric bias field. We have produced a first result with this system

that is consistent with zero, setting an upper bound |de| < 1.3 × 10−28 e cm (90% confidence) –

equivalent to setting a lower bound on the mass of beyond SM particles of several TeV. In this

thesis, we describe the first generation measurement and progress towards a second-generation

measurement with more than an order of magnitude improved sensitivity. In particular, we discuss

quantum state preparation of molecular ions by optical pumping, and a new technique for simulta-

neous differential measurement of molecules with opposite orientations, which allows us to attain

the shot-noise limit with hundreds of detected ions and multi-second coherence.
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Figures

Figure

1.1 Basic concepts and context of EDM experiments. (a) An electric dipole moment of

a particle with spin violates time-reversal symmetry, and assuming CPT symmetry

holds, violates CP symmetry. (b) Context for EDM experiments: (i) the Baryon

asymetry of the Universe, one of several phenomena not explained within the Stan-

dard Model, requires additional sources of CP violation. (ii) BSM theories supply

sources of additional CP violation, and an effective field theory approach parame-

terizes the sensitivity of low-energy composite systems to BSM physics. (iii) Low

energy precision measurements of EDMs can be interpreted in a global analysis to

constrain BSM theories. Nuclear and particle EDMs contribute on equal footing

with results from atoms and molecules in a global analysis. . . . . . . . . . . . . . . 3

1.2 Energy levels of an atom or molecule in the presence of an EDM. States of opposite

parity are mixed by an applied electric field, while a magnetic bias field orients the

magnetic moment. Upper panel: In atoms, only a region of partial polarization

can be accessed with typical laboratory electric fields, and excited opposite-parity

states decay on the nanosecond scale. In molecules, by contrast, opposite parity

states are closely spaced, and regions of complete polarization are accessible. Lower

panels: The signature of an EDM is detectable as an electric field-dependent shift in

magnetic sublevels |↑〉 and |↓〉. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
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1.3 A standard method for precision spectroscopy in AMO systems: Ramsey’s method

of separated oscillatory fields. A pair of RF or laser pulses separated in time by t

probes the spin precession phase. The highest attainable precision is given by the

shot noise limit, which scales as 1/t
√
N . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4 Experimental approaches leading to recent results in EDM experiments on diamag-

netic and paramagnetic atoms and molecules. (a) Octupole-deformed nuclei have

closely spaced nuclear states of opposite parity, enhancing the parity-mixing effect

of T-violating matrix elements. These nuclei are orders of magnitude more sensitive

to PT-violation than undeformed nuclei. (b) Diatomic molecules for both diamag-

netic and paramagnetic EDM searches. Relativistic effects and the distortion of

atomic wavefunctions by bonding in heavy polar molecules makes them maximally

sensitive to T-violating effects. Molecules also have closely-spaced levels of opposite

parity, allowing them to be more easily polarized in the laboratory than atoms –

this is analogous to collective Schiff enhancement in octupole-deformed nuclei. (c)

Cryogenic buffer gas beams are a highly versatile source of cold, slow, bright beams

of almost any small molecule that can be introduced to the inert buffer gas envi-

ronment. (d) Omega-doublet levels in paramagnetic molecules allow a differential

EDM measurement without reversal of a laboratory electric field, greatly suppress-

ing systematics. They are also very closely spaced levels of opposite parity, allowing

complete polarization of the molecules in electric fields of tens of V/cm. . . . . . . . 12

1.5 Interpretation of EDM experiments. (a) SM-EFT sources of EDMs, interpreted

from the text of Ref. [37]. Dimension-six effective operators couple Standard Model

degrees of freedom, encapsulating the effects of BSM theories at the electroweak scale.

Engel et al. [37] trace the effects of a subset of 12 CP-violating effective operators

through the hadronic and nuclear scales to their effects on EDMs of paramagnetic

and diamagnetic atoms and molecules, nucleons, and nuclei. . . . . . . . . . . . . . 17
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1.6 Conceptual picture of global analysis of EDM results: Two experiments labeled 1

and 2 have different sensitivities to CPV coefficients CA and CB, parameterized by

the slopes
(
dω1,2

dCA

)
/
(
dω1,2

dCB

)
. A global analysis can be used to obtain simultaneous

constraints on CA and CB from experiments 1 and 2. . . . . . . . . . . . . . . . . . . 19

1.7 Overview of the HfF+ eEDM experiment. (a) Top-down view of the main vacuum

chamber containing the RF ion trap. (b) Relevant energy levels of HfF and HfF+,

with lasers showing main transitions. (c) Timing diagram showing the major teps of

the experiment sequence: (1) Neutral HfF production, (2) ionization, (3) ion trap-

ping, (4) state preparation, (5) Ramsey sequence, (6) dissociation, and (7) detection.

These steps are described in detail in Section 1.5.1 of the text. . . . . . . . . . . . . 22

2.1 Molecular orbital diagram for HfF+. Since the molecule is ionically bonded, the

molecular states correlate with atomic states of Hf2+ and F−. The ground electronic

state of Hf2+ is 3F2, and correlates with the excited 3Φ2 state of HfF+. . . . . . . . . 27

2.2 Schematic potential energy curves for HfF+, including a few electronic states of the

molecule and free atoms. The low-lying bound states of the molecule are ionically

bonded, so they correlate to electronic states of Hf2+ and F−. Shown in black at the

right are the energies of low-lying electronic states of free Hf+ and F below 14000

cm−1. Potential curves are drawn as Morse potentials. . . . . . . . . . . . . . . . . . 28

2.3 Electronic states of HfF+ up to about 15000 cm−1, with singlet states in black and

triplet states in blue. The 3∆3 and 1∆2 states have not been observed. Red lines in-

dicate known transitions between electronic states, with thick lines indicating dipole

allowed transitions and thin lines indicating dipole forbidden (but weakly allowed)

transitions. Equally spaced states connected by a shaded region are vibrational lev-

els belonging to the labeled electronic state. Only the excited vibrational levels used

in the experiment are shown. Rotational levels exist on a much smaller energy scale

of . 1 cm−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
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2.4 Calculated Stark shifts in 3∆1, J = 1, using experimentally measured parameters for

the hyperfine splitting and the molecule-frame dipole moment. While in this figure

it appears that the stretched states (red and purple) have linear shifts all the way

to Erot = 0 indicating a permanent electric dipole moment, their shifts are in fact

quadratic at very low Erot due to Ω doubling, which is discussed in Section 2.2.7 . . 40

2.5 Petrov et al.’s theoretically calculated molecule-frame dipole moment of HfF+ in the

3∆1 electronic state (points), as a function of internuclear distance. Adapted from

Ref. [99]. The red line is a quadratic fit to Petrov et al.’s calculation, while the black

dashed line is the approximation D|| = −eR, offset vertically by 2ea0. For estimating

vibrational lifetimes, this approximation gives 20% error, which is not too bad! . . . 44

2.6 Theoretically calculated vibrational decay of 3∆1, v = 3, J = 1, leading to population

of rotational levels up to J = 4 in v = 0. This phenomenon leads to an undesirable

background signal in 3∆1, v = 0, J = 1 that hurts our eEDM sensitivity, as discussed

in Chapter 5. Populations Pi are expressed as a fraction of the total molecular

population. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.7 Theoretically calculated Stark effect in 3∆1, J = 1, F = 3/2 for small values of the

electric bias field, showing Ω doubling – essentially a zoom in of Fig. 2.4 to the region

near Erot = 0. As judged by the linearity of the Stark shift as a function of Erot, the

F = 3/2 states are essentially fully polarized at Erot ≈ 1 V/cm. Here the effects of

the rotating frame are not included. . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

2.8 Quantum numbers and shorthand alphabetical labels for magnetic and hyperfine

sublevels of 3∆1, J = 1. The quantum number MF is good for all values of Erot, but

F ceases to be a good quantum number when D‖Erot ≈ A‖. . . . . . . . . . . . . . . 53

2.9 Energy difference between states of opposite mF , but the same value of mFΩ – i.e.,

states in the same Stark Doublet, versus Erot, for Brot = 0. This is the size of the

avoided crossing |∆| in units of Hz. Here ωrot/(2π) = 375 kHz. . . . . . . . . . . . . 55
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2.10 Magnetic g-factor of stretched states as a function of Erot, at frot = 375 kHz. The

drop of the absolute g-factors to zero at low Erot results from mixing of MF levels

due to Hrot at order > 2 in perturbation theory. Note that we have not derived the

absolute value of gF from theory, but taken it from experiment. . . . . . . . . . . . 59

3.1 (a) Apparatus schematic, (b) experimental timing, and (c) relevant energy levels (not

to scale) for an eEDM measurement using trapped ions. HfF is photoionized (yellow)

to form HfF+. A rotating electric bias field Erot (blue) polarizes the molecules, and

transfer (red) and depletion (orange) lasers perform state preparation. The π/2

pulses are performed by modulating Erot. Spin state populations are detected by

depletion followed by photodissociation (purple) and counting the resulting Hf+ ions

on a microchannel plate (MCP). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.2 Electron spin resonance spectroscopy in HfF+. (a) Level structure of the eEDM-

sensitive 3∆1, F = 3/2 state in an electric bias field Erot. (b) Energies of |MF | = 3/2

states as a function of magnetic bias field Brot (not to scale), showing an avoided

crossing at Brot = 0 due to a rotation-induced coupling ∆u/l. (c) Interference fringe

with interrogation time ∼ 700 ms and decoherence rate γ = 0.3(2) s−1. . . . . . . . . 64

3.3 Frequency shifts in the fB and fBR channels due to a stray uniform magnetic field

Bnr
Y and ion displacements Y0Ŷ and Z0Ẑ. (a) A shift in fB ∝ Bnr

Y Y0 resulted from

a contribution to Brot from an electric field gradient oscillating at 2frot, which we

suppressed by reducing harmonic distortion in Erot via feedforward. (b) A shift in

fBR = 3〈α〉frot ∝ Y 2
0 Z0 was well modeled by the known inhomogeneity in Erot, and

was suppressed by applying feedback to the ion position between eEDM measure-

ments. Error bars are ∼ ±0.1 Hz on all points. . . . . . . . . . . . . . . . . . . . . . 67
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3.4 Summary of eEDM dataset after cuts and scaling δf by
√
χ2
r to account for over-

scatter. (a) Histogram of normalized, centered eEDM-sensitive frequency measure-

ments (fBD −〈fBD〉)/δf . (b) Normal probability plot of the same dataset, showing

a linear trend suggesting that the data are consistent with a normal distribution. (c)

Subsets of eEDM data taken under different values of experimental parameters, and

the overall average of fBD. Here N is the average number of trapped HfF+ ions per

run. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
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digital signals, gold traces indicated DC analog signals, and red traces indicate RF
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3.8 Stimulated Raman transfer from 1Σ+, J = 0 to 3∆1, J = 1, F = 3/2, showing
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(red line), and results in an error in the fit frequency. . . . . . . . . . . . . . . . . . . 86
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3.10 Systematic shift in the eEDM channel fBD due to non-reversing Brot (left hand ver-

tical axis, solid line), and a proportional shift in the fB channel that we use to apply

a correction (right hand vertical axis, dashed line). The constant of proportionality

fBD/fB = δgeff/gF depends on Erot and frot. The data shown here were taken under
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motion of the ion cloud with an intentionally exaggerated amplitude of ∼ 3 mm,
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4.5 Potential energy surfaces for trapped HfF+ ions in the Generation 2 ion trap, in units
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4.6 Schematic layout of the eEDM Generation 2 ion trap synthesis board. A Spartan
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via a USB-to-Serial interface chip from FTDI. The FPGA controls an AD9959 DDS,

each of which has an AD5543 multiplying DAC, and two DACs to generate Shim
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hand side is to the function FT write in the FTDI library ftd2xx.dll. . . . . . . . 112
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by half and found that the model did not fit observations. In (c) and (d), integrating
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5.3 R branch of the REMPD spectrum of HfF+ from its 1Σ+ ground state through

an Ω′ = 0 intermediate state at ν0 ≈ 35976 cm−1 , with chops showing rotational
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5.4 Repopulation of 1Σ+(v = 0, N = 0) by vibrational decay after laser depletion,

detected by photodissociation. A similar repopulation will occur in 3∆1(v = 0, J =

1), leading to a spurious background in an eEDM measurement. . . . . . . . . . . . . 122

5.5 Incoherent state preparation scheme for HfF+. Population is pumped out of 1Σ+
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5.9 Paths of rovibrational spontaneous decay from initially populated J = 1 levels in

the 3∆1 electronic state of HfF+, showing (a) original and (b) improved vibrational
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6.3 (a) Observed excess noise as a function of first dissociation laser (“Cora”) detuning

from resonance. (b) Theoretical model of fluorescence of an atomic transition and

excess noise in photon counts as a function of laser detuning, using a phase diffusion
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6.13 Left-right asymmetry K of oriented photofragments as a function of dissociation

laser timing. The offset of the horizontal axis is arbitrary; the fall of trap time
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Chapter 1

Introduction

1.1 Motivation

This section is reproduced from Ref. [17]

The discovery of the Higgs boson in 2012 [23, 24] marked the completion of the Standard

Model of particle physics (SM), in the sense that all of its fundamental particles have now been

observed. Predictions of the SM have been confirmed with unparalleled precision [54], making it

the best-tested fundamental theory yet developed. Along with general relativity, the SM could in

principle model an evolving universe from times as early as nanoseconds after the Big Bang to

the present. However, such a universe would look very different from our own: it would be nearly

devoid of matter, and – even if that issue were resolved – it would lack the cold dark matter (CDM)

whose gravitation is thought to help create the large-scale structure of matter in our universe. In

addition, the mass of the SM Higgs boson is small compared to expectations – one incarnation of

an issue referred to as the hierarchy problem [38]. These discrepancies and others have for several

decades motivated searches for physics beyond the SM (BSM).

The near-absence of matter in a SM universe would result from the near-perfect annihilation

of matter particles with their corresponding antiparticles, which are produced in nearly equal

quantities. In order to leave behind the matter we observe in our universe, particles and antiparticles

must have been produced in unequal amounts. A fundamental theory that can model this process

must fulfill the Sakharov conditions: charge conjugation (C) and time reversal (T) symmetries must
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be violated 1 , and the universe’s evolution must take place out of thermal equilibrium – for example,

a first-order phase transition could occur, “freezing in” a matter-antimatter imbalance [33, 106].

While T-violation within the SM has been observed in the decays of K and B mesons governed by

the Cabbibo-Kobayashi-Maskawa model of quark flavor mixing [70], it is highly suppressed in the

SM, and is believed to be insufficient to explain the observed imbalance of matter over antimatter

in the universe [33].

BSM theories seeking to explain the Baryon asymmetry of the universe (BAU) and other

phenomena generally include additional sources of CP-violation (Fig. 1.1b), which generate T-

violating low-energy phenomena: electric dipole moments (EDMs) of nucleons, nuclei, atoms, and

molecules (Fig. 1.1a, [37, 70, 105]). EDMs thus provide a set of observables that are complementary

to direct searches for BSM particles in collider experiments. Using only tabletop-scale apparatus,

the present generation of atomic and molecular EDM experiments provides constraints on the

masses of BSM particles that are comparable to, or even exceed, the reach of the LHC [2, 31].

BSM particles at the TeV scale have long been anticipated [33], as they have the potential

to solve several outstanding problems: (i) a stable, weakly interacting massive particle (WIMP)

is a natural dark-matter candidate [31, 105]; (ii) SUSY partners at TeV energies could resolve

the hierarchy problem and stabilize the Higgs mass [33]; (iii) new CP violating particles at TeV

scale could solve the baryogenesis problem, and give rise to EDMs in existing, stable particles

[37]. However, so far the LHC has discovered no BSM particles, WIMP dark matter has not been

detected, and no electric dipole moments have been discovered. These null results point to the

critical importance of enhancing EDM sensitivities, and of expanding the search for new physics in

form of very weakly-coupled, lower-mass particles.

Recent progress in atomic, molecular, and optical physics (AMO) techniques such as cooling,

trapping, and quantum state control combined with advances in laser technology have led to enor-

mous improvements in precision experiments. In the latest generation of optical atomic clocks, for

1 According to the CPT Theorem, a quantum field theory conforming with the requirements of locality and Lorentz
invariance (special relativity) must be symmetric under combined C, P and T symmetry operations. We assume that
all fundamental theories obey this property, and therefore CP-violation is equivalent to T-violation.
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example, confinement of ultracold alkaline earth-like atoms a three-dimensional optical lattice and

probing with light from ultra-stable lasers has enabled fractional frequency stability on the order

of one part in 1018 and better [18]. The precision attainable in AMO experiments have led to their

application to a wide variety of investigations such as searches for dark matter, tests of general

relativity, and precision measurements of atomic parity violation [105].

Amongst precision measurements, searches for fundamental symmetry violations via EDM

measurements have an exceptionally long history, and have been reviewed extensively (see Ref. [22]

and references therein). Recent theoretical insights and experimental innovations have contributed

to substantial advancement in EDM experiments, but challenges and opportunities remain in bring-

ing the full toolset of experimental AMO physics to bear on the particular atomic and molecular

species that are sensitive to BSM T-violation through EDMs.

1.2 EDM measurements in atoms and molecules

This section is reproduced from Ref. [17]

While polar molecules such as H2O and NH3 are often described as possessing electric dipole

moments, in non-relativistic quantum mechanics and in the absence of an applied electric field, the

eigenstates of all molecules – and indeed all atoms and their constituent particles – are symmetric

(up to a factor ±1) under an inversion of spatial coordinates (parity, P). The application of an

external electric field mixes these opposite-parity states, causing the system to acquire a nonzero

expectation value of the electric dipole moment operator – i.e., an electric dipole moment is induced.

For polar molecules, the very small spacing of opposite parity states of ≤ 10−5 eV means that the

electric field required to fully polarize the molecule can be very small – on the order of only a

few V/cm for some molecules. In atoms, by contrast, opposite-parity eigenstates are typically

separated by eV energy scales, meaning they can only be partially polarized by laboratory electric

fields (Fig. 1.2, upper panel).

Fundamental CP-violating interactions generate a mixing of opposite-parity states even in

the absence of an applied electric field, leading to a T-violating permanent EDM of an atom or



5

molecule [22, 105]. This atomic or molecular EDM can arise from an EDM of a constituent electron

or nucleon, or from other T-violating interactions between constituent particles. A permanent

electric dipole moment causes a linear shift in the energies of angular momentum eigenstates that

is linear in an applied electric field, which for small applied fields can be described by an effective

interaction Hamiltonian [70]

Heff = − (µB + d E)F /F (1.1)

where µ is the magnetic moment of the atom or molecule within a particular state of total angular

momentum F , d is the T-violating permanent electric dipole moment of the atom or molecule, B is

an applied magnetic field, and E is an applied electric field. The signature of d can be detected as a

change in the Zeeman splitting of total angular momentum eigenstates upon reversal of an applied

electric field with respect to a simultaneously applied magnetic field (Fig. 1.2, lower panels).

The fact that δT 6= 0 for atoms and molecules in general requires the evasion of Schiff’s

Theorem [110], which states that the total EDM of a composite system is completely shielded, even

if one of the constituent particles possesses an EDM. Schiff pointed out several possible ways to

avoid complete shielding, one of which is a difference between the charge and electric dipole moment

distributions – commonly called the Schiff moment, and is responsible for a large contribution to

diamagnetic atoms’ nonzero value of δT . Intuitively, the Schiff moment is analogous to an offset

between the center of mass and the center of charge of an atomic nucleus, caused by T-violating

nuclear forces such as those generated by a nucleon EDM. A further evasion of Schiff’s theorem

was pointed out by Sandars [108], and leads to an orders of magnitude enhancement in sensitivity

to an electron EDM in paramagnetic atoms and molecules. This effect arises from the length

contraction of a molecule in the frame of a relativistically moving electron (or equivalently, the

length contraction of an electron EDM in the lab frame). A more detailed description of the

evasion of Schiff’s theorem is given in Refs. [27, 62, 105].

The size of a T-violating permanent atomic or molecular EDM is approximately d ≈ 2DδT /∆E,

where D is the ordinary electric dipole matrix element between opposite-parity states, ∆E is the
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zero-field energy splitting of those states, and δT (with units of energy) is the matrix element

between opposite parity states induced by T-violating interactions, resulting from the evasion of

Schiff’s theorem [39, 121]. The large value of D and small spacing ∆E between opposite-parity

levels in polar molecules that is a manifestation of their intrinsic deformation also leads to an

enhancement of a permanent EDM for a given value of δT [121]. An analogous effect leads to

enhancement of the Schiff moment in intrinsically deformed nuclei [57, 122].

Essentially all AMO EDM experiments search for a T-violating energy shift in the same way:

An atom or molecule is subjected to parallel electric and magnetic fields, and the energy difference

between states of opposite magnetic quantum number M is obtained by a measurement of the spin

precession angular frequency, ∆E = E↑ − E↓ = ~ω, where up and down arrows represent opposite

electronic or nuclear spin states. The usual procedure for such a measurement is Ramsey’s method

of separated oscillatory fields, illustrated in Fig. 1.3. A pure spin state is prepared by selective

population or depletion, and a pair of sequential radiofrequency or laser pulses spaced by a time t

maps the relative accumulated quantum phase ωt onto a final relative population between the states

being interrogated. A final measurement of populations N↑, N↓ is used to form the asymmetry

A = (N↑ − N↓)/(N↑ + N↓) ≈ −C cos(ωt+ φ) + O. The contrast C and offset O characterize

imperfections in state preparation and readout, while γ characterizes decoherence, for example due

to instability in the bias magnetic field B.

In one form or another, most EDM experiments are accomplished by counting the number of

particles resulting in each spin state. The precision of such a counting experiment (excluding spin

squeezing techniques) is limited by quantum projection noise: Projecting the quantum state of a

particle in an equal superposition ∼ (|↑〉+ |↓〉)/
√

2 onto |↑〉 and |↓〉 is analogous to a coin flip, and

obeys the same binomial distribution. Identical repetitions of the same projection measurement

(or coin toss) will result in scattered values of the asymmetry A with a variance σ2
A = NP (1−P ),

where N is the total number of particles measured (or coin flips) and P = 0.5 is the probability of

finding |↑〉 (or heads). This variance results in an uncertainty in the extracted value of ω, and the
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resulting standard error on a quantum projection noise limited EDM measurement is

σd =
~

2ECtt
√
NtfrepTtot

, (1.2)

where Nt = N0e
−Γt is the number of particles counted in a single experimental cycle including a

loss rate Γ, frep is the repetition rate of the experiment, Ct = Ce−γt is the measurement contrast

including decoherence rate γ, and Ttot is the total measurement time.

While quantum projection noise represents the limit of precision for EDM measurements

(again neglecting spin squeezing techniques), even attaining this limit is not guaranteed. In most

instances, experimental inefficiencies lead to measurements that do not achieve the quantum pro-

jection noise limit. This fact makes several features of precision experiments invaluable: The first is

high sensitivity to the underlying physics through enhancement factors, which reduces the requisite

measurement precision. The second is to make a differential and normalized measurement wherever

possible. Finally, sources of technical noise frequently have a “flicker” or 1/f spectral character;

thus they can often be suppressed by increased measurement frequency. Each of these requirements

has played a major role in motivating the present and next generation of EDM experiments.

1.3 Status of the field

This section is reproduced from Ref. [17]

1.3.1 Diamagnetic systems

Diamagnetic atoms and molecules are sensitive to up to 11 of the 13 BSM CPV effective

operators that are expected to give dominant contributions to EDMs of low-energy systems [22,

37]. This wide net of possible parameter sensitivities – particularly those connected to strongly-

interacting nuclear physics – makes the theoretical interpretation of diamagnetic EDMs challenging

[22, 37]. It also makes the benefits of complementary experiments and global analysis highly

applicable to diamagnetic EDM measurements [21]. Experiments are underway using a variety of

systems, including 199Hg [48], 225Ra [11], 129Xe [74], Rn [124], and TlF [94].
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The 199Hg EDM experiment at the University of Washington has set the most stringent

constraints on BSM parameters derived from diamagnetic systems, with their most recent limit

|dHg| ≤ 7.4 × 10−30 e cm (95% confidence) in 2016 [48]. To set this limit, the group implemented

a Ramsey-like laser spectroscopy scheme conducted on vapor cells of isotopically enriched 199Hg,

where they optically pumped and detected the spin orientation of the 1S0 ground state of the atom

using near-resonant laser light at 254 nm. The 199Hg experiment attains nuclear spin coherence

times on the order of 500 s in their room-temperature, paraffin-coated cells, owing to the shielding

of nuclear spin by the closed shells of bound electrons. Less chemically reactive species such as

129Xe attain even longer coherence times [74].

For species such as 129Xe and 199Hg, which have high vapor pressures and long spin coherence

times at room temperature, vapor cell experiments are highly advantageous in attaining large signal

sizes. However, the large volume occupied by the atomic sample in vapor cell experiments makes

them susceptible to systematic errors arising from magnetic and electric field gradients. In addition,

the requirement of multiple experimental constraints and the challenges of nuclear theory for 199Hg

and 129Xe [37] have led experimenters to consider species such as 225Ra, which has an enhanced

Schiff moment through its octupole-deformed nucleus (Fig. 1.4, [5]). This deformation not only

leads to an orders-of-magnitude enhancement of BSM physics sensitivity in 225Ra, it also makes

this enhancement more readily calculable [4, 35, 41].

An ongoing experiment at Argonne National Laboratory uses AMO techniques of laser slow-

ing, cooling and trapping to perform nuclear spin resonance spectroscopy in the ground state of

225Ra [11, 96]. This isotope is not naturally occurring, but has a long enough half-life of 14.9 days

so that it can be produced, transported from Oak Ridge National Laboratory to Argonne National

Laboratory, and studied in the EDM experiment. An AMO style experiment allows efficient use of

the extremely small available samples by reducing their temperature to the range of 10−6 K. The

laser-cooled sample can have high optical density and excellent overlap with a probe laser beam,

in contrast to the situation in vapor cells.

Despite the challenges of collecting, laser slowing and trapping 225Ra, the Argonne group
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has produced two successive limits on dRa, with the most stringent result |dRa| < 1.4 × 10−23 e

cm (95% confidence). Since the 2016 result, the group has been working to improve the statistical

sensitivity of their experiment: A top priority is the use of electron shelving detection [89], where

the population of one nuclear spin projection will be transferred to the 3D1 state, while the other

population is measured using an optical cycling transition. This technique should allow quantum

projection noise limited detection of the atoms’ spin precession phase, representing an order of

magnitude increase in sensitivity.

With improvements to their electric field and spin readout, the Argonne group anticipates

attaining EDM precision at the 10−25 e cm level, where 225Ra will attain similar sensitivity to BSM

physics as 199Hg, and the two experiments’ combined constraints on BSM parameters will be more

stringent than 199Hg alone. The ultimate precision goal of the experiment is 10−28 e cm, which will

require improved laser slowing and cooling, as well as a larger source of 225Ra from the Facility for

Rare Isotope Beams at Michigan State University [13].

1.3.2 Paramagnetic systems

Until 2011, the most precise measurement of the EDM of a paramagnetic system was set by

experiments in the Commins group at UC Berkeley [104]. Since then, a significant advancement

has resulted from several key innovations, illustrated in Figure 1.4: the use of diatomic molecules,

the cryogenic buffer gas beam, and Ω-doublet electronic states. All EDM results since 2011 in

paramagnetic systems have been obtained using diatomic molecules: YbF at Imperial College

London in 2011 [64], ThO by the ACME Collaboration (Harvard/Yale) in 2013 and 2018 [2, 6],

and HfF+ at JILA in 2017 [16].

The most recent paramagnetic EDM limit |de| < 1.1× 10−29 e cm or CS < 7.3× 10−10 (90%

confidence, using a sole-source interpretation) was set by the ACME Collaboration in 2018 [2],

representing approximately an order of magnitude improvement over their 2013 limit [6]. Based on

generic expressions for how an eEDM could arise in Feynman diagrams including BSM particles,

and assuming a near-unity CP-violating phase [105], they estimate that their newest limit constrains
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the mass scale of new physics to lie above 30 TeV if the contributions are to arise at next-to-leading-

order in perturbation theory. This mass range is far beyond the direct reach of the LHC, where

the center of mass energy of proton-proton collisions is ∼ 14 TeV.

The unprecedented precision achieved by the ACME Collaboration’s experiments owes in

large part to their extremely high count rate, obtained through the use of a cryogenic buffer gas

beam (CBGB, Fig. 1.4b, [67]). In this highly versatile technique, molecules are introduced in the

vapor phase into a flow of inert gas inside an enclosure that is cooled to a few Kelvin. The molecules

are cooled by collisions with the buffer gas, and escape the enclosure through an aperture to form a

cold, bright beam. The versatility of cryogenic buffer gas beams allows molecules to be introduced

by a variety of methods: In the first two generations of ACME experiments, ThO molecules have

been introduced by ablation of a ThO2 target. For their third generation experiment, the group

have developed a thermochemical source based on the reaction Th + ThO2 → 2ThO, which they

project will provide an order of magnitude signal increase [97].

The statistical sensitivity of the first-generation ACME experiment was limited by photon

shot noise. Sources of technical noise were highly suppressed by their ability to form a differen-

tial quantum phase measurement with high bandwidth through polarization switching. The spin

readout laser is rapidly alternated between perpendicular linear polarizations, allowing rapid se-

quential measurements of the projections SX and SY of the quantum state onto perpendicular axes

X and Y , respectively, to measure the spin precession angle φ. They then form the asymmetry

A = (SX − SY )/(SX + SY ) ∝ cosφ for fluorescence pulses separated by only a few microseconds –

a much shorter timescale than variations in the density of molecules in their cryogenic beam. The

asymmetry is thus essentially immune to technical noise arising from variations in molecule density,

which occur most severely from one pulse of the molecular beam to the next – a timescale of tens

of milliseconds.

The ACME II dataset was limited by technical noise, but with a statistical sensitivity ap-

proximately 20 times higher than ACME I [6, 7]. While the exact source of excess noise was not

definitively established during the data collection, its characteristic timescale was approximately
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that of sequential molecular beam pulses, ∼ 10 ms. The excess noise enters their EDM measure-

ment because the measured precession phase in two Stark doublets is subtracted to isolate the

contribution due to an EDM. Elimination of the noise could be achieved by conducting simultane-

ous phase measurements in both Stark doublets within a single molecular beam pulse (at the cost

of possible systematic effects).

In 2017, our group obtained a limit |de| < 1.3 × 10−28 e cm using HfF+ molecules in an

ion trap [16]. While the measurement did not set a new limit on de and CS in a sole-source

interpretation, a joint analysis along with the 2014 ACME limit improved the global constraints

on de and CS [43]. The first generation molecular ion result was limited by statistics: in a single

experimental cycle, only of order N ≈ 10 signal molecules were detected, out of about 103 trapped

molecules. This small fraction of ions contributing to the usable signal resulted from low efficiencies

of state preparation and detection. Much like the 225Ra hadronic EDM result, systematic errors

and technical noise did not play a dominant role at the present sensitivity – a fact that will certainly

change in subsequent measurements as the statistical precision continues to improve.

Towards the second generation eEDM search with HfF+, our group has implemented an

ion trap with a larger trapping volume, allowing the molecular cloud to be cooled by adiabatic

expansion. The strong scaling γcoll ∼ T 13/2 of the collisional decoherence rate with temperature

[78] has already allowed coherence times of over 2 seconds with 104 trapped molecules. The group

is also implementing state preparation by optical pumping, which has the potential to improve the

usable fraction of trapped molecules from the few-percent level to over 50%, with no change in

cycle time or coherence time.

Shot-to-shot variations in ion creation, state preparation and detection efficiency will present

a significant challenge for subsequent generations of molecular ion EDM experiments. It is possible

to normalize against many of these fluctuations by conducting simultaneous measurements of laser

powers and frequencies, however fluctuations in molecular beam properties such as density, velocity,

and temperature are significantly more difficult to monitor in situ. A much more robust defense

against technical noise is to conduct differential phase measurements within a single experimental



15

cycle, analogous to the ACME experiment’s polarization switching technique. However, such a

measurement is difficult to conduct with our group’s present detection technique.

The present landscape of EDM searches in paramagnetic systems is one where advancements

are being made on several fronts: very large numbers of molecules are produced in a quantum state

with high efficiency by the ACME Collaboration through the use of a CBGB and STIRAP [95];

and very long coherence times are being pursued at the JILA trapped molecular ion experiments

Future experiments on paramagnetic systems aim to bring together these developments into EDM

searches that will constrain BSM physics up to the PeV scale.

1.4 Theoretical interpretation of EDM measurements

This section is reproduced from Ref. [17]

Historically, the possibility of particle EDMs was first pointed out in 1950 by Purcell and

Ramsey [103] as a possible counterexample to the common assumption that P is a symmetry of

nature – since EDMs violate both P and T symmetries. Their motivation at the time was that

lacking a fundamental theory of nuclear structure, P conservation should not be assumed. At the

time, a significant nonzero value for the neutron EDM (nEDM) would likely have guided the de-

velopment of the theory of the strong and weak interactions. Lacking a theoretical interpretation

of their null result, however, they did not publish until after PV was proposed and subsequently

discovered in 1957 [80, 118, 131]. In a modern context featuring the tools of quantum field the-

ory and the renormalization group, it is possible to interpret the results of EDM experiments as

constraints on the mass of BSM particles, and to guide experimental approaches toward systems

with optimal sensitivity to BSM physics [21]. Today, EDM searches are more strongly motivated

by BSM T-violation and its connection to the BAU.

The theoretical review in Ref. [37] describes in detail the connection of BSM physics to

low-energy EDM searches. The authors begin with an effective field theory extension of the SM

(SM-EFT, [3, 37, 53]), which supplements the SM with particle interactions of the form CiOi/Λ2.

Operators Oi couple SM fields such as electrons and quarks, while the mass scale of BSM physics Λ
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suppresses its magnitude, and a dimensionless Wilson coefficient Ci encapsulates the effects of BSM

particles that are not directly observed. They identify thirteen effective operators at the SM scale

that are expected to give dominant contributions to EDMs, and further apply effective field theory

techniques to identify these operators with T-violating observables at the atomic scale (Fig. 1.5).

At low energies, searches for EDMs can be categorized according to the physical system

being experimented on: paramagnetic atoms or molecules, diamagnetic atoms or molecules, or

particles and nucleons. Permanent EDMs of paramagnetic atoms and molecules arise primarily

from the electron EDM de and the scalar electron-nucleon coupling CS [22]. Diamagnetic atom

or molecule EDMs arise from the nuclear Schiff moment S, which obtains dominant contributions

from nucleon EDMs dn and dp and from isoscalar and isovector nucleon-pion interactions g
(0)
π and

g
(1)
π . Independently, diamagnetic EDMs can also arise from scalar and tensor electron-nucleon

interactions CS (at sub-leading order) and CT (at leading order) respectively [22].

No EDM of an atom, molecule, nucleus, or nucleon has yet been observed. Measurements

that are consistent with zero are used to set constraints on CP-violating parameters: typically,

it is assumed that the Wilson coefficient C is of order unity, and an upper bound on an EDM

is used to set a lower bound on the mass scale Λ of BSM particles. Within a particular BSM

theory, limits can be set on the masses of specific particles [38]. Because different experimental

searches are sensitive to multiple BSM effects at different levels, and since multiple CPV terms

generally arise in the low-energy limit of a BSM theory, the most robust constraints are obtained

by a global analysis of experimental results [22, 43]. In the method of Ref. [22], the EDM of

a system is parameterized as a sum of contributions di =
∑

j αijCj , where αij = ∂di/∂Cj is a

theoretically obtained sensitivity of the EDM of system i to source Cj . The function χ2(Cj) =∑
i(d

exp
i − di)

2/σ2
dexp
i

then expresses the deviation of the observed value from what might arise

from a superposition of multiple sources. Reasonable ranges for BSM physics parameters are then

ellipsoids with boundaries of constant χ2. This model-independent analysis provides an agnostic

interpretation of multiple EDM measurements with varying sensitivities to a large number of BSM

parameters, and allows predictions of which future measurements may most effectively improve
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Figure 1.5: Interpretation of EDM experiments. (a) SM-EFT sources of EDMs, interpreted from
the text of Ref. [37]. Dimension-six effective operators couple Standard Model degrees of freedom,
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upon existing constraints (Fig. 1.6, [22, 43]).

It is also possible to extract constraints on the masses of specific BSM particles from EDM

measurements within a particular SM extension [37, 38, 105]. In this case, the contributions of

BSM particle interactions to EDMs can be evaluated explicitly, and experimental EDM limits

result in constraints on particle masses and mixing angles. In the case of supersymmetric models,

the electron EDM constraints on the electron superpartner mass exceeds the reach of the LHC

[2, 38].

1.5 About this thesis

This thesis is the seventh to come out of the Cornell/Ye eEDM project, where we have been

measuring the electron’s electric dipole moment (eEDM) with trapped molecular ions, presently

with HfF+ and in the third-generation experiment with ThF+. At the inception of this project,

HfF+ and ThF+ were not molecules whose state assignments and spectroscopic constants could be

looked up on the NIST Webbook database 2 , nor anywhere else in the literature. As a matter of

fact, it was not even decided which molecular ion the experiment would use until around 2011. An

enormous amount of work carried out by the previous PhD students on the project made our first

measurement possible in 2017.

Survey spectroscopy of HfF+ and ThF+ was carried out by Laura Sinclair, Kevin Cossel, and

Dan Gresh in the comb velocity modulation spectroscopy lab, with survey work on ThF+ being

completed in early 2016 [28, 51, 112]. Russell Stutz, Huanqian Loh, and Matt Grau developed

techniques for producing neutral HfF in a supersonic beam [120] and conducted studies that enable

us to produce large amounts of HfF+ in their rovibronic ground state: they performed laser-induced

fluorescence (LIF) spectroscopy of HfF in the neutral beam to determine suitable intermediate states

for ionization [50], they studied the Rydberg states of HfF that autoionize to form HfF+ and studied

their propensities for producing different rotational states [83], and they used LIF of the trapped

HfF+ ions to characterize their resulting internal states [84]. Finally, after having experienced

2 https://webbook.nist.gov/

https://webbook.nist.gov/
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the challenging (to put it mildly) signal-to-noise ratios that come with performing LIF detection

of molecular ions without optical cycling transitions, Kang-Kuen Ni, Kevin, Matt, and Huanqian

developed our rotational state-selective resonance-enhanced multiphoton dissociation (REMPD) in

2013 [91].

This thesis covers the period from Fall 2013 to Summer 2019 in the HfF+ eEDM lab. In Fall

2013, Huanqian et al. had just demonstrated our first eEDM-sensitive Ramsey fringes in the 3∆1

state of HfF+. In 2014, we worked to understand our statistical sensitivity, in particular working

to improve the efficiency of population transfer from 1Σ+(v = 0, J = 0) to 3∆1(v = 0, J = 1), and

understanding the effects limiting our coherence time. This work is described in detail in Kevin

Cossel’s thesis [28].

In 2015, we studied systematic errors. The sources of systematic frequency shifts in our

experiment are in many cases not particularly comparable to those of previous eEDM experiments,

or to trapped-ion atomic clocks, and so this investigation was a significant learning experience

wherein we learned the best ways to look for and understand systematics in our unique apparatus.

A large number of effects are described in Matt Grau’s thesis [49], and others are described in

the supplemental information of Ref. [16], which I have reproduced in Section 3.5 of this thesis.

Throughout the process of our systematic error investigations, I performed a large number of

theoretical calculations regarding the structure of HfF+ in external electric and magnetic fields,

which may be useful in the future. These are described in Chapter 2.

In 2016 and early 2017, with the addition of Dan Gresh (who moved over from ThF+ spec-

troscopy) and Tanya Roussy to the HfF+ ion trap lab, we collected eEDM data and produced

our first measurement, which is described in Dan Gresh’s thesis [52], and in Ref. [16] which is

reproduced in Chapter 3 of this thesis.

The majority of the original content of this thesis covers our progress towards a Generation

2 experiment with at least an order of magnitude improved sensitivity, which covers the period

Spring 2017 to Summer 2019. We designed, constructed, and commissioned our Generation 2

ion trap beginning in Fall 2016 and concluding in Fall 2017, described in Chapter 4. We then
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completely altered our state preparation scheme to a much lower-tech approach, the motivation

and implementation of which is described in Chapter 5.

Next, inspired by a serendipitous combination of Yuval Shagam’s experience in velocity map

imaging (VMI), very nice photodissociation results from the Zelevinsky group at Columbia [85, 86],

and advice from Tanya Zelevinsky herself during a visit in 2018, we developed a scheme by which we

can use molecular orientation-resolved REMPD to conduct an eEDM-sensitive differential phase

measurement in a single experimental cycle. I feel that this last development breathes new life

into the potential precision of this and future precision measurement experiments with trapped

molecular ions. The oriented REMPD scheme is described in Chapter 6.

Finally, in Chapter 7, I explore the implications of our improved count rate, coherence time,

and new REMPD signal for a Generation 2 eEDM measurement. It is my hope that this will provide

a jumping off point for our group to produce a second generation measurement in relatively short

order.

1.5.1 Experiment overview

The HfF+ eEDM experiment is unusually complex, even for a modern AMO physics experi-

ment. Altogether, we have about 13 lasers (listed in Appendix C), and each step of the experiment

might have been an atomic physics experiment in its own right a few decades ago. This thesis

is primarily about improving several of these steps, rather than inventing each of them – there-

fore I provide a brief description of the entire experiment here. An overview of the HfF+ eEDM

experiment is shown in Fig. 1.7. One cycle of the experiment consists of the following steps:

(1) Supersonic beam

We produce neutral HfF through the reaction of Hafnium with Sulfur Hexafluoride, SF6,

in a supersonic beam of Argon. The SF6 is seeded with 1% concentration in Ar, and

the mixture is allowed into the chamber one 50 microsecond puff at a time through a

piezoelectric valve in the source chamber. While the piezo valve is open, we ablate a rod of
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Figure 1.7: Overview of the HfF+ eEDM experiment. (a) Top-down view of the main vacuum
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showing main transitions. (c) Timing diagram showing the major teps of the experiment sequence:
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sequence, (6) dissociation, and (7) detection. These steps are described in detail in Section 1.5.1 of
the text.
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Hafnium that is mounted next to the valve opening, causing vaporized Hf and Hf+ to be

injected into the supersonic expansion of Ar + SF6. The HfF (along with whatever other

reaction products may be present) are rotationally and vibrationally cooled by collisions

with Argon, and accelerated to speeds of about 600 m/s. The beam passes through a pair

of skimmers, which for our purposes leaves behind a cold “slug” of HfF traveling through

our vacuum chamber towards the ion trap at 600 m/s. Molecular beam production for the

HfF+ experiment was primarily developed by Russell Stutz and Aaron Leanhardt, and is

described in Russ’ thesis [120].

(2) Ionization

Just as the slug of HfF passes through the center of the ion trap, the pulses of UV light from

our two ionization lasers (“Harambe,” 309 nm and “Bertha,” 367 nm) arrive, resonantly

ionizing HfF to form HfF+ in its vibronic ground state 1Σ+ (v = 0), with ions populating

the lowest few rotational states N = 0-3. This fairly exact timing is surprisingly easy to

achieve, via knowledge of the velocity of an Argon supersonic beam from the literature,

measuring the distance from the pulsed valve to the trap center (a measuring tape will

do just fine), and using fast photodiodes and an oscilloscope to compare the pulsed valve

timing with the arrival time of the laser pulses at the ion trap. The details of HfF+

resonance-enhanced multiphoton ionization (REMPI) were worked out by Huanqian Loh

and others, and are described in Huanqian’s thesis [82].

(3) Ion trapping

Following their creation, we confine the HfF+ ions in our RF trap and apply a rotating

electric bias field Erot to polarize the molecules. While the control, signal generation,

and amplification electronics have changed completely since the beginning of the second

generation HfF+ experiment, the mechanics of trapping remain very much the same, and

a useful introduction is given in Ref. [82]. The Generation 2 ion trap and electronics are

described in Chapter 4 of this thesis.
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(4) State preparation

While the HfF+ ions are created in their 1Σ+ ground state, we need to prepare them in a

single MF magnetic sublevel of the 3∆1 (v = 0, J = 1) state. In Generation 1, this was done

by a stimulated Raman process that equilibrated population between 1Σ+ (v = 0, J = 0)

and 3∆1 (v = 0, J = 1), followed by selective depletion of MF levels. For Generation 2, we

have moved to an incoherent state preparation scheme, which is described in Chapter 5.

(5) Ramsey sequence

The Ramsey interferometer sequence that extracts the eEDM-induced energy shift between

MF = ±3/2 levels in 3∆1 (v = 0, J = 1) is carried out simply by modulating the magnitude

of Erot, which is performed by the same digital synthesis boards that control the trap

electronics as a whole. These boards were designed, constructed, and tested by Felix

Vietmayer, Dan Gresh, Carl Sauer, and Terry Brown. Following the second π/2 pulse (i.e.,

modulation of Erot), we use a circularly polarized laser to deplete one of the MF levels, thus

projecting the population onto the MF basis. This step is described in Chapter 5.

(6) Dissociation

At the end of the Ramsey sequence and following MF depletion, the ion trap still contains

HfF+ ions in a mixture of internal states, only a small subset of which we would like to

know about – namely, those remaining in 3∆1 (v = 0, J = 1). We detect those ions by

selectively photodissociating them into Hf+ + F, as described in Chapter 6.

(7) Ion detection

We detect both Hf+ and HfF+ ions using microchannel plate (MCP) ion detectors, which

are common tools in physical chemistry and see some use in atomic physics. While many

physical chemistry experiments use complex systems of electrostatic lenses to achieve high

quality ion imaging, we are less picky, and simply use the arbitrary waveform capabilities

of our ion trapping electronics to kick the entire bunch of both HfF+ and Hf+ ions simul-
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taneously onto an MCP. Thanks to recent lessons from our postdoc Yuval Shagam, we now

use our imaging MCP detector to its fullest potential: we apply a gated voltage to the

phosphor, allowing us to selectively image the Hf+ ions, which arrive first in time of flight

due to their lower mass than HfF+. We simultaneously collect a time trace by AC coupling

to the middle of the pair of MCPs, giving us access to information about the number of

HfF+ ions in the same experiment cycle.



Chapter 2

Theoretical calculations in HfF+

2.1 Molecular structure

For both numerical and analytic calculations of frequency shifts and population dynamics

in HfF+, it is essential to have an effective Hamiltonian model of molecular structure. In the

Generation 1 eEDM experiment, we primarily used an effective Hamiltonian for the 3∆1 state only,

along with numerical simulations of ion motion, to predict the values of frequency channels f0, fD,

fBR and so on. Over the years, I have also found this model useful for simulations of coherent

transfer, depletion, optical pumping, and microwave spectroscopy, with varying degrees of success

at reproducing experimental observations. In this section, I will describe the various components of

the effective Hamiltonian, attempt to motivate their structure, and detail their implementation in

Matlab. Along the way, I will give an operational introduction to molecular structure and spherical

tensor operators.

2.1.1 Qualitative features of HfF+

While the details of molecular structure are complex, and our analysis is often fairly math-

ematical, there are certain general features of HfF+ that can be understood through freshman

undergraduate chemistry methods such as molecular orbital theory. HfF+ is an ionically bonded

molecule, meaning that in the ground and low-lying electronic states, Hf+ essentially donates an

electron to F. The fluoride anion F− has a 1S0 configuration, so the low-lying states of HfF+ with

nonzero total angular momentum arise from the 5d and 6s orbitals of Hf2+, as shown in Fig. 2.1. As



27

Figure 2.1: Molecular orbital diagram for HfF+. Since the molecule is ionically bonded, the molec-
ular states correlate with atomic states of Hf2+ and F−. The ground electronic state of Hf2+ is
3F2, and correlates with the excited 3Φ2 state of HfF+.

discussed in Kevin Cossel’s thesis [28], the ground 1Σ+ state arises from the sσ molecular orbital,

while the low-lying 3∆, 1∆, 3Π, and 1Π states (and others) arise from single excitations of the va-

lence electrons from sσ to dδ and dπ. The fact that these molecular states primarily arise from the

states of Hf2+ allows an estimate of their spin-orbit and Λ-doubling parameters [28]. Interestingly,

the ground electronic state of Hf2+ is 3F2, like the isoelectronic ion La+. While the 3Φ2 state in

HfF+ arises from this state, it is an excited state of HfF+ by nearly 15000 cm−1. The reasons for

the ordering of the states of HfF+ can be justified using Ligand-field theory, as discussed for the

isoelectronic neutral molecule LaF in [109].

Though HfF+ is ionically bonded, a positive net energy is required to remove an electron from

Hf+ and donate it to F: In other words, the ionization energy of Hf+ is greater than the electron

affinity of F. Therefore, if the HfF+ molecule were adiabatically dissociated from its ground state,

the resulting atomic species would be Hf+ + F. As a result, the ionic and covalent states cross in

the region of internuclear distance where the ionic bond is broken, as illustrated in Figure 2.2. This

situation results in a high probability of quasi-bound (“predissociating”) states, which presented

challenges for our photodissociation-based detection scheme, discussed in Section 6. A further

consequence of the ionic nature of the HfF+ bond is the very large dissociation energy of De ≈

52000 cm−1 [91], which requires us to use multiple UV photons for photodissociation, as described
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in Section 6.

2.1.2 The molecular wavefunction

The complete wavefunction of a molecule in the nonrelativistic approximation is a solution

to the time-independent Schrödinger equation with the total molecular Hamiltonian

H = Hnuc +Helec +Hspin, (2.1a)

Hnuc =
∑
α

P 2
α

2Mα
+
∑
α<β

kZαZβ
Rαβ

, (2.1b)

Helec =
∑
i

p2
i

2me
+
∑
i<j

k

|ri − rj |
−
∑
α,i

kZα
|ri −Rα|

, (2.1c)

where Latin indices enumerate electrons, Greek indices enumerate nuclei, me is the electron mass,

Mα is the mass and Zα is the charge of nucleus α, and k = e2/(4πε0). For the complete system

of HfF+, with AHf + AF − 1 = 80 electrons and 2 nuclei, solution of the Schrödinger equation is

extremely difficult. To make matters worse, the Hf nucleus with Z = 72 causes electrons to expe-

rience significant relativistic effects. Thus, strictly speaking, the already intractable Schrödinger

equation is not even the correct equation to solve to obtain the complete structure and character

of the states of HfF+!

Despite this complexity, all is not lost for this precision measurement experiment. We seek

to measure the eEDM – a quantity that violates T symmetry – and to measure the eEDM precisely

does not rely on our knowing the energies or characters of the enormous number of highly coupled

states of HfF+ to a high degree of precision. We endeavor to know the structure of HfF+ not to

further our understanding of molecular structure, but to develop tools for preparing HfF+ in just a

few very well-understood states, for performing a Ramsey spectroscopy sequence, and for detecting

the populations of those states with high fidelity. Thus, we primarily turn to the well-developed

tools of molecular spectroscopy to allow us to qualitatively characterize the states of our molecule.
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To qualitatively understand the states of HfF+ and small molecules in general, we rely on the

separation of energy and time scales of electronic and nuclear motions: the electrons have typical

velocities many thousands of times faster than the nuclei, and from their point of view the Coulomb

potential imposed by the nuclei can be thought of as classical and quasistatic. Conversely, when

considering the motion of the nuclei, we can average over the electronic motion and treat the nuclei

as moving in a potential V (R) comprising the nuclear Coulomb repulsion and the attractive force of

the average electron density. Finally, the rotational and vibrational degrees of freedom of the nuclei

can be approximately separated. Mathematically, these physical ideas are manifested in the Born-

Oppenheimer approximation and the Born adiabatic approximation (Chapter 2 of Ref. [15]), where

we expand the total wavefunction as a product of electronic and nuclear components. Schematically,

Ψ ' ψelec(ri;R|si) χvib(R) ψrot(ω), (2.2)

where ω is a shorthand for the Euler angles φ, θ, χ, si represents electron spin, and I have neglected

nuclear spin for now.

To obtain a version of the Schrödinger equation where the electronic and nuclear degrees

of freedom are separable, we must transform the Hamiltonian from the laboratory-fixed frame

[Eq. (2.1)] to the molecule-fixed frame. This requires a translation into the center of mass of the

nuclei, followed by a rotation by Euler angles (θ, φ, χ) into a frame where the internuclear axis is

oriented along ẑ. The derivation is lengthy, spanning Sections 2.1-2.7 of Ref. [15]! Neglecting the

center of mass kinetic energy, the result is

Hnuc = − ~2

2µR2

∂

∂R

(
R2 ∂

∂R

)
+ V (R)︸ ︷︷ ︸

Hvib

+
~2

2µR2
(J − Ja)2︸ ︷︷ ︸
Htum

, (2.3a)

Helec =
∑
i,j

p2
i

2m
+
pi · pj
2MN

+
k

|ri − rj |
− kZ1

|ri − (µ/M1)Rẑ|
− kZ2

|ri + (µ/M2)Rẑ|
+Hspin, (2.3b)

where R is the internuclear distance, MN is the total nuclear mass, µ = M1M2/(M1 + M2) is the

reduced nuclear mass, J = L+S+R is the total angular momentum including electronic spin and
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orbital (L and S) along with nuclear rotation R, and Ja = L + S is the total electronic angular

momentum. In this form, the electronic part of the Hamiltonian depends on the nuclear coordinates

only through their relative positions on the body-fixed z axis (coincident with the internuclear axis

n). This form is simple enough to be attacked by numerical methods. The nuclear part is further

separable into components governing end-over-end “tumbling” Htum and vibration Hvib. We will

discuss the electronic, rotational, and vibrational parts of the wavefunction in the following sections.

2.1.3 Electronic structure

The electronic structure of a diatomic molecule in the Born-Oppenheimer and adiabatic

approximations is governed by the Hamiltonian in Eq. (2.3b). Due to the nonsymmetric nature

of the Coulomb potential imposed by the two nuclei, the electronic orbital angular momentum

L is generally not conserved, in contrast to the situation in the spherically symmetric potential

of atoms. Though I have written the electronic and spin parts of the wavefunction separately in

Eq. (2.2), spin-orbit coupling couples L and S to form the total electronic angular momentum Ja,

particularly in heavy molecules such as HfF+. Depending on the strength of the spin-orbit energy

Es-o, it may be useful to express the electronic wavefunction in Hund’s case (a) or (c):

ψelec(ri;R|si) =


〈ri;R|Λ, S,Σ〉 case (a): Es-o � Etum,

〈ri;R|Ja,Ω〉 case (c): Es-o � Etum,

(2.4)

where Etum ' ~2/(2µR2
e) is the energy scale of the end-over-end tumbling (rotation) of the molecule.

While numerical calculations of electronic structure are beyond the scope of this thesis, they

have been undertaken for HfF+ by several groups, and are detailed in Refs. [28, 29, 44, 99, 100,

114, 115, 117]. In these works, the electronic Hamiltonian is augmented with relativistic corrections

which we have not discussed here. For the purposes of an experimentalist, the results of their

calculations are electronic wavefunctions that can be characterized either by case (a) or case (c)

in Eq. (2.4). These wavefunctions can then be used to calculate the eEDM sensitivity parameter

Eeff , as well as expectation values of the dipole moment operator in order to estimate transition
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strengths and radiative decay lifetimes [99]. The low-lying 1Σ, 3∆, and 1∆ states of HfF+ are well-

described by case (a), as indicated by our use of term symbols 2S+1|Λ|(P )
|Ω| to denote them, where

P is the overall parity. Higher lying states such as the nominal 3Π0+ are in fact better described

in the case (c) notation |Ω|(P ) = 0+, as evidenced by the fact that this state couples to both 1Σ+

and 3∆1, which would be forbidden for a state with good quantum number S.

Figure 2.3 shows the low-lying electronic states of HfF+, many of which can be populated

by conveniently located near-infrared wavelength lasers. Only two of the electronic states below

15000 cm−1 have not been observed; a testament to the effectiveness of the frequency comb velocity

modulation spectroscopy technique developed by the Ye & Cornell groups [28, 29, 52, 112].

2.1.4 Rotational structure

The rotational structure of HfF+ is present throughout the broadband spectroscopy per-

formed in this thesis and earlier eEDM theses, in particular those of Kevin Cossel, Dan Gresh,

Laura Sinclair, and Huanqian Loh [82]. In this thesis in particular, we use our understanding of

rotational structure to find an Ω = 2 excited electronic state to act as an intermediate in our

oriented photodissociation in Section 6.

As discussed in Section 2.1.2, the rotational part of the molecular wavefunction is governed

by the “tumbling” part of the Hamiltonian

Htum =
~2

2µR2
(J − Ja)2 . (2.5)

The operator R ≡ (J − Ja)2, which represents the purely end-over-end tumbling of the nuclei,

can be separated into parts which are diagonal and off-diagonal with respect to the electronic

wavefunction,

(J − Ja)2 = (J2 − 2JzJa,z + J2
a,z) + (J2

a,x + J2
a,y − 2JxJa,x − 2JyJa,y),

and we can use the fact that both Jz and Ja,z have eigenvalue Ω; the total electronic angular

momentum projection on the internuclear axis (Ref. [15], Section 2.6). Neglecting off-diagonal
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Figure 2.3: Electronic states of HfF+ up to about 15000 cm−1, with singlet states in black and
triplet states in blue. The 3∆3 and 1∆2 states have not been observed. Red lines indicate known
transitions between electronic states, with thick lines indicating dipole allowed transitions and thin
lines indicating dipole forbidden (but weakly allowed) transitions. Equally spaced states connected
by a shaded region are vibrational levels belonging to the labeled electronic state. Only the excited
vibrational levels used in the experiment are shown. Rotational levels exist on a much smaller
energy scale of . 1 cm−1.
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electronic terms 1 , an approximate effective Hamiltonian for the end-over-end rotation is then

Htum = B(R)(J2 − Ω2)

where the rotational constant B(R) = ~2/(2µR2) depends parametrically on the internuclear dis-

tance. The constant part −B(R)Ω2 is often absorbed into the electronic energy. The eigenfunctions

of this Hamiltonian are (proportional to) the Wigner rotation matrices,

ψrot(ω) =

√
2J + 1

8π2
D(J)
MΩ(ω)∗

≡ 〈ω|JΩM〉
(2.6)

with eigenvalues Etum = B(R)[J(J + 1) − Ω2]. These eigenfunctions are discussed extensively in

Chapter 5 of Ref. [15], and have many nice identities.

2.1.5 Vibrational structure

I will not go into great detail on the vibrational structure of HfF+, as it is addressed in

essentially every textbook on molecular structure. The vibrational eigenfunctions |ψvib〉 ≡ |v〉

are solutions to a time-independent Schrödinger equation with the nuclear Hamiltonian given in

Eq. (2.3a), but with the replacement of the rotation operator (J−Ja)2 → J(J+1)−Ω2 due to our

separation of the vibrational and rotational degrees of freedom. The internuclear potential V (R)

is computationally expensive to calculate numerically, since this involves solution of the electronic

Schrödinger equation for each value of the internuclear distance R. A common approximation is

the Morse potential, which I have used to schematically illustrate internuclear potentials in Fig. 2.2

(See e.g. Ref. [15], Section 2.9). Because the internuclear potential is approximately harmonic near

its minimum, the vibrational wavefunctions closely resemble harmonic oscillator states, and their

energies are well approximated by

Ev = 〈v|Hvib |v〉 ≈ ~ωe(v + 1/2)− ~ωexe(v + 1/2)2. (2.7)

1 Neglecting coupling between electronic states caused by nuclear motion is called the adiabatic approximation.
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In Section 2.2.4, we will use these energies in evaluating the Einstein coefficients for spontaneous

decay and blackbody excitation of vibrational degrees of freedom in the 3∆1 electronic state of

HfF+.

2.1.6 Nuclear spin & the total wavefunction revisited

To summarize the results of the previous sections, we have established that the total molecular

wavefunction in the Born-Oppenheimer and adiabatic approximations, and in a Hund’s case (a)

basis, can be represented by a product state ket with the quantum numbers

|ΛSΣ〉 |v〉 |JΩM〉 ,

with electronic, vibrational, and rotational components, respectively. In HfF+, we must account

for one final source of angular momentum: the nuclear spin I of 19F. The coupling of I to the

electronic plus rotational angular momentum J = Ja+R can be done in the lab frame to form the

total molecular angular momentum F = J + I with projection MF onto the laboratory-frame z

axis. The transformation from one basis to the other can be straightforwardly accomplished using

Clebsch-Gordan coefficients:

|JIFMF 〉 =
∑

MJ ,MI

|JMJIMI〉 〈JMJIMI |FMF 〉 . (2.8)

The only further complication is that when evaluating matrix elements of vector operators in the

lab frame (as we will do in Section 2.2), there will be some spherical tensor algebra involved to

decouple I from F to evaluate matrix elements only involving J . Happily, all of the expressions

we need are handily summarized in Ref. [15], Appendix 5.1. So finally, the total wavefunction of

the HfF+ molecule can be expressed as

|Ψ〉 = |ψelec〉 |ψvib〉 |ψrot〉 = |ΛSΣ〉 |v〉 |IJΩFMF 〉 , (2.9)

and we can set about evaluating important matrix elements for the JILA eEDM experiment.
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2.2 Energy shifts and decay rates in HfF+

2.2.1 Electric fields

In the HfF+ eEDM experiment, we use electric fields extensively for the manipulation of both

the internal and external degrees of freedom of HfF+ molecules. The characteristic frequencies of

our applied electric fields in our experiment range from the tens of kHz for the RF ion trap,

to tens of GHz for rotational spectroscopy with microwave fields, to over 1 PHz (1015 Hz!) for

photodissociation with 266 nm laser light. The interaction of all of these electric fields with the

internal state of the molecules can be described by the Stark Hamiltonian

HStark = −D · E = −
+1∑
p=−1

(−1)p T (1)
p (D) T

(1)
−p (E), (2.10)

where D is the electric dipole operator and E is an applied electric field. On the second line, I

have expressed the same Hamiltonian in the language of spherical tensor operators (See Ref. [15],

Chapter 5.5) 2 . Spherical tensor operators are a useful way to formalize the algebra of operators

acting on angular momenta, and though the notation can be highly intimidating, essentially every

important result has been worked out in detail in Refs. [15, 136].

Unlike in atoms, the electric dipole operator acts not only on the electrons, but also on the

relative positions of the nuclei:

D = DN +De =

(
Z1µ

M1
− Z2µ

M2

)
eRn−

∑
i

eri (2.11)

In Eq. (2.11), I have expressed the dipole moment operator in the body-fixed frame, in the same

way that we did for the molecular Hamiltonian without external fields in Section 2.1.3 in order to

simplify the separation of rotational, vibrational, and electronic degrees of freedom. However, the

components of the electric field E are most easily expressed in the laboratory frame. To correctly

2 The spherical components of a rank-1 vector operator T
(1)
p (V ) in terms of the cartesian components of V are

T
(1)
±1 (V ) = ∓Vx ± iVy√

2
,

T
(1)
0 (V ) = Vz.

Substitution of these components into the second line of Eq. (2.10) straightforwardly returns the first line.
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evaluate the matrix elements of HStark, we must transform the components of D into the laboratory

frame. This transformation is most easily done with Wigner rotation matrices, using the expression

(Eq. 5.143 of Ref. [15])

T (k)
p (A) =

k∑
q=−k

D(k)
pq (ω)∗ T (k)

q (A), (2.12)

where A can be any tensor operator. Equation (2.12) can be deceiving: while seemingly this

expression represents a simple matrix multiplying a vector, the variable ω is just a shorthand for

the three Euler angles φ, θ, χ, and the rotational wavefunction of Eq. (2.6) is a function of these

variables! To evaluate a matrix element of any molecule-frame operator transformed into the lab

frame in this way, these variables must be integrated over. In this sense, we must treat D(k)
pq (ω)∗

as an operator on the rotational part of the wavefunction. Fortunately, the rotational part of the

wavefunction always takes the form of Eq. (2.6), so we need only evaluate this expression once.

The results are given in Eq. 5.146 of Ref. [15].

In the laboratory frame, the components of T
(1)
p (E) are c-numbers, not operators. Thus,

the task of evaluating the matrix elements of HStark reduces to finding the matrix elements of

D(1)
pq (ω)∗ T

(1)
q (D). Further, the matrix elements ofD(1)

pq (ω)∗ involve only the rotational wavefunction

(and therefore only Wigner D matrix identities), so we need only consider the matrix elements of

D in the electronic and vibrational parts of the wavefunction, 〈Λ′S′Σ′, v′|D |ΛSΣ, v〉. In the next

few sections, we will consider the matrix elements of HStark within and between electronic states,

and do some example calculations that are useful for the HfF+ eEDM experiment.

2.2.2 Stark effect

In the JILA eEDM experiment and atomic physics experiments in general, the scale of lab-

oratory DC electric fields that can be applied is . 500 kV/cm in record-setting circumstances,

and . 20 kV/cm in more typical experiments. In these situations, we can usually neglect mixing

between electronic states, so that

〈
ΛSΣ, v′

∣∣D |ΛSΣ, v〉 ≡
〈
v′
∣∣D‖(R) |v〉n, (2.13)
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where n is a unit vector pointing between the nuclei, which lie along the z axis in the body-fixed

frame. The nuclear contribution to the molecule-frame dipole moment is explicitly a function of

R [Eq. (2.11)], while the electronic contribution depends parametrically on R through the nuclear

Coulomb potential [Eq. (2.3b)]. The total molecule-frame dipole moment D‖(R) can thus be

expanded in a power series in the internuclear distance,

〈
v′
∣∣D‖(R) |v〉 = D‖

〈
v′
∣∣v〉+

(
dD‖

dQ

)
0

〈
v′
∣∣Q |v〉+

(
d2D‖

dQ2

)
0

〈
v′
∣∣Q2 |v〉+ . . . . (2.14)

where Q ≡ R−Re is the displacement of the nuclei from their equilibrium positions in the electronic

state under consideration. For feasible laboratory electric fields, we can also neglect the mixing of

vibrational states and take v′ = v. The first term in the expansion typically dominates, so for the

DC Stark effect we can simply take the electronic and vibrational matrix element to be D‖n.

We can now put our molecule-frame dipole matrix element together with some spherical

tensor algebra from Ref. [15] to evaluate the energy shifts in HfF+ states due to an applied DC or

quasi-DC electric field E whose components are known in the lab frame – an exceedingly common

and important situation in the JILA eEDM experiment! The results we need from Ref. [15] are

Eqs. 5.172, 5.174, and 5.186. Substituting these expressions, we obtain

〈
ΛSΣ,v, I ′J ′Ω′F ′M ′F

∣∣HStark |ΛSΣ, v, IJΩFMF 〉

= −
∑
p,q

(−1)p T
(1)
−p (E)

〈
I ′J ′Ω′F ′M ′F

∣∣D(1)
pq (ω)∗ |IJΩFMF 〉 〈ΛSΣ, v|T (1)

q (D) |ΛSΣ, v〉

= −
+1∑
p=−1

(−1)p T
(1)
−p (E) (−1)F

′−M ′F

 F ′ 1 F

−M ′F p MF



× δI,I′ (−1)F+J ′+1+I′
√

(2F ′ + 1)(2F + 1)

 J F I ′

F ′ J ′ 1


×

+1∑
q=−1

(−1)J
′−Ω′

 J ′ 1 J

−Ω′ q Ω

√(2J ′ + 1)(2J + 1) T (1)
q (D).

(2.15)

While this expression may look a little bit intimidating, it simply evaluates to a sum of three

numbers multiplying the components of T
(1)
−p (E). This expression is applicable to the scalar product
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|F,MF 〉

〈F ′,M ′F |
∣∣1

2 ,−
1
2

〉 ∣∣1
2 ,

1
2

〉 ∣∣3
2 ,−

3
2

〉 ∣∣3
2 ,−

1
2

〉 ∣∣3
2 ,

1
2

〉 ∣∣3
2 ,

3
2

〉
〈

1
2 ,−

1
2

∣∣ −Ez3
E⊥
3

E⊥
2
√

6
Ez

3
√

2
− E⊥

6
√

2
0〈

1
2 ,

1
2

∣∣ E⊥
3

Ez
3 0 E⊥

6
√

2
Ez

3
√

2
− E⊥

2
√

6〈
3
2 ,−

3
2

∣∣ E⊥
2
√

6
0 −Ez2

E⊥
2
√

3
0 0〈

3
2 ,−

1
2

∣∣ Ez
3
√

2

E⊥
6
√

2

E⊥
2
√

3
−Ez6

E⊥
3 0〈

3
2 ,

1
2

∣∣ − E⊥
6
√

2
Ez

3
√

2
0 E⊥

3
Ez
6

E⊥
2
√

3〈
3
2 ,

3
2

∣∣ 0 − E⊥
2
√

6
0 0 E⊥

2
√

3
Ez
2

Table 2.1: Matrix elements 〈F ′M ′F |HStark |FMF 〉 for 3∆1, J = 1, showing only the Ω = +1
components. Matrix elements for Ω = −1 are (−1)× the matrix elements shown, and matrix
elements off-diagonal in Ω are zero. Here E⊥ = Ex − iEy, and entries left blank are zero.

of any pair of vector operators, when the components of one of them is best expressed in the

body-fixed frame. It will be useful in Section 2.2.5 in evaluating the Zeeman Hamiltonian, which

has a very similar form. Having found just above that T
(1)
q (D) = D‖ δq,0 at the present level

of approximation, and using the fact that I = I ′ = 1/2 in HfF+, Eq. (2.15) simplifies slightly.

After choosing a basis of states with quantum numbers |IJΩFMF 〉, these matrix elements can be

tabulated using Mathematica, Matlab, or tables of Wigner 3j and 6j symbols, which can be found

online and in many textbooks.

The most important example of the DC Stark effect for the purposes of the HfF+ eEDM

experiment is the energy shifts of the 3∆1, J = 1 states under the influence of the rotating electric

bias field Erot. The matrix elements of HStark in the basis of these levels are tabulated in Table 2.1.

The calculated energy shifts due to the Stark effect are shown in Fig. 2.4.

2.2.3 Electronic transitions & the Franck-Condon principle

In the electric dipole approximation, the Stark Hamiltonian also governs radiative transitions

between states of HfF+, due to stimulated absorption or emission, or spontaneous emission. In an

electronic transition that may also change rotational and vibrational quantum numbers, we must
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Figure 2.4: Calculated Stark shifts in 3∆1, J = 1, using experimentally measured parameters for the
hyperfine splitting and the molecule-frame dipole moment. While in this figure it appears that the
stretched states (red and purple) have linear shifts all the way to Erot = 0 indicating a permanent
electric dipole moment, their shifts are in fact quadratic at very low Erot due to Ω doubling, which
is discussed in Section 2.2.7
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consider matrix elements of the Stark Hamiltonian between any two states of the molecule:

〈
Ψ′
∣∣HStark |Ψ〉 =

∑
p,q

(−1)p+1 E−p
〈
ψ′rot

∣∣D(1)∗
pq |ψrot〉

〈
ψ′elec ψ

′
vib

∣∣Dq |ψelec ψvib〉 (2.16)

The electric dipole selection rules for J , Ω, F , and MF are contained in the matrix element of the

rotation matrix, 〈ψ′rot| D
(1)∗
pq |ψrot〉, which encodes angular momentum conservation. At this point,

a standard approximation to apply is the Franck-Condon principle for the dipole matrix element.

Splitting D into its electronic and nuclear parts [Eq. (2.11)] and using the fact that the nuclear

dipole moment does not act on the electronic state, we have

〈
ψ′elec ψ

′
vib

∣∣Dq |ψelec ψvib〉 =
〈
v′
∣∣Dη′η

e,q (R) |v〉+
〈
ψ′elec

∣∣ψelec

〉 〈
v′
∣∣DN |v〉 . (2.17)

The orthonormality of electronic wavefunctions makes the second term zero for electronic transi-

tions. We have evaluated the electronic part of the dipole operator between electronic wavefunctions

to give a function of R that can be expanded as a power series, similarly to the total molecule-

frame dipole moment in Eq. (2.14), but this time between electronic states and without the nuclear

contribution. The Franck-Condon principle consists of keeping only the first term in this series,

which is independent of R,

〈
ψ′elec ψ

′
vib

∣∣Dq |ψelec ψvib〉 ≈Dη′η
e,q

〈
η′v′
∣∣ηv〉 . (2.18)

The first factor is the transition electric dipole moment between electronic states, while the second

factor squared is defined as the Franck-Condon factor (FCF), representing the relative strength of

transitions that change the degree of vibrational excitation along with the electronic state. Because

of the different shape of the internuclear potential in different electronic states of a molecule, the

vibrational wavefunctions of different electronic states are not orthonormal, and have no strict

selection rules. However, due to the normalization of individual vibrational wavefunctions, the

FCFs are normalized with respect to summation over v′ or v. After applying the Franck-Condon

principle for electronic transitions, we have for the total Stark matrix element

〈
Ψ′
∣∣HStark |Ψ〉 =

∑
p,q

(−1)p+1 E−p
〈
ψ′rot

∣∣D(1)∗
pq |ψrot〉

〈
η′v′
∣∣ηv〉Dη′η

e,q . (2.19)
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Despite the large number of electric dipole transitions driven by lasers in the HfF+ eEDM exper-

iment, we rarely have occasion to use Eq. (2.19). However, Kevin Cossel’s thesis [28] goes over

the important examples: (a) the Raman spectrum of 3∆1(v = 0, J = 1) and (b) evaluating the

molecule-frame transition dipole moment Dη′η
e,q for the 3Π0+ ← 1Σ+ and 3Π0+ ← 3∆1 transitions.

2.2.4 Vibrational decay & blackbody excitation

A particularly relevant type of radiative transition for the Generation 2 JILA eEDM exper-

iment is the spontaneous decay of vibrational levels within a particular electronic state. In this

case, we should take v′ 6= v in Eq. (2.13), and again consider the Taylor series expansion for D‖

from Eq. (2.14),

〈
v′
∣∣D‖(R) |v〉 = D‖

〈
v′
∣∣v〉+

(
dD‖

dQ

)
0

〈
v′
∣∣Q |v〉+

(
d2D‖

dQ2

)
0

〈
v′
∣∣Q2 |v〉+ . . . .

Within a particular electronic state, the |v〉 are orthogonal, so the first term is zero for vibrational

transitions. In the approximation that the vibrational levels are harmonic oscillator eigenstates,

we can see that the term proportional to the relative internuclear coordinate Q = R − Re induces

transitions between states v′ = v ± 1, while Q2 induces transitions between states v′ = v ± 2, and

so on. The vibrational states of diatomic molecules are harmonic to a first approximation, and

transitions v′ = v ± 1 are typically strongest.

In the JILA eEDM experiment, we are typically concerned with excitation of vibrational

degrees of freedom by blackbody radiation, and contamination of the 3∆1, v = 0, J = 1 state via

decay of 3∆1, v > 0 states. As an example, we can estimate the rates of these two processes in HfF+

under typical experimental conditions. To calculate these rates, we need the standard relationships

of Einstein A and B coefficients:

Aij =
ω3
ij |Dij |2

3πε0~c3
,

Bij =
π2c3

~ω3
ij

Aij ,

(2.20)

where i and j denote any two states in question, and ωij = (Ej − Ei)/~. First, let’s evaluate the

Einstein A coefficient for decay of excited 3∆1 vibrational states. To do so, we need the modulus



43

squared of the dipole moment operator,

|D|2 =
∑
p

∣∣∣∣∣∑
q

〈
ψ′rot

∣∣D(1)
pq (ω) |ψrot〉

〈
ψelec ψ

′
vib

∣∣T (1)
q (D) |ψelec ψvib〉

∣∣∣∣∣
2

. (2.21)

We use Eq. 5.184 of Ref. [15], along with the fact that for rovibrational transitions, q = 0. We are

also not interested in the details of magnetic sublevel populations, so we should sum over the final

state magnetic sublevels M ′. Doing all this, we obtain

|D|2 = (2J + 1)(2J ′ + 1)

 J ′ 1 J

−Ω 0 Ω


2 〈
v′
∣∣D‖ |v〉2 ∑

p,M ′

 J ′ 1 J

−M ′ p M


2

. (2.22)

We can use Eq. (12) of Ref. [55] to simplify the sum over p and M ′, which turns out to equal simply

1/(2J + 1). The Einstein A coefficient for purely vibrational decay from a state |vJ〉 to state |v′J ′〉

comes out to be

Av′J ′vJ ≈
ω3
v′v

3πε0~c3

〈
J,Ω; 1, 0

∣∣J ′,Ω〉2 〈
v′
∣∣D‖ |v〉2 , (2.23)

where the second factor is a Clebsch-Gordan coefficient that has absorbed the 3j symbol involving

Ω and the factor (2J ′+ 1). Happily, and not surprisingly, if we also sum over final rotational states

J ′, all rotational and Ω dependence drops out, and we are left only with 〈v′|D‖(R) |v〉2 for the

dipole matrix element. Then using the Planck formula for the spectral energy density of blackbody

radiation 3 ρ(ωij), we can evaluate the rate of excitation Rij = Bijρ(ωij),

Rv′v ≈
ω3
v′v

3πε0~c3

〈
v′
∣∣D‖ |v〉2 exp

(
−~ωv′v
kBT

)
. (2.24)

For HfF+ in the 3∆1 state, the molecule-frame dipole moment has been evaluated as a function

of R by Petrov and coworkers in Ref. [99], and their results are shown in Fig. 2.5. By performing a

polynomial fit to their calculation, we can extract the first-order coefficient
(
dD‖
dQ

)
0
≈ −1.2 e, where

in their convention, the internuclear axis is directed from Hf+ to F. With my calculated value of

〈1|Q |0〉 = 0.068 a0 using Morse wavefunctions and 3∆1 spectroscopic parameters from Ref. [28], I

obtain an estimated 3∆1, v = 1 lifetime of τ ≈ 173 ms, which compares reasonably well to Petrov

et al.’s estimate of τ ≈ 184 ms. From the squared Clebsch-Gordan coefficient in Eq. 2.23, we can

3 with units of energy per unit volume per unit frequency
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Figure 2.5: Petrov et al.’s theoretically calculated molecule-frame dipole moment of HfF+ in the 3∆1

electronic state (points), as a function of internuclear distance. Adapted from Ref. [99]. The red
line is a quadratic fit to Petrov et al.’s calculation, while the black dashed line is the approximation
D|| = −eR, offset vertically by 2ea0. For estimating vibrational lifetimes, this approximation gives
20% error, which is not too bad!

also estimate the rotational branching ratios for vibrational decay. Figure 2.6 shows an example

of the rotational branching of decay from 3∆1, v = 3, J = 1. Using Eq. (2.24), and T = 300 K,

we can estimate a blackbody excitation timescale of τBB ≈ 6.4 seconds for 3∆1, v = 0, accounting

only for the v = 0→ v = 1 transition.

2.2.5 Zeeman effect

The Zeeman effect describes the interaction of an applied magnetic field with a magnetic

dipole moment, and is governed by the Hamiltonian

HZeeman = −µ ·B

= −
∑
p

(−1)p T (1)
p (µ) T

(1)
−p (B)

(2.25)

In HfF+ and in molecules in general, there are multiple contributions to the total magnetic moment

of the molecule, and it is easiest to treat each of them separately. These contributions are, in order

of their typical size, electronic (spin and orbital), nuclear spin, and rotational magnetic moments:

µ = µe + µn + µr.
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Figure 2.6: Theoretically calculated vibrational decay of 3∆1, v = 3, J = 1, leading to population
of rotational levels up to J = 4 in v = 0. This phenomenon leads to an undesirable background
signal in 3∆1, v = 0, J = 1 that hurts our eEDM sensitivity, as discussed in Chapter 5. Populations
Pi are expressed as a fraction of the total molecular population.
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Due to the strong coupling of the total electronic angular momentum to the internuclear axis –

motivating our use of Hund’s case (a) basis functions – the total electronic magnetic moment µe is

most easily evaluated in the body-fixed frame, similarly to the electronic contribution to the electric

dipole moment in Section 2.2.1. The evaluation of the laboratory frame components of µe follows

precisely the same form as Eq. (2.15), but with the molecule-frame electronic matrix element

〈ΛSΣ|µe |ΛSΣ〉 = G‖ µB Ωn, (2.26)

or equivalently T
(1)
q (µe) = G‖ µB Ω δq,0. In principle, G‖ might also be calculated as a function

of internuclear distance and expanded in a power series, as we did for D‖ in Eq. (2.14). It seems

likely that G‖ would have a much weaker dependence on internuclear distance than D‖, and to my

knowledge this is not typically done. Thus the matrix elements of the electronic part of the Zeeman

Hamiltonian can be obtained from Eq. (2.15) with the replacements D → µe and E → B. For the

3∆1(J = 1) state, in the same basis as Table 2.1, the electronic Zeeman Hamiltonian is given by

Eq. (2.27).

HZ,e = −G‖ µB
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
(2.27)

The nuclear part of the magnetic moment µn ≡ gN µN I (where µN ≈ 762 Hz/G is the

nuclear magneton) arises from the 19F nuclear spin I, which we have chosen to couple to the total

electronic plus rotational angular momentum J in the laboratory frame to form F . 4 The matrix

elements of I are easy to work out by application of the Wigner-Eckart theorem (B&C Eq. 5.172),

the formula for “matrix elements of a single operator in a coupled scheme” (B&C Eq. 5.175), and

4 I have not considered how I might be coupled to J in the molecule frame, but I imagine it is possible. I believe
that in either case, all observables should come out the same, since angular momentum coupling is just a choice of
basis.
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the reduced matrix element of a first-rank tensor between its own eigenstates (B&C Eq. 5.179).

The result is

〈
η′
∣∣T (1)

p (µn) |η〉 = (−1)F
′−M ′F

 F ′ 1 F

−M ′F p MF



× δJ ′J (−1)F
′+J ′+1+I

√
(2F ′ + 1)(2F + 1)

 I F J ′

F ′ I 1


×
√
I(I + 1)(2I + 1) gN µN .

(2.28)

Note that here we have made no use of Wigner D matrices, but only identities related to decoupling

of angular momenta in the language of spherical tensors. For the 3∆1(J = 1) state, the nuclear

contribution to the Zeeman Hamiltonian is given by Eq. (2.29) below.

HZ,n = gN µN
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(2.29)

Within the eight sublevels of the F = 3/2 hyperfine manifold, the electronic and nuclear

contributions to the Zeeman Hamiltonian have the same form. We can therefore define an ef-

fective magnetic g-factor gF for this manifold of states only, and parameterize the total Zeeman

Hamiltonian as

HZ,F = −gF µB B · F = −gF µB


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(2.30)

When performing perturbation theory within F = 3/2 only, we can use this parameterization of

the Zeeman matrix elements.
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In HfF+, we have typically neglected the rotational contribution to the Zeeman effect, because

we expect it to be small in the ground rotational state of 3∆1. In fact, I have not evaluated the

matrix elements of this operator, so I will just sketch a procedure here. A definition of the rotational

magnetic moment consistent with our previous definitions, and which will work in Hund’s case (a)

and (c), is

µr = gr µN (J − Ja). (2.31)

The only conserved quantum number of the total electronic angular momentum operator Ja is its

component along the internuclear axis, Ja · n = Ω. The perpendicular components of Ja act to

change Ω and therefore the electronic state, so for example they connect 3∆1 ↔ 3Π0± . Thus to a

first approximation, we can replace Ja → Ωn in Eq. (2.31). Upon doing this, we can redefine the

electronic and rotational magnetic moments as

µe ≡ (G‖ µB − gr µN ) Ωn,

µJ ≡ gr µN J .
(2.32)

We can absorb the contribution gr µN into the definition of G‖, and the matrix elements of µe are

unchanged. We can then evaluate the matrix elements of our newly defined µJ ,

〈
η′
∣∣T (1)

p (µJ) |η〉 = (−1)F
′−M ′F

 F ′ 1 F

−M ′F p MF



× (−1)F+J+1+I
√

(2F ′ + 1)(2F + 1)

 J F I

F ′ J ′ 1


×
√
J(J + 1)(2J + 1) gr µN .

(2.33)

This contribution to the Zeeman Hamiltonian was not accounted for in the Generation 1 JILA

eEDM experiment. It is my impression that since we typically use very weak magnetic fields in

the HfF+ experiment, its effects can simply be absorbed into a redefinition of gF . The validity of

this assumption has not been tested, however we can be slightly reassured by considering the size

of the rotational Zeeman effect: From Eq. 7.226 of Ref. [15], the contribution of the nuclei to gr is

gn
r =

m(Z1M
2
2 + Z2M

2
1 )

M1M2(M1 +M2)
≈ 0.00026, (2.34)
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which is already very small. The nuclear and electronic contributions to the total g-factor should

partially cancel due to their opposite charge, so this can be taken as an upper bound on gr. Even

before any cancellations, the rotational Zeeman energy scale is gn
r µN ≈ 0.2 Hz/Gauss. Since the

rotational Zeeman effect will be indistinguishable from the electronic and nuclear spin contributions

in our measurement of the energy difference between MF = ±3/2 states, and will be divided down

by at least the Stark splitting between MF states when considering perturbative effects, I think it

should be completely negligible in considering systematic effects in the JILA eEDM experiment.

A possible systematic effect could arise from an erroneous applied doublet-odd correction for a

non-reversing magnetic field effect, where I might expect the effect to be of order (0.2 Hz/G) ×

δg/g × (0.002 G) ≈ 10−7 Hz.

2.2.6 Hyperfine structure

Due to the presence of the Fluorine nucleus in HfF+ with nuclear spin I = 1/2, we must

account for nuclear magnetic hyperfine structure, which gives rise to the coupling discussed in Sec-

tion 2.1.6 and causes the good total angular momentum quantum numbers to be F and MF for

small external electric and magnetic fields. Because the valence electrons in HfF+ are relativistic,

their spin and motion are highly coupled, and the positron amplitude of the electrons’ Dirac wave-

function cannot be neglected. To obtain accurate theoretical predictions, theorists performing ab

initio calculations use Dirac wavefunctions for each electron Refs. [45, 46, 116], and evaluate the

matrix element

A‖ =
µN
Ω I

〈
ψe

∣∣∣∣∣∑
i

(
αi × riN
r3
iN

)
· n

∣∣∣∣∣ψe
〉
, (2.35)

where riN is the displacement of electron i from the Fluorine nucleus, µN is the Fluorine magnetic

moment, and α is a vector of 4× 4 Dirac matrices [34]. For our purposes, we can simply use this

electronic matrix element as a constant in an effective Hamiltonian, in the same way that we do

G‖ and D‖. We use as an effective Hamiltonian

Hhf = A‖(I · n)(Ja · n), (2.36)
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where Ja·n ≡ Ω. The projection of I onto the internuclear axis can be evaluated using the projection

theorem [107], which is a corollary of the Wigner-Eckart theorem. The projection theorem is

〈
J ′M ′Ω′

∣∣Vq |JMΩ〉 =
〈V · J〉
J(J + 1)

〈
J ′M ′Ω′

∣∣Jq |JMΩ〉 , (2.37)

where V is any vector operator. We can then set V → I, and use the defining property of the

total angular momentum F that I · J = 1
2(F 2 − J2 − I2). We are looking for I ·n ≡ Iq=0, but we

know that Jq=0 ≡ Ω. So we simply plug these in and find that the matrix elements of our effective

hyperfine Hamiltonian are

〈
ψ′
∣∣Hhf |ψ〉 =

F (F + 1)− I(I + 1)− J(J + 1)

2J(J + 1)
A‖Ω2 δη,η′ ,

which is independent of MF and of the sign of Ω. Here η represents all quantum numbers; the

hyperfine Hamiltonian is diagonal in the F , MF basis. In the 3∆1 state of HfF+, we find that the

F = 1/2 states have a hyperfine energy of −A‖/2, while the F = 3/2 states have energy A‖/4,

for a total separation of Ehf = −3A‖/4 ≈ 46 MHz. This energy splitting is visible in Fig. 2.4 at

Erot = 0. Using microwave spectroscopy, we have also confirmed this formula in 3∆1, J = 2, where

the hyperfine splitting is 1/3 as large as in J = 1, or ≈ 15.5 MHz.

2.2.7 Omega doubling

In a heteronuclear diatomic molecule with nonzero total angular momentum, there are two

possible projections of the total angular momentum along the internuclear axis, given by ±Ω.

Because these states correspond to exactly the same spatial distribution of electronic charge around

the nuclei, one might expect the energies of these two configurations to be exactly degenerate –

however, this is not the case. Ω doubling results from the coupling of the electronic and rotational

angular momentum, and arises primarily from the electronically off-diagonal part of the operator

J · Ja that we discussed in the context of rotational states in Section 2.1.4. Kevin Cossel’s thesis

[28] discusses in detail the perturbations giving rise to Ω doubling, so I will not go into a detailed

derivation here.
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Figure 2.7: Theoretically calculated Stark effect in 3∆1, J = 1, F = 3/2 for small values of the
electric bias field, showing Ω doubling – essentially a zoom in of Fig. 2.4 to the region near Erot = 0.
As judged by the linearity of the Stark shift as a function of Erot, the F = 3/2 states are essentially
fully polarized at Erot ≈ 1 V/cm. Here the effects of the rotating frame are not included.

For our purposes, we will simply use an effective Hamiltonian description within a single

electronic state (See e.g. Ref. [15], Section 7.2). The contribution from Ω doubling in the 3∆1 state

has the form 〈
ψ′
∣∣HΩ |ψ〉 =

~ωef
4

J(J + 1) δΩ′,−Ω δη′,η, (2.38)

where η represents all quantum numbers other than Ω. The result of this effective Hamiltonian is

that in the absence of an applied electric field, the eigenstates of the molecule are superpositions

∼ |Ω〉 ± |−Ω〉 separated by an energy splitting ωef ≈ 2π × 700 kHz in J = 1. Figure 2.7 shows the

Stark effect in 3∆1, J = 1 for small values of Erot, where the Ω-doubling causes the eigen-energies

to be quadratic near Erot = 0.

2.2.8 Effect of Erot rotation

So far, we have only discussed the energy levels of HfF+ in static electric and magnetic fields,

however in the eEDM experiment, Erot rotates with a frequency frot between 150 kHz to 400 kHz.

Our eEDM-sensitive Ramsey spectroscopy is performed between the stretched MF states referred

to the rotating electric field. However, the rotating frame in which Erot lies along the ẑ axis is non-

inertial, and so we should expect fictitious forces – or more specifically, fictitious torques – to act on
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the total angular momentum of a HfF+ molecule in this frame. The combination of the fictitious

torque on F and Ω-doubling in the 3∆1 state is a high-order coupling between MF = ±3/2 states

in the same Stark doublet, which significantly affects the way we perform an eEDM measurement,

and is even helpful for performing π/2 pulses. This effect was discussed generally in Ref. [88], but

an explicit calculation in states with nuclear spin was not given. Here I will explicitly calculate this

effect with particular application to the HfF+ eEDM experiment.

Our applied electric and magnetic fields are most easily parameterized in the laboratory

frame, where the geometric center of the ion trap defines the origin of coordinates. In this frame,

the rotating electric field is

Erot = Erot

[
X̂ cos (ωrott) + Ŷ sin (ωrott)

]
, (2.39)

To transform the Cartesian vector Erot into a frame where Erot = Erotẑ, we need to apply a rotation

operator

Rcart(θ, φ) = RY (−θ)RZ(−φ) =


cos θ cosφ cos θ sinφ − sin θ

− sinφ cosφ 0

cosφ sin θ sin θ sinφ cos θ

 , (2.40)

where we can then take θ = π/2 and φ = ωrott. In much the same way, we need to apply a

rotation operator to our Hamiltonian and our quantum states in order to express them in the

rotating frame. The rotation operator for an angle α about some vector v in quantum mechanics

is Rv(α) = exp(−iFvα) where Fv is the total angular momentum operator about v, so by analogy

with Eq. (2.40), the appropriate rotation operator is

V = exp (iFY θ) exp (iFZφ) . (2.41)

If we call the Hamiltonian before the transformation H ′ (in the lab frame), then the Hamiltonian

in the rotating frame is

H = V H ′ V † + i
dV

dt
V †, (2.42)

which can be derived by requiring that the transformed state vector obey the Schrödinger equation

with a transformed Hamiltonian. We call the second term on the right hand side Hrot; it represents
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the fictitious torque experienced by the total angular momentum of HfF+ molecules in the rotating

frame. In terms of angular momentum operators, its value is

Hrot = −ωrot · F = −ωrotFZ = ωrotFx, (2.43)

where I have used the transformation of Cartesian coordinates in Eq. (2.40) to find that FZ = −Fx,

where uppercase coordinates are in the lab frame, and lowercase coordinates are in the rotating

frame. Combined with Ω-doubling, it is this component of the Hamiltonian that gives rise to

the coupling between MF = ±3/2 states in the rotating frame. We can derive this coupling

by performing perturbation theory to fourth order, with the large and small components of the

Hamiltonian

H0 = Hhf +HStark,

H1 = Hrot +HΩ.

(2.44)

The large component H0 can be exactly diagonalized, so we can apply fourth order perturbation

theory, defining the result as the off-diagonal element of an effective Hamiltonian that couples states

|a〉 and |b〉 (or |c〉 and |d〉, with labels defined in Fig. 2.8). For example, the perturbation theory

Figure 2.8: Quantum numbers and shorthand alphabetical labels for magnetic and hyperfine sub-
levels of 3∆1, J = 1. The quantum number MF is good for all values of Erot, but F ceases to be a
good quantum number when D‖Erot ≈ A‖.
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formula applied to the upper doublet is

~∆u

2
≡ 〈a|Hrot |e〉 〈e|Hrot |h〉 〈h|HΩ |f〉 〈f |Hrot |b〉

(Ea − Ee)(Ea − Eh)(Ea − Ef )
+
〈a|Hrot |e〉 〈e|HΩ |g〉 〈g|Hrot |f〉 〈f |Hrot |b〉

(Ea − Ee)(Ea − Eg)(Ea − Ef )

+
〈a|HΩ |c〉 〈c|Hrot |g〉 〈g|Hrot |f〉 〈f |Hrot |b〉

(Ea − Ec)(Ea − Eg)(Ea − Ef )
+
〈a|Hrot |e〉 〈e|Hrot |h〉 〈h|Hrot |d〉 〈d|HΩ |b〉

(Ea − Ee)(Ea − Eh)(Ea − Ed)

(2.45)

We typically express ∆ as an average part ∆ and a doublet-odd part ∆D. The result of applying

Eq. (2.45) and averaging and differencing the results for the Stark doublets is

∆ = −
3ωef

2

(
~ωrot

D‖Erot

)3
(

18A2
‖ − 19D2

‖E
2
rot

A2
‖ −D

2
‖E

2
rot

)
≈ −27ωef

(
~ωrot

D‖Erot

)3

, (2.46)

∆D =
3ωef

2

(
~3ω3

rot

D2
‖E

2
rotA‖

)(
9A2
‖ − 8D2

‖E
2
rot

A2
‖ −D

2
‖E

2
rot

)
≈ ∆×

D‖Erot

2A‖
. (2.47)

Note that these results are exact with respect to the size of D‖Erot/A‖, but not exact with respect

to ωef/D‖Erot. The approximate expressions given are for D‖Erot � A‖. In addition, the pref-

actor given for ∆ in Ref. [78] is incorrect by a factor of 2π. Thus we should expect deviation of

perturbation theory from exact diagonalization at small values of Erot. Also, note that ∆ here has

units of rad/s, in contrast to Ref. [16] where it has units of Hz. Figure 2.9 shows the numerical

and perturbation theory results for ∆u and ∆l as a function of Erot. At the value of D‖Erot where

the F = 3/2, MFΩ = −3/2 and F = 1/2, MFΩ = 1/2 hyperfine states cross, the value of ∆u

diverges. While there is deviation between the perturbation theory and numerical results at low

Erot, it is not visible on the scale of the figure. Note that due to the logarithmic scale of the plot, the

apparent divergence near Erot ≈ 31 V/cm is only a zero crossing and is not real, but the divergence

at ∼ 35 V/cm is genuine.

2.2.9 eEDM shift

The effect of a P,T-violating electron EDM in the 3∆1 state of HfF+ is to mix states of opposite

parity but the same MF with a constant matrix element Hd = −de (S · E int)/S. In the basis of

Hund’s case (a) states and in the presence of Erot � ~ωef , we can essentially treat this Hamiltonian

at lowest order in perturbation theory by taking S · E int ≈ (S · n)(E int · n) ≡ Σ Eeff = −Ω Eeff ,
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Figure 2.9: Energy difference between states of opposite mF , but the same value of mFΩ – i.e.,
states in the same Stark Doublet, versus Erot, for Brot = 0. This is the size of the avoided crossing
|∆| in units of Hz. Here ωrot/(2π) = 375 kHz.
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where the last equality is only true in the 3∆1 state. We typically take the internuclear axis n to

point from the Fluorine to the Hafnium nucleus, so that D‖ ≈ +1.8 MHz/(V/cm). As a result, the

internal electric field, which points from Hf to F, points against the internuclear axis. In Ref. [16],

we took the eEDM energy shift to be

〈
F ′M ′FΩ′

∣∣Hd |FMFΩ〉 = −de|Eeff |Ω δF ′F δM ′FMF
δΩ′Ω (2.48)

to make all of these signs explicit and hopefully prevent confusion.

2.2.10 Differential g-factor

Conducting an eEDM measurement in a molecular state of nonzero Ω was first proposed by

Dave DeMille for PbO in its metastable 3Σ state Ref. [30], motivated by the desire to reverse the

electric field experienced by a valence electron without reversing a laboratory electric field, which

suppresses major systematics. John Bohn and Ed Meyer expanded on this idea to suggest the 3∆1

state, which not only has the Ω-doublet feature, but also has a very small magnetic g-factor due to

the cancellation of spin and orbital magnetic moments [87]. These proposals led to the use of the

metastable 3∆1 states of ThO and HfF+ at Harvard and JILA, respectively, in what are presently

the most sensitive eEDM searches.

While the magnetic g-factors of the Ω doublets in the 3∆1 state of HfF+ are very similar,

they are not exactly equal, and their difference leads to some of the largest systematic effects that

we are aware of. We parameterize their difference with the differential g-factor,

δgF ≡
guF − glF

2
,

where g
u/l
F are the g-factors of MF Ω < 0 and MF Ω > 0 states, respectively. We can obtain a good

approximation for δgF using perturbation theory on the effective Hamiltonian derived in the earlier

sections of this chapter, accounting for two main contributions: the first is from Stark mixing of

rotational levels J = 1 and J = 2 in 3∆1, and the second is from a hyperfine-differential mixing of

neighboring MF sublevels within 3∆1, J = 1, caused by the rotation of Erot. Here I will go through

the derivations of each.
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The contribution to δgF arising from Stark mixing of J = 1 and J = 2 can be derived using

2nd order perturbation theory, where separate our Hamiltonian into a dominant term including

tumbling and J-diagonal Stark contributions, and a perturbation including J-off-diagonal Stark

and Zeeman contributions.

H0 = Htum +Hhf +HStark δJ ′J ,

H1 = (HStark +HZeeman) (1− δJ ′J).

(2.49)

From standard 2nd order perturbation theory, the energy of a state |i〉 = |J = 1,Ω, F,MF 〉 will

receive a correction

∆E
(2)
i =

∑
n6=i

〈i|H1 |n〉 〈n|H1 |i〉
〈i|H0 |i〉 − 〈n|H0 |n〉

. (2.50)

Because Erot acts along the laboratory z axis (in a rotating reference frame), it has only a p = 0

spherical component, and does not couple states of different MF . In addition, Erot can only couple

states of the same Ω, because the molecule-frame dipole moment D‖ has only a q = 0 spherical

component. Therefore for a given |J = 1, F,MF ,Ω〉 state, the sum in Eq. (2.50) contains only two

terms. By substituting into Eq. (2.15) and a similar expression for the Zeeman Hamiltonian as

described in Section 2.2.5, we obtain the relevant matrix elements〈
2,

3

2
,
3

2
,±1

∣∣∣∣H1

∣∣∣∣1, 3

2
,
3

2
,±1

〉
=

√
3

10

(
D‖ Erot ∓G‖ µB Brot

)
〈

2,
5

2
,
3

2
,±1

∣∣∣∣H1

∣∣∣∣1, 3

2
,
3

2
,±1

〉
= −
√

3

5

(
D‖ Erot ∓G‖ µB Brot

) (2.51)

Substituting these matrix elements into the perturbation theory expression above, we find that the

Stark contribution to the differential g-factor is

δgStark
F ≈

∆E
(2)
3/2,−1 − E

(2)
3/2,+1

8B gF µB BrotMF
=
D‖ ErotG‖

20B gF
=

3D‖ Erot

20B

(
1− gN µN

3gF µB

)
(2.52)

where B = 0.29889(2) cm−1 is the 3∆1 rotational constant, and I have substituted for the molecule-

frame electronic g-factor G‖ = 3gF − gN µN/µB in terms of the experimentally measurable value

gF and the Fluorine magnetic moment gN .

The contribution to δgF arising from the rotation of Erot can be derived from second order

perturbation theory, with Hrot as the perturbing Hamiltonian. The MF = ±3/2 states gain some
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admixture of their neighboring MF = 1/2 states due to the rotating frame, which applies a slight

change to their effective g-factor. The dominant change in the g-factor is common to both doublets,

but the presence of hyperfine structure and the subsequent quadratic Stark shifts of the F = 3/2,

MF = ±1/2 states causes the degree of mixing of the upper doublet to be less than that of the

lower doublet. The energy denominator Ea − Ee from Eq. (2.50) applied to state |a〉 [Fig. (2.8)]

can be expanded for small Brot, and the resulting energy shift (for example in state |a〉) contains a

term

∆E(2)
a ⊂

3~2ω2
rot gN µN Brot

D‖ ErotA‖
.

This energy shift is common to all four of the states a-d, but with a relative sign that depends on

Ω. The g-factor of state |a′〉 thus contains a contribution

δgrot
F ≈

2gN µN
gF µB

~2ω2
rot

D‖ ErotA‖
(2.53)

Note that this equation is slightly different from the result reported in Ref. [16]. That result contains

an error that has been fixed here, and the result here has been verified by direct diagonalization of

the full Hamiltonian. Thus to summarize, the total differential g-factor is

δgF
gF
≈ 2gN µN

gF µB

~2ω2
rot

D‖ ErotA‖
+

3D‖ Erot

20B

(
1− gN µN

3gF µB

)
(2.54)

Figure 2.10 shows the upper and lower magnetic g-factors, as well as their difference, as a function

of Erot. The perturbation theory estimates show good agreement with a numerical diagonalization

at Erot & 10 V/cm, however the mean value and difference do not agree well at low Erot. This is

due to higher-order coupling of MF levels by Hrot, which cannot be accounted for by second-order

perturbation theory. It is worth noting that in exactly the range of Erot where the first term in

Eq. (2.54) is supposed to dominate, namely at small values of Erot, the mean value of gF from

perturbation theory is in complete disagreement with numerical diagonalization. As a result, the

first term above is not particularly useful, and we are generally better off just relying on numerical

diagonalization. It is also important to note that the differential g-factor given in Fig. 2.10 is not

equivalent to the frequency channel fD due to the effects of ∆ and ∆D. These effects are discussed

in Chapter 3.
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Figure 2.10: Magnetic g-factor of stretched states as a function of Erot, at frot = 375 kHz. The
drop of the absolute g-factors to zero at low Erot results from mixing of MF levels due to Hrot at
order > 2 in perturbation theory. Note that we have not derived the absolute value of gF from
theory, but taken it from experiment.



Chapter 3

Generation 1 eEDM Measurement

3.1 Summary of the eEDM result

This section is a reproduction of the main text of Ref. [16].

A search for a nonzero permanent electric dipole moment of the electron (eEDM, de) con-

stitutes a nearly background-free test for physics beyond the Standard Model (SM), since the SM

predicts |de| . 10−38 e cm [102], while the natural scale of de in many proposed SM extensions is

10−27 to 10−30 e cm [37]. Present experimental techniques now constrain these theories [6]; hence,

there have been many recent efforts to measure an eEDM [6, 36, 60, 64, 79, 104, 137].

The most precise eEDM measurements to date were performed using beams of neutral atoms

or molecules [6, 64, 104]. These experiments benefited from excellent statistical sensitivity provided

by a high flux of neutral particles, and decades of past work have produced a thorough understand-

ing of their common sources of systematic error. Nonetheless, a crucial systematics check can be

provided by independent measurements conducted using different physical systems and experimen-

tal techniques. Moreover, techniques that allow longer interrogation times offer significant potential

for sensitivity improvements in eEDM searches and other tests of fundamental physics [117].

In this Letter, we report on a precision measurement of the eEDM using molecular ions con-

fined in a radio frequency (RF) trap, applying the methods proposed in Ref. [78] and demonstrated

in Ref. [82]. We perform an electron spin precession experiment on 180Hf19F+ molecules in their

metastable 3∆1 electronic state, and extract the relativistically enhanced eEDM-induced energy

shift ∼ 2deEeff between stretched Zeeman sublevels, where Eeff ≈ 23 GV/cm in HfF+ [44, 87, 98].
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In addition to leveraging the high eEDM sensitivity and systematic error rejection intrinsic to a

3∆1 state in a heavy polar molecule [36, 87], we use a unique experimental approach that is robust

against sources of systematic error common to other methods. The 2.1(1) s lifetime of the 3∆1 state

in HfF+ [91] and our use of an RF trap allow us to attain spin precession times in excess of 700 ms

– nearly three orders of magnitude longer than in contemporary neutral beam experiments. This

exceptionally long interrogation time allows us to obtain high eEDM sensitivity despite our lower

count rate. In addition, performing an experiment on trapped particles permits the measurement of

spin precession fringes at arbitrary free-evolution times, making our experiment relatively immune

to systematic errors associated with imperfectly characterized state preparation.

Our apparatus and experimental sequence, shown schematically in Fig. 3.1, have been de-

scribed previously [29, 78, 82, 83, 84, 91]. We produce HfF by ablation of Hf metal into a pulsed

supersonic expansion of Ar and SF6. The neutral beam enters the RF trap, where HfF is ionized

with pulsed UV lasers to form HfF+ in its ground vibronic state [83, 84]. The ions are stopped by

a pulsed voltage on the radial trap electrodes, then confined by DC and RF electric quadrupole

gradients (with RF frequency frf = 50 kHz). We next adiabatically turn on a spatially uniform

electric bias field Erot ≈ 24 V/cm that rotates in the radial plane of the ion trap with frequency

frot ≈ 250 kHz, causing the ions to undergo circular motion with radius rrot ≈ 0.5 mm. A pair of

magnet coils aligned with the Z axis produce an axial magnetic gradient B = B′axgrad(2Z−X−Y )

where |B′axgrad| ≈ 40 mG/cm, which in the rotating frame of the ions creates a magnetic bias field

Brot ≡ |〈B · Erot/Erot〉| ' |B′axgradrrot| that is parallel (antiparallel) to Erot if B′axgrad > 0 ( < 0)

[78, 82].

Our state preparation consists of population transfer to the eEDM-sensitive 3∆1 state and

selective depletion of magnetic sublevels to produce a pure spin state [Fig. 3.1(b-c)]. Two cw lasers

co-propagating along the Ẑ axis drive a Raman transition through a 3Π0+ intermediate state,

transferring ∼ 40% of the ground state population to the 3∆1, J = 1, F = 3/2 state. Figure 3.2(a)

shows the structure of this state in a rotating frame defined by Erot ≡ Erotẑ. It consists of four

Stark doublets (pairs of magnetic sublevels) separated by dmfErot/3h ≈ 14 MHz, where dmf is the
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Figure 3.1: (a) Apparatus schematic, (b) experimental timing, and (c) relevant energy levels (not
to scale) for an eEDM measurement using trapped ions. HfF is photoionized (yellow) to form HfF+.
A rotating electric bias field Erot (blue) polarizes the molecules, and transfer (red) and depletion
(orange) lasers perform state preparation. The π/2 pulses are performed by modulating Erot. Spin
state populations are detected by depletion followed by photodissociation (purple) and counting
the resulting Hf+ ions on a microchannel plate (MCP).
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3∆1 molecule-frame dipole moment and h is Planck’s constant. The population transfer process

produces an incoherent mixture of MF = ± 3/2 states in the upper or lower doublet, depending

on the detuning of the second transfer laser. Selective depletion is then performed by a circularly

polarized laser resonant with the Q(1) line of a 3Σ−
0+ ← 3∆1 transition. The depletion laser

is strobed synchronously with the rotating electric field so that its wavevector is either parallel

or antiparallel to Erot, thus driving a σ± transition to an F ′ = 3/2 manifold and leaving one

MF = ± 3/2 level populated in the 3∆1 state.

Following strobed depletion, we perform a π/2 pulse to prepare an equal superposition of

MF = ± 3/2 states. This is accomplished by reducing Erot for a brief interval, which increases

a rotation-induced coupling ∆u/l between MF = ± 3/2 states [Fig. 3.2(b)] and causes a pure

spin state to evolve into an equal superposition in ∼ 1 ms [78, 82]. We return Erot to its nominal

value and allow the phase of the superposition to evolve for a variable precession time, then apply

a second π/2 pulse to map the relative phase of the superposition onto a population difference

between MF = ± 3/2 states. A second set of strobed laser pulses again depletes all but one

MF = ± 3/2 level. To selectively detect the remaining population in the 3∆1, J = 1 state, we

resonantly photodissociate HfF+ using pulsed UV lasers [91]. We eject all ions from the trap, and

count both Hf+ and the temporally resolved HfF+ using a microchannel plate (MCP) detector.

We interleave experimental trials where the two sets of strobed depletion pulses have the same

or opposite phase with respect to Erot in order to alternately prepare and detect population in the

MF = ±3/2 states. Denoting by NA (NB) the measured population when the depletion phases are

the same (opposite), we form the asymmetry A = (NA −NB)/(NA +NB), which normalizes drifts

in absolute 3∆1 population. The asymmetry forms an interference fringe that is well-approximated

by a sinusoidal function of precession time t,

A(t) ' − Ce−γt cos(2πft+ φ) +O, (3.1)

with frequency f proportional to the energy difference between the MF = ± 3/2 states, as shown

in Fig. 3.2(c). The initial contrast C, initial phase φ, offset O, and decoherence rate γ parametrize
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imperfect state preparation and the loss of coherence. We perform nonlinear least squares fitting

of the asymmetry with Eq. (3.1), using C, γ, f , φ, and O as fit parameters. Standard errors δC,

δγ, δf , δφ, and δO are estimated from the Jacobian of the fit function at the optimum parameter

values. The precession frequency contains the eEDM signal, while the other fit parameters are used

to diagnose experimental imperfections and sources of systematic error.

To isolate an eEDM-dependent frequency shift and diagnose systematic errors, we form

data “channels”: components of a measurement that have a particular parity under a set of

chosen “switches” – experimental parameters that are modulated between opposite values on a

short timescale 1 . Our switches are the sign of the magnetic bias field B̃ = sgn(〈B · Erot〉),

the populated Stark doublet D̃ = − sgn(MFΩ), and the sense of the electric bias field rotation

R̃ = −sgn(ωrot ·Ẑ). We repeat our spin precession measurement in each of the eight unique “switch

states” S̃ = (B̃, D̃, R̃) to form a “block,” and form channels Xs with parities s ⊂ {B,D,R} from

linear combinations of the eight measurements X(S̃), where X ∈ {C, γ, f, φ,O}. We estimate the

standard error δX by propagating the error estimates δX(S̃) resulting from the nonlinear least

squares fit of Eq. (3.1).

If higher order effects are neglected, the measured spin precession frequency is dominated by

the Zeeman shift between populated magnetic sublevels, and includes a BD-odd contribution from

an eEDM:

hf(S̃) ≈
∣∣∣−3gFµBB̃Brot + 2D̃de|Eeff |

∣∣∣
= 3|gF |µBBrot − 2B̃D̃ sgn(gF ) de|Eeff |.

(3.2)

An eEDM signal thus appears as the lowest-order contribution to the fBD frequency channel, while

any non-ideal contributions to fBD constitute sources of systematic error. The seven non-eEDM

frequency channels contain information about experimental conditions such as non-reversing mag-

netic fields, and we use these channels to construct and confirm models of non-ideal experimental

behavior and to correct for systematic shifts in fBD. Some examples of frequency channels, their

leading-order expressions in terms of experimental parameters, and their interpretations are shown

1 Our notation for data channels closely follows that used by the authors of Refs. [6, 7].
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Channel Leading term Interpretation

f0 3|gF |µBBrot/h Avg. precession frequency
fB 3|gF |µBBnr

rot/h Non-reversing Brot

fD 3δgeffµBBrotsgn(gF )/h Level-dependent g-factor
fBR −3〈α〉frotsgn(gF ) Geometric phase
fBD −2de|Eeff | sgn(gF )/h eEDM shift

Table 3.1: Selected frequency channels, their leading expression in terms of experimental parame-
ters, and their interpretations. Here δgeff is half the effective magnetic g-factor difference between
Stark doublets, α is the tilt angle of Erot above the radial plane of the ion trap, and frot is the
rotation frequency of Erot.

in Table 3.1.

Prior to eEDM data collection, we tuned a wide variety of experimental parameters over

an exaggerated dynamic range and observed the response of the data channels to study non-ideal

frequency shifts in our system that might affect an eEDM measurement. Two illustrative examples

of these effects are shown in Fig. 3.3. Through this study, we developed a unified numerical

model of our spin precession sequence. In this model, we integrate the classical motion of ions in

simulated time-varying electric and magnetic fields, then propagate the internal quantum state of

the molecules using an effective Hamiltonian that includes the two lowest rotational levels of 3∆1.

Using known experimental parameters and realistic estimates of construction imperfections, our

model was able to reproduce all observed frequency shifts.

In total, we collected 1024 blocks (360.3 hours) of eEDM-sensitive data, with each block

resulting in one value of fBD and thus one eEDM measurement. Throughout the collection and

analysis of this eEDM data, we added to the fBD channel a hidden, computer-generated pseudo-

random value drawn from a normal distribution with a standard deviation of 5× 10−28 e cm. This

“blind” allowed us to investigate systematic frequency shifts and perform statistical analysis while

mitigating the effects of operator bias. We applied cuts to the blinded data based on non-eEDM

channels indicating signal quality: blocks with C < 0.1 or Ce−γT < 0.1 were cut due to low signal

to noise (where T is the largest value of t sampled in a block). In addition, we cut data where shifts

in the “co-magnetometer” channel fB exceeded 0.4 Hz due to its contribution to systematic errors.
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Figure 3.3: Frequency shifts in the fB and fBR channels due to a stray uniform magnetic field Bnr
Y

and ion displacements Y0Ŷ and Z0Ẑ. (a) A shift in fB ∝ Bnr
Y Y0 resulted from a contribution to

Brot from an electric field gradient oscillating at 2frot, which we suppressed by reducing harmonic
distortion in Erot via feedforward. (b) A shift in fBR = 3〈α〉frot ∝ Y 2

0 Z0 was well modeled by the
known inhomogeneity in Erot, and was suppressed by applying feedback to the ion position between
eEDM measurements. Error bars are ∼ ±0.1 Hz on all points.
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After these cuts, our eEDM dataset consists of 903 blocks or 313.8 hours of data. The unblinded

dataset is shown in Fig. 3.4(a-b). Normality tests and visual inspection of a normal probability plot

indicate that the distribution of normalized and centered eEDM measurements (fBD − 〈fBD〉)/δf

is consistent with a normal distribution. The reduced chi-squared statistic for fitting a weighted

mean to the eEDM dataset is χ2
r = 1.22(5). This over-scatter is present in all frequency channels,

and is attributable to non-reversing B′axgrad drifts on a timescale comparable to one data block. To

compensate for this over-scatter, we scale our final statistical error bar by
√
χ2
r ≈ 1.1.

During eEDM data collection, we suppressed sources of systematic error that appeared in

our earlier model-building investigation by applying active feedback to relevant experimental pa-

rameters between the collection of data blocks. The only one of these that produced an observable

shift in the fBD channel was the combined effect of a non-reversing magnetic bias field Bnr
rot and

the difference in effective magnetic g-factor between Stark doublets [78]. The fB and fD frequency

channels, which are acquired concurrently with fBD, provide direct measurements of these contri-

butions. Since the value of fD ≈ 10−3f0 is fixed by the values of Erot, Brot, and frot, we suppress

the systematic shift in the eEDM channel by applying a compensating B′axgrad to minimize |fB|.

We also apply a block-by-block correction to fBD based on the measured values of fB and fD, the

validity of which was verified in our earlier model-building study.

Though they were too small to be observed at our level of sensitivity, we predicted systematic

shifts in the eEDM channel due to the frequency shifts in the fB and fBR channels shown in Fig. 3.3.

We suppressed the first of these by adding a feedforward signal to Erot to cancel the harmonic

distortion component at 2frot, reducing it from −48 dBc to −70 dBc, and by using magnet coils to

null the ambient uniform magnetic field at the RF trap center to within ∼ ±30 mG. To suppress

the shift in fBR caused by Erot inhomogeneity shown in Fig. 3.3(b), we measured the ion cloud

position once per data block on a pair of MCPs, and applied DC potentials on the trap electrodes

to position the ion cloud within ∼ 2 mm of the minimum of the quadratic shift. The residual offset

of fBR ≈ − 100 mHz and gradient of ∂fBR/∂Y0 ≈ 20 mHz/mm shown in Fig. 3.3 are consistent

with Erot inhomogeneity resulting from realistic machining, welding, and assembly imperfections in
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Figure 3.4: Summary of eEDM dataset after cuts and scaling δf by
√
χ2
r to account for over-scatter.

(a) Histogram of normalized, centered eEDM-sensitive frequency measurements (fBD−〈fBD〉)/δf .
(b) Normal probability plot of the same dataset, showing a linear trend suggesting that the data
are consistent with a normal distribution. (c) Subsets of eEDM data taken under different values
of experimental parameters, and the overall average of fBD. Here N is the average number of
trapped HfF+ ions per run.
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Effect Correction Uncertainty

Non-reversing Brot −1 5
Geometric phases 4
Axial secular motion 2
Rotation-odd Erot 14
Doublet population background 195

Total systematic −1 195
Statistical 868

Total uncertainty 890

Table 3.2: Systematic effects and corrections applied to the eEDM channel fBD, in units of µHz.

the construction of our RF trap.

While collecting eEDM data, we also searched for new systematic errors correlated with

parameters that could not be tuned over a significantly exaggerated dynamic range, including

Erot, frot, and the number of HfF+ ions trapped per experimental trial [Fig. 3.4(c)]. We did not

observe significant variation of fBD with these parameters at our current level of precision. The

variations of the non-eEDM frequency channels f0 and fD, in which we did anticipate variation

with Erot and frot, were consistent with model predictions. Finally, we modified our data collection

by randomizing the order of switch states in each block to search for and suppress systematic errors

caused by parameter drifts correlated with our switches, and observed no significant variation of

data channels. The final results of our systematic error searches and corrections are summarized

in Table 3.2.

We removed our blind on 31 March 2017, and obtained a final value for the eEDM-sensitive

frequency channel

fBD = 0.10± 0.87stat ± 0.20syst mHz. (3.3)

Dividing by −2|Eeff |sgn(gF )/h ≈ 1.13× 1028 mHz/e cm [44, 98], we obtain a value for the eEDM

de = (0.9± 7.7stat ± 1.7syst)× 10−29 e cm, (3.4)

which is consistent with zero within one standard error. The resulting upper bound is

|de| < 1.3× 10−28 e cm (90% confidence). (3.5)
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Our result is consistent with the limit of |de| < 9.3 × 10−29 e cm set by the ACME Collaboration

[6, 7], and we have confirmed their result using a radically different experimental approach. Our

measurement is limited by statistics, and our dominant source of systematic error can be further

suppressed to the 10−30 e cm level. Here we have assumed that parity and time-reversal violating

effects arise purely from de. An additional contribution ∼ WSCS can arise from a pseudoscalar-

scalar electron-nucleon coupling CS [20, 32, 69, 113].

Since the completion of this first generation eEDM measurement, we have constructed a

second generation ion trap that will confine ten times more ions over a one hundred times larger

volume, and will provide a larger, more uniform rotating electric bias field. We estimate that these

and other improvements should provide an order of magnitude higher eEDM sensitivity. In the

further future, we plan to pursue a third generation eEDM measurement using 232Th19F+, in which

the 3∆1 ground electronic state with Eeff ≈ 36 GV/cm may allow a coherence time up to tens of

seconds [32, 52, 116].

3.2 Data collection

This section is reproduced from the supplementary information of Ref. [16].

3.2.1 Switch state timing & control

As described in Section 3.1, a single eEDM measurement requires collecting one interference

fringe in each of the eight unique switch states (B̃, D̃, R̃). As a compromise between signal to noise

on a single fringe and reducing susceptibility to errors from drifting experimental conditions, we

typically collect twelve points per fringe, with six points spanning one fringe period at short spin

precession times 0 < t < 40 ms and six more points spanning a second fringe period at long spin

precession time, (T − 40 ms) < t < T , where during data collection we varied T between 200 and

700 ms. One measurement of the asymmetry A(t) requires two experimental trials, and we typically

average eight measurements comprising sixteen trials at each value of t. As shown in Fig. 3.1, a

single experimental trial is accompanied by approximately 300 ms of “dead time” spent on state
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Figure 3.5: Relative timing of experimental configurations during the collection of one data block.
(a) When taking data “across,” we collect in each switch state an entire interference fringe as a
function of t. (b) In the “down” configuration, we change the spin precession time t on a slower
timescale than B, D, and R. (c) In the “down + scramble” configuration, we also re-randomize
the order of switch states (B̃, D̃, R̃) at each value of t.

preparation, state readout, auxiliary measurements, and saving data. Thus, a single block requires

a minimum of approximately 16 minutes to complete.

The timescale of data collection and the order of switch states and interrogation times can

affect our statistical sensitivity, susceptibility to parameter drift, and sources of systematic error,

depending primarily on the Fourier spectrum of B field drifts. We used three different ordering

schemes, shown in Fig. 3.5, to investigate and mitigate these errors. The first, “across,” makes

up the smallest fraction of our eEDM dataset. We expect the “down” timing scheme to be less

susceptible to drifts in experimental parameters on the few-minute timescale, for example due to

temperature fluctuations or the accumulation of patch potentials on ion trap surfaces. The “down +

scramble” timing scheme, in which the order of switch states is randomized in each block, should be

still less susceptible to errors associated with both parameter drifts and systematic errors associated

with the order of switch states.

As discussed in Section 3.1, the B, D, and R switches represent the sign of the axial magnetic

gradient B′axgrad generating the rotating magnetic bias field, the populated Stark doublet, and the

sense of electric bias field rotation, respectively. A National Instruments PCI-6733 digital-to-

analog converter (DAC) supplies a control voltage to a bipolar current supply that powers the

pair of magnet coils generating B′axgrad, thus setting the value of B̃. The doublet switch D̃ is set
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Figure 3.6: Schematic layout of control system for experimental switches. Blue traces indicate
digital signals, gold traces indicated DC analog signals, and red traces indicate RF analog signals.

by adjusting the frequency output of an Analog Devices AD9959 direct digital synthesis (DDS)

ASIC between two values separated by ∼ 20 MHz. The amplified output drives an acousto-optic

modulator that controls the frequency of the second of our Raman transfer lasers via a frequency

offset lock to a stable optical cavity, thus tuning the laser to populate either the upper or lower

Stark doublet. Finally, the value of R̃ is set by adjusting the relative phase of six DDS-generated

sinusoidal signals that are amplified to produce the rotating electric bias field. These control systems

are shown schematically in Fig. 3.6. None of our switches generate or require large currents or

voltages, and each can be changed on a timescale that is short compared to collecting one 16-shot

data point. Thus we are not restricted in their order due to dead-time considerations, and can

randomize our switches without significant change in our duty cycle.

3.3 Data processing

This section is reproduced from the supplementary information of Ref. [16].

We use MATLAB to perform data analysis, which consists of counting Hf+ ions at each time

point in the fringe, calculating and fitting the asymmetry, forming data channels, blinding the

eEDM channel, applying cuts, and searching for signs of systematic errors in the resulting data

channels.
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A typical signal from our time-of-flight (TOF) microchannel plate (MCP) ion detector is

shown in Fig. 3.7. The “signal” Hf+ ions resulting from state-selective photodissociation and the

“spectator” HfF+ ions are temporally separated, and for numbers of Hf+ ions below ∼ 30, individual

Hf+ ion peaks are also well-resolved. We separately amplify the Hf+ and HfF+ signals to reduce

noise on the Hf+ signal while avoiding saturation of our transimpedance amplifier by the HfF+

signal. We use a peak-finding algorithm to locate Hf+ peaks of a specified prominence above the

background value; typically 4 times the rms voltage of an empty trace.

We compute the asymmetry A(t) from the number of counted Hf+ ions in runs of the ex-

periment with opposite depletion phases. We fit the functional form of Eq. 3.1 to the measured

asymmetry using MATLAB’s Levenberg-Marquardt nonlinear least squares regression algorithm.

Because measurements of the asymmetry do not follow a normal distribution (see e.g. Ref. [66]),

we perform an unweighted regression, rather than binning measurements of A(t) for a given t and

performing a weighted regression. Fitting simulated data with our analysis routine does not show

any evidence of systematic shifts due to the non-gaussian distribution of A(t).

As discussed in Section 3.1 in the paragraph preceding Eq. 3.2, we form linear combinations

of frequency measurements f B̃D̃R̃ ≡ f(B̃, D̃, R̃) to obtain frequency channels according to the
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transformation 

f0

fB

fD

fBD

fR

fBR

fDR

fBDR



=
1

8



+ + + + + + + +

+ − + − + − + −

+ + − − + + − −

+ − − + + − − +

+ + + + − − − −

+ − + − − + − +

+ + − − − − + +

+ − − + − + + −





f+++

f−++

f+−+

f−−+

f++−

f−+−

f+−−

f−−−



, (3.6)

where ± signs represent ±1. The standard error δf is equal for all frequency channels within one

block, and is given by

δf =
1

8

√ ∑
B̃,D̃,R̃=±

(δf B̃D̃R̃)2, (3.7)

where δf B̃D̃R̃ are the standard error estimates obtained from nonlinear least squares regression. We

follow the same prescription to obtain the data channels for contrast, phase, decoherence rate, and

offset parameters. Within the same MATLAB script that computes this linear transformation of

measurements from the “state basis” to the “parity basis,” we apply the blinding value to the fBD

channel. The pseudo-random blind value, which was previously generated and saved to a binary

file, is read and added to the fBD channel within a single line of code. Following systematics

corrections (discussed in Section 3.5), we obtain the eEDM result by computing the weighted mean

value of fBD across all blocks (indexed by n),

〈fBD〉 =

∑
nWnf

BD
n∑

nWn
, 〈δfBD〉 =

1√∑
nWn

(3.8)

where we use weights Wn = (δfn)−2. To correct for the over-scatter of our data, we scale our

final value of 〈δfBD〉 by
√
χ2
r , where χ2

r is the reduced chi squared statistic of the distribution of

normalized and centered eEDM measurements (fBD−〈fBD〉)/δf . Typical values of data channels

and other measured parameters are given in Table 3.3.
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Table 3.3: Values of selected measured values from the portion of our eEDM dataset collected in
2017. For this data, Erot = 24 V/cm and frot = 150 kHz. For the values fB, C0, and γ0 that are
subject to drift and therefore not normally distributed, we quote a range of observed values. For
various values with either nonzero measured values, drift, or excess scatter, contributing factors are
given.

Parameter Mean or Range Contributing factors

f0 22.9985(13) Hz Choice of B′axgrad, Erot, frot

fB −0.3 - 0.3 Hz Drifting ambient B′nr
axgrad

fD −32.0(1.0) mHz Choice of B′axgrad, Erot, frot

fBD −0.1(1.0) mHz
fR 3.1(1.1) mHz
fBR −21.8(1.3) mHz Erot inhomogeneity + ion position drift
fDR −0.8(1.0) mHz
fBDR 0.1(1.1) mHz
C0 0.55 - 0.75 Photodissociation background
CBD 0.0065(69)
γ0 0.3 - 1.7 s−1 Ion number, excess slosh and micromotion
γBD 0.0127(59) s−1

φ0 0.2543(16) rad Detuning of π/2 pulse due to nonzero Brot

φBD 0.0021(15) rad
O0 0.00416(50) Detuning of π/2 pulse due to nonzero Brot

OBD 0.00016(47)
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Over-dispersion appears in our frequency channels in a way that is consistent with it arising

from a drifting ambient magnetic field gradient B′nr
axgrad. A drifting value of B′nr

axgrad nominally only

affects the fB channel, however changes in B′nr
axgrad on a timescale comparable to the collection of one

data block causes over-scatter in all other data channels, including fBD. In future measurements,

we plan to mitigate this effect by removing sources of ambient B′nr
axgrad and by collecting data blocks

on a shorter timescale.

We chose our data cuts based on signal-to-noise considerations and the values of eEDM-

insensitive data channels. The first data cut is performed at the ion counting level by a choice of

a time-of-flight window and minimum pulse height for Hf+ ion counting. Further cuts were based

on initial and final contrast and on the value of the fB data channel. We investigated the values

of frequency channels as a function of the cut parameters, and found no worrisome dependencies.

3.4 Modeling frequency channels

This section is reproduced from the supplementary information of Ref. [16].

The high statistical sensitivity and the systematic error rejection features of our experimental

approach come with an associated cost in the form of an increased level of complexity in model-

ing frequency measurements. The Ω-doublet structure of the 3∆1 state, the nuclear hyperfine

structure of HfF+, our rotating quantization axis, and the motion of ions in inhomogeneous and

time-dependent electric and magnetic fields all contribute to this complexity. As a result, we used a

variety of numerical and perturbative techniques to analyze sources of non-ideal frequency shifts in

our system. In this section we discuss our methods in general terms, and provide a list of observed

frequency shifts. In Section 3.5 we describe in more detail effects that systematically affect the

eEDM measurement channel fBD.

3.4.1 Ion motion

The spin precession frequency of HfF+ in our experiment is set by the electric and magnetic

fields experienced by each ion. Since the electric and magnetic fields in the RF trap are inhomo-
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geneous and (for the electric fields) time-varying, and the ions’ trajectories are modified by the

electric field (neglecting the Lorentz force), we must know the trajectories of the ions in order to

determine their spin precession frequencies.

For our perturbative analysis of frequency channels, we use the standard approximation of

harmonic motion with superimposed RF micromotion [9], and additionally superimpose rotating

micromotion due to Erot. In this case, the total electric field is

E(R, t) =
Vrf

R2
0

cos (ωrft)(X −Y ) +
Vdc

Z2
0

(X +Y − 2Z) + Erot

[
X̂ cos (ωrott)− R̃Ŷ sin (ωrott)

]
, (3.9)

where ωrot ≡ 2πfrot, ωrf ≡ 2πfrf ≈ 50 kHz, R̃ is the rotation switch sign, and R0 and Z0 are the

effective radius and height of the RF trap. However, this approximation is not able to account for

effects we observe due to electric field inhomogeneities of multipole order l > 2. We account for

these higher order effects numerically by performing a multipole fit up to l = 9 of the electric field

due to unit potential on each of the eight trap electrodes to obtain multipole coefficients cklm (where

k = 1 . . . 8), which allows us to represent the total electric field in the ion trap as a function of the

electrode voltages:

E(R, t) =

8∑
k=1

Vk(t)
∑
lm

cklm

[
−∇

(
Rl Ylm(Θ,Φ)

)]
, (3.10)

where (R,Θ,Φ) are spherical polar coordinates in the laboratory frame, and Ylm are real spherical

harmonics. We then numerically integrate the equations of motion for an ion to obtain Rion(t),

and substitute back into Eq. (3.10) and a corresponding expression for B(R) to obtain E ion(t) and

Bion(t), the electric and magnetic fields at the location of the ion. Finally, we transform these fields

into a rotating frame whose coordinate axes x̂, ŷ, ẑ are related to the laboratory frame axes X̂, Ŷ ,

Ẑ by

x̂ = −Ẑ, ŷ = Ŷ cos (ωrott) + R̃X̂ sin (ωrott), ẑ = X̂ cos (ωrott)− R̃Ŷ sin (ωrott). (3.11)

In this frame, Erot nominally points along the +ẑ axis. For this analysis, we neglect the effect of

ion-ion interactions.
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3.4.2 Effective Hamiltonian

Our modeling of frequency channels relies on an effective Hamiltonian description of HfF+

molecules. We do not use optical pumping into dark states to perform π/2 pulses, so high-energy

photons are not present, and coupling to other electronic states is absent throughout our spin

precession sequence. As a result, we can build an effective Hamiltonian that includes only 3∆1

sublevels. The 3∆1 state is well-described by Hund’s case (a) basis states with coupled nuclear

spin,

|Λ = ±2, S = 1,Σ = ∓1, J,Ω = ±1, I = 1/2, F,MF 〉 ,

where Λ = L ·n is the projection of the electronic orbital angular momentum L on the internuclear

axis n, S = |S| is the total electronic spin angular momentum, Σ = S · n is the electron spin

projection on the internuclear axis, J = |J| = |L + S + R| is the electronic plus rotational angular

momentum, Ω = J · n is the projection of the electronic angular momentum onto the internuclear

axis, I = |I| is the 19F nuclear spin, F = |F| = |J + I| is the total angular momentum of the

molecule, and MF = F · ẑ is the projection of F on the rotating quantization axis [15]. We take

the internuclear axis n to be directed from the 19F nucleus to the 180Hf nucleus. We model our

spin precession experiment using an effective Hamiltonian that includes (in decreasing order of size)

molecular rotation, the nuclear spin hyperfine interaction, the Stark effect, Ω-doubling, a rotating

quantization axis, the electronic and nuclear Zeeman effects, and an eEDM:

H(E,B,ωrot) = Htum +Hhf +HS(E) +HΩ +Hrot(ωrot) +HZ,e(B) +HZ,N (B) +Hedm. (3.12)

We use the effective operators 2

Htum = BeJ
2, Hhf = A‖(I · n)(J · n), HS = −dmfn · E, HΩ = ~ωefΩx/2,

Hrot = −~ωrot · F, HZ,e = −G‖µB(J · n)(B · n), HZ,N = −gNµNI ·B, Hedm = −de|Eeff |Ω,

with constants listed in Table 3.4. The effective operator Ωx has matrix elements δη′,ηδΩ′,−Ω (where

η represents all other quantum numbers).

2 Matrix elements for each of these operators are discussed in Chapter 2.
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Constant Value Description Reference

Be/h 8.983(1) GHz Rotational constant [29]
A‖/h −62.0(2) MHz Hyperfine constant This work

dmf/h 1.79(1) MHz/(V/cm) Molecule-frame electric dipole moment This work
ωef/(2π) 0.74(4) MHz Ω-doubling constant [29]
ωrot/(2π) 250 kHz typ. Rotation rate of Erot This work
gF −0.0031(1) F = 3/2 state g-factor [82]3

gN 5.25774(2) Nuclear magnetic g-factor of 19F [119]
|Eeff |/h 5.63× 1024 Hz/(e cm) Effective electric field [44]

Table 3.4: Constants used in the effective Hamiltonian of Eq. (3.12), for the calculation of frequency
channels and systematic corrections. The total magnetic g-factor of J = 1, F = 3/2 states gF ≡
(G‖ + gNµN/µB)/3 results from the combination of nuclear and electronic Zeeman effects.

In our perturbative model of frequency channels, we treat the pairs of levels in either Stark

doublet as a two-level system, and construct a 2×2 effective Hamiltonian for either doublet. We take

the molecular rotation, Stark and Hyperfine Hamiltonian terms as an unperturbed Hamiltonian,

then include the Zeeman, frame-rotation, Ω-doubling, and eEDM terms as perturbations. While the

Zeeman effect of Brot is the dominant diagonal contribution to the two-level effective Hamiltonian,

perpendicular electric and magnetic fields, rotation, Ω-doubling, and Stark mixing of rotational

levels all contribute frequency shifts that are significant at the level of an eEDM search. In the

basis of F = 3/2, MF = ±3/2 states, the two-level effective Hamiltonian has the form

H
u/l
eff =

1

2

−3(gF ± δgF )µBBrot ± 2de|Eeff | − 3αhfrot + . . . h(∆±∆D)

h(∆±∆D) 3(gF ± δgF )µBBrot ∓ 2de|Eeff |+ 3αhfrot + . . .

 ,

(3.13)

where the u/l superscript and upper or lower signs correspond to the upper or lower Stark doublet,

α ≡ EZ/Erot is the tilt of the electric field away from the XY plane, and ∆ is a rotation induced

coupling with a Stark doublet-odd contribution ∆D. Here the magnetic g-factor gF results from

the combined nuclear and electronic magnetic moments, which are coupled by the nuclear hyperfine

Hamiltonian Hhf . Notable features of this two-level system are the difference in magnetic g-factor

between Stark doublets δgF , the rotation-induced coupling ∆, and the geometric frequency shift

3αfrot. The magnetic g-factor difference arises from Stark mixing of J = 1 with J = 2 and from
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rotation-induced mixing of adjacent magnetic sublevels at second order in perturbation theory, and

has the approximate form

δgF
gF
≈ −3dmfErot

20Be

(
1− gNµN

3gFµB

)
+

3~2ω2
rot

dmfErotA‖

(
1− 2gNµN

3gFµB

)
≈ −1× 10−3. (3.14)

The coupling ∆ first arises at fourth order from the combined perturbations of Hrot and HΩ, and

breaks the degeneracy of the |MF | = 3/2 states in either Stark doublet at Brot = 0 [78, 88]. The

fourth-order perturbation theory expression for ∆ and its Stark doublet-odd component ∆D are

given by

h∆ =
3~ωef

2

(
~ωrot

dmfErot

)3
(

18A2
‖ − 19d2

mfE2
rot

A2
‖ − d

2
mfE2

rot

)
, h∆D =

3~ωef
2

(
~3ω3

rot

d2
mfE2

rotA‖

)(
9A2
‖ − 8d2

mfE2
rot

A2
‖ − d

2
mfE2

rot

)
.

(3.15)

These expressions are valid as long as dmfErot � ~ωef and dmfErot � ~ωrot. The strong scaling of

∆ with Erot allows us to perform off-resonant π/2 pulses by modulating the magnitude of Erot, as

discussed in Section 3.1. Finally, the geometric phase shift arises from the fact that if EZ is nonzero,

the solid angle swept out by the rotating electric field differs from its nominal value of 2π. This

effect is discussed extensively in Ref. [87]. Higher order contributions to H
u/l
eff , denoted by ellipses

in Eq. (3.13), are due to higher-order combinations of perturbing Hamiltonian components, and

primarily result in small corrections to the terms already discussed.

For our numerical studies, we use E ion(t) and Bion(t) resulting from the simulated ion mo-

tion (Section 3.4.1) to construct Hion(t) = H(E ion(t),Bion(t),ωrot), and numerically integrate the

Schrödinger equation for a single ion by exponentiating Hion(t) at each value of t to obtain the

time-evolution operator Uion(t), which we apply to an initial state vector |ψ0〉. For various sets of

simulations we have either taken |ψ0〉 to be one of states |a〉, |b〉, |c〉, or |d〉 [Fig. 3.2] and included

realistic π/2 pulses by modulating the simulated value of Erot, or we have assumed an ideal π/2

pulse by initializing |ψ0〉 as an equal superposition of states |a〉 and |b〉 or |c〉 and |d〉. Finally, we

construct the (simulated) asymmetry A(t) by projecting |ψ(t)〉 onto the upper or lower doublet

states, and fit A(t) using the functional form of Eq. 3.1 in Section 3.1.
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3.4.3 Mixing of frequency channels

The non-negligible size of ∆ and ∆D throughout our spin precession experiment produces a

unique structure of frequency channels that affects our systematics analysis, and warrants describing

in more detail. To do so, we parametrize the two-state effective Hamiltonian in terms of “diagonal”

and “off-diagonal” parity components f s0 and ∆s,

Heff(S̃) =
h

2

f0
0 + B̃fB0 + D̃fD0 + . . . ∆ + B̃∆B + D̃∆D . . .

∆ + B̃∆B + D̃∆D + . . . f0
0 + B̃fB0 + D̃fD0 + . . .

 . (3.16)

Expanding the frequency channels obtained from this Hamiltonian about f0
0 , we obtain

f0 = |f0
0 |
(

1 +
∆2 + (∆B)2 + (∆D)2 + . . .

2|f0
0 |2

)
− fB0

∆∆B + ∆D∆BD + . . .

|f0
0 |2

− fD0
∆∆D + ∆B∆BD + . . .

|f0
0 |2

+ . . .

(3.17)

fB = fB0

(
1− ∆2 + (∆B)2 + (∆D)2 + . . .

2|f0
0 |2

)
+

∆∆B + ∆D∆BD + . . .

|f0
0 |

− fD0
∆∆BD + ∆B∆D + . . .

|f0
0 |2

+ . . .

(3.18)

fD = fD0

(
1− ∆2 + (∆B)2 + (∆D)2 + . . .

2|f0
0 |2

)
+

∆∆D + ∆B∆BD + . . .

|f0
0 |

− fB0
∆∆BD + ∆B∆D + . . .

|f0
0 |2

+ . . .

(3.19)

fBD = fBD0

(
1− ∆2 + (∆B)2 + (∆D)2 + . . .

2|f0
0 |2

)
+

∆∆BD + ∆B∆D + . . .

|f0
0 |

− fB0
∆∆D + ∆B∆BD + . . .

|f0
0 |2

+ . . .

(3.20)

with similar results for fR, fBR, fDR and fBDR. Thus the nonzero value of ∆, as well as any

component of it that is odd under B, D, or R, causes mixing of “diagonal” parity components

between measured frequency channels. This can cause systematic effects, the largest of which

are described in Section 3.5. However, all B-odd components of ∆ (∆B, ∆BD etc.) are negligible,

greatly reducing the number of terms that must be considered. The regular form of these frequency

channels also allows a straightforward correction that removes mixing terms up to third order in

perturbation theory of Heff ,

fBD0 = fBD + fB
(
fD − fD0

f0

)
+ fBR

(
fDR − fDR0

f0

)
+ fBDR

(
fR − fR0

f0

)
+ h. o. (3.21)
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The frequency channels f0, fB, fD, fBR, fDR, fBDR, and fR are measured simultaneously with

fBD, while the “diagonal” components fD0 , fDR0 and fR0 must be estimated from theoretical models

and auxiliary measurements. Note that in general the corrected value of fBD0 includes terms in

addition to 2de|Eeff |. The corrections in Eq. (3.21) account only for those systematics arising from

the nonzero value of ∆, and does not include “diagonal” systematics such as those arising from

a difference in magnetic g-factor between Stark doublets and a non-reversing magnetic bias field.

Under typical experimental conditions, the above corrections cancel mixing to the level of ∼ 10 µHz

(∼ 10−30 e cm). Correction terms are discussed in Section 3.5 and are included in our uncertainty

budget.

3.4.4 Non-ideal frequency shifts

A detailed description of every non-ideal frequency shift observed during our model-building

phase is beyond the scope of this supplement, and will be given in a future publication. Here we list

the parameters and experimental imperfections we explored in Table 3.5, and list observed effects

and their observation channels in Table 3.6. More detailed descriptions of effects included in our

uncertainty budget are given in Section 3.5.

3.5 Systematics

This section is reproduced from the supplementary information of Ref. [16].

In perturbation theory of our effective Hamiltonian [Eq. (3.12)], an eEDM signal appears

as the lowest-order contribution to the fBD frequency channel, and its value is independent of

all experimental parameters. Any other contributions to this channel constitute systematic errors

and must be corrected if they are large enough to cause a significant shift. Systematic shifts can

generally be grouped into one of two categories: real frequency shifts arising from higher-order

terms in the effective Hamiltonian (introduced in Section 3.4.3), and apparent shifts arising from

measurement errors. We have identified several possible sources of both types, and observed a

frequency shift in fBD due to one effect.
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Description Parameters Study method

Rotating E field Erot, ωrot E,M
Axial magnetic bias gradient B′axgrad, (B2,m 6=0, BX , BY , BZ)4 E,M

Non-reversing uniform B fields Bnr
X , Bnr

Y , Bnr
Z E,M

Non-reversing magnetic gradients Bnr
2,m6=0 E,M

Ion cloud position X0, Y0, Z0 E,M
Ion cloud secular motion amplitude X1, Y1, Z1 E,M
Trap RF amplitude Vrf E,M
Trap RF frequency ωrf M
Number of trapped HfF+ ions N E
Vrot harmonic distortion Vnf , φnf , n = 2 . . . 6 E,M
Currents in electrodes E,M
Depletion laser polarization E
Thermal drifts in trap amplifiers E,M
Accumulating patch potentials E,M

Table 3.5: Experimental parameters and imperfections explored as possible sources of systematic
error. The letters E and M indicate that an effect was explored experimentally or through numerical
and perturbative modeling, respectively.

Description Channel Scaling

RF micromotion in B′axgrad f0 gFµBB′axgrad(X2
0 + Y 2

0 )q/R0

Non-reversing Brot fB gFµBBnr
rot

fBD δgeffµBBnr
rot

Bnr
rot due to Erot 2nd harmonic, Bnr

X , Bnr
Y fB gFµBV2f (Bnr

XX0 + Bnr
Y Y0)/ErotR

2
0

fBR gFµBV2f (Bnr
XY0 − Bnr

Y X0)/ErotR
2
0

Stark-induced D-odd g-factor fD gFµBBrotdmfErot/Be
Rotation-induced D-odd g-factor fD gFµBBrot(~ωrot)

2/dmfErotA‖
∆-induced effective D-odd g-factor fD ∆D∆/f0

Non-reversing axial B-field fR (∆2/f0)(gFµBBZ/~ωrot)
fDR (∆D∆/f0)(gFµBBZ/~ωrot)

Erot inhomogeneity-induced geometric phase fBR frot(X
2
0 + Y 2

0 )Z0/R
3
0

Brot due to electrode currents fBR gFµBµ0ωrotCelecErot

Axial secular motion frequency modulation fBR βZ0eErot/(mωrotωZT )

Table 3.6: Observed frequency shifts and their scaling with selected experimental parameters (nu-
merical factors are omitted). Here q is a dimensionless RF trap parameter [9], R0 is the radius
of the RF trap, Z1 is the amplitude of the center-of-mass secular motion of the ion cloud along
the Z axis, Celec is the capacitance of an electrode, and β ≈ 1.4 × 10−5 mm−2 is the fractional
inhomogeneity of Erot along the Z axis.
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We calculate systematic corrections according to a procedure similar to that of Ref. [6].

Parametrizing a systematic shift in the eEDM channel as fBDsyst,i = PiSi where Pi is a parameter and

Si ≡ ∂fBD/∂Pi, the corrected eEDM measurement in the nth block is f eEDM
n = fBDn +

∑
i f

BD
corr,i,n =

fBDn −
∑

i Pi,nSi,n. We compute systematic corrections on a block-by-block basis, and we obtain the

total ith correction 〈fBDcorr,i〉 and its uncertainty 〈δfBDcorr,i〉 by propagating the standard errors δPi,n

and δSi,n through the weighted averaging of blocks. For systematics that produced an observed

shift in the eEDM channel (of which there was only one), we apply the correction and include

〈δfBDcorr,i〉 in our uncertainty budget (Table II). For systematics that we did not observe directly in

the eEDM channel, we include a systematic uncertainty 〈δfBDtot,i〉 ≡
√
〈fBDcorr,i〉2 + 〈δfBDcorr,i〉2 in our

uncertainty budget.

3.5.1 Doublet population contamination

When population is transferred from 1Σ+ to 3∆1, the detuning of the second transfer laser is

set by an acousto-optic modulator to select either the upper or lower Stark doublet to be populated.

The upper and lower Stark doublets are resolved by approximately nine times the 1σ Doppler

width of each transfer resonance (Fig. 3.8), so population of the undesired Stark doublet is highly

suppressed. During both population transfer and strobed depletion, however, spontaneous decay

from the 3Π0+ and 3Σ−
0+ excited states to all hyperfine levels in 3∆1, J = 1 can occur, albeit with a

very small probability. Because our depletion and dissociation state readout processes are not Stark

doublet-selective, population in the undesired Stark doublet will lead to uncharacterized beating

in our interference fringes that will be misidentified as a loss of coherence and a frequency shift, as

shown in Fig. 3.9. The effect of the apparent frequency shift is to suppress the measured value of

fD, leading to two sources of systematic error that we have identified.

The first systematic error arising from population in the wrong Stark doublet is that a

suppressed value of fD will suppress the correction of Eq. (3.26). Including this effect, we predict

a value for fD of

fDmeas = fDtrue −
w

2πT
sin (4πfDtrueT ), (3.22)
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Figure 3.8: Stimulated Raman transfer from 1Σ+, J = 0 to 3∆1, J = 1, F = 3/2, showing
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where T is the temporal separation between early and late time fringe measurements, and w is

the fraction of the 3∆1 state population in the lower (upper) Stark doublet when only the upper

(lower) doublet should be populated. The resulting systematic error in the correction (3.26) is

fBDsyst,1 =
wfB

2πf0T
sin (4πfDtrueT ). (3.23)

Using Eq. (3.22) and the difference between our measured and predicted values of fD, we estimate

w = 0.02(1). However, w was not directly monitored during our data collection and systematic

errors in the measured parameters contributing to the predicted value of fD may dominate over

any true population contamination. We estimate the total systematic error due to this effect to be

〈δfBDtot,1〉 = 8 µHz.

While in neutral beam experiments, an uncharacterized φBD shift leads directly to a system-

atic frequency shift φBD/2πT , our practice of measuring both early and late time phase nominally

distinguishes φBD from fBD. In the presence of population contamination, this systematic shift

makes a small reappearance proportional to w. To derive the shift, we consider the sum of cosines

with amplitudes C+ = −(1− w) and C− = −w, and overall phases

Φ±(B,D) = (ω0 +B ωB ±DωD ±BDωBD)t+ (φ0 +B φB ±DφD ±BDφBD),

where here we are neglecting the R switch. Assuming w � 1, the amplitude and phase of the sum

are

C ' C+ + w cos [2(Φ+ − Φ−)], Φ ' Φ+ − w sin [2(Φ+ − Φ−)]. (3.24)

We approximate our measured fringe frequency as f ' (ΦT − Φ0)/2πT , and upon transforming a

block of phase measurements of the form of Eq. (3.24) to the parity basis according to Eq. (3.6),

we obtain a systematic contribution to the fBD channel

fBDsyst,2 '
w

πT
sin (2φBD) sin2 (2πfDT ). (3.25)

We also obtain a similar term proportional to sin (2φD) sin2 (2πfBDT ), however we neglect it since

it results in a multiplicative, rather than additive error on fBD and because φD and fBD are
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uncorrelated in our eEDM dataset. Again, since w was not directly monitored during data collec-

tion, and since inconsistencies in our measured and predicted values of fD could be due to other

sources, we include a total systematic uncertainty 〈fBDtot,2〉 = 195 µHz in our uncertainty budget.

This contribution dominates over fBDtot,1, and is the largest contributor to systematic error in our

experiment. Improved monitoring of w in the next generation of this experiment (via, e.g., mi-

crowave spectroscopy of the 3∆1 J = 1 → J = 2 transition), as well as operating in a regime of

Erot and frot where fD is suppressed, will reduce this systematic to the order of ∼ 1 µHz.

3.5.2 Non-reversing Brot and effective differential g-factor

The simplest contributor to a non-reversing rotating magnetic bias field Bnr
rot is an imperfect

reversal of the applied axial gradient B′axgrad. Contributions can also arise from other sources, in-

cluding for example higher order magnetic gradients or time-dependent magnetic fields. Figure 3.10

shows the only observed shift in the fBD channel, caused by a non-reversing axial gradient B′nr
axgrad.

Non-reversing B fields appear in the fBD channel due to the difference in the magnetic g-factors of

the upper and lower doublet states δgF , and due to the non-negligible size of ∆ and ∆D compared

to the Zeeman shift. Fortunately, an amplified shift appears in the simultaneously collected fB

channel, allowing us to apply a proportional correction. In terms of experimental parameters, the

shift in the eEDM channel due to δgF and ∆D is

fBDsyst,3 = 3gFµBBnr
rot

(
δgF
gF
− ∆∆D

|3gFµBBrot|2

)
+ h. o. (3.26)

Under typical conditions, fBDsyst,7 is of order ∼ 10−3fB and the sum of higher order terms is ∼ 1 µHz.

By comparison of the terms in Eq. (3.26) to the leading order expressions for frequency channels

in Table I in Section 3.1, we find that we can apply a block-by-block correction (suppressing the

subscript n)

fBDcorr,3 = fB
δgeff

gF
= fB

(
fD

f0
− 2

δgF
gF

)
. (3.27)

The typical value of fB for a given block was . 100 mHz, and due to our applied feedback to reduce

the value of |fB|, its average value over many consecutive blocks was much smaller. The small value
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Figure 3.10: Systematic shift in the eEDM channel fBD due to non-reversing Brot (left hand vertical
axis, solid line), and a proportional shift in the fB channel that we use to apply a correction (right
hand vertical axis, dashed line). The constant of proportionality fBD/fB = δgeff/gF depends on
Erot and frot. The data shown here were taken under conditions chosen to make it particularly
large (∼ 10−2).

of δgeff/gF makes the correction to fBD still smaller, with an average value of 〈fBDcorr,3〉 = −1(5) µHz

over the entire eEDM dataset.

3.5.3 Geometric phase and axial magnetic field

While the six radial electrodes of our RF trap are designed to optimize uniformity of the

rotating electric bias field, there nonetheless exist inhomogeneities in Erot that are well-described

by spherical multipoles, as discussed in Section 3.4.1. The (l,m) = (3,±1) and (5,±1) spheri-

cal multipole components of Erot cause a nonzero time-average tilt of the rotating electric field

〈α〉 = 〈EZ/Erot〉 and a corresponding geometric frequency shift fBR ≈ 3〈α〉frot, shown in Fig. 3.3.

Independently, a non-reversing axial magnetic field Bnr
Z produces a nonzero value of ∆DR, which

forms the dominant contribution to the fDR channel. The mixing mechanism described in Sec-

tion 3.4.3 leads to a shift in fBD equal to −fBR0 ∆DR∆/|f0
0 |2. Since fBR ≈ fBR0 = 3〈α〉frot and

fDR ≈ ∆DR∆/|f0
0 |, we can in principle apply a corresponding correction

fBDcorr,4 =
fBRfDR

f0
, (3.28)

which has an average value of 〈fBDcorr,4〉 = −3(2) µHz over the eEDM dataset. However, since this

shift was too small for us to observe in the eEDM channel, we include a total systematic uncertainty

〈δfBDtot,4〉 = 4 µHz in our uncertainty budget.
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Comparing Eqs. (3.21) and (3.28), we have neglected a contribution −fBRfDR0 /|f0
0 | that

cannot be obtained from our measured data channels. While fDR0 is typically negligible, a contri-

bution to this “diagonal” channel can arise from an R-odd contribution to Erot, and is discussed in

Section 3.5.6.

3.5.4 Harmonic distortion of Erot

The systematic effects discussed in Sections 3.5.2 and 3.5.3 each arise from a single physical

mechanism generating a frequency shift in fB and fBR respectively, which are subsequently “mixed”

into fBD by the nonzero values of δgF , ∆D, and ∆DR. Other physical effects that generate

“diagonal” frequency shifts in fB and fBR enter into fBD in precisely the same way, and are thus

contained in the corrections already applied. An illustrative example is the harmonic distortion

of Erot, which together with non-reversing uniform magnetic fields Bnr
X and Bnr

Y produces a Bnr
rot

(≡ BBrot) and a BBRrot (an R-odd contribution to Bnr
rot).

The rotating electric bias field Erot is generated by sinusoidal voltages of equal amplitude on

each of the six radial electrodes, oscillating with a frequency of frot and with a relative phase of

π/3 between adjacent electrodes. These voltages are generated by power operational amplifiers,

which inevitably suffer from harmonic distortion. While exploring sources of systematic error, we

observed frequency shifts up to several Hz in the fB and fBR channels. The observed shifts had

a linear dependence on both transverse uniform magnetic fields and the equilibrium position of

the ion cloud during the spin precession experiment. These shifts, shown in Fig. 3.2, were caused

by a contribution to Bnr
rot from the combined effect of transverse magnetic fields and an oscillating

electric field gradient generated by the second harmonic of Erot. From a simple model of electric

fields in the ion trap and using 2nd order perturbation theory of our effective Hamiltonian 5 , we

obtained model expressions that matched the observed frequency shifts,

fB = −
3gFµBV2f

4ErotR2
(BXX0 + BY Y0) cosφ2f , fBR = −

3gFµBV2f

4ErotR2
(BXY0 −BYX0) sinφ2f , (3.29)

5 See Section 3.6.1.
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where V2f and φ2f are the amplitude and phase of the 2nd harmonic. During eEDM data collection,

we suppressed V2f to −70 dBc by adding a feedforward signal to the voltages generating Erot, and

canceled BX and BY to within 30 mG of zero at the RF trap center using magnet coils. Both

of these frequency shifts can cause a false eEDM; fB through the effective differential g-factor,

and fBR through a shift in the fDR channel. Both, however, are already corrected by fBDcorr,3 and

fBDcorr,4. Higher harmonics of frot combined with magnetic gradients can contribute higher-order

terms to Eq. (3.29), however the resulting shifts in the fBD channel are similarly accounted for by

the corrections already applied.

3.5.5 Frequency modulation due to axial secular motion

The geometric frequency shift 3αfrot in Eq. (3.13) generates a BR-odd frequency contribution

proportional to an axial electric field EZ , as was already discussed in the context of geometric phases.

While coherent axial secular motion of the ion cloud at frequency fZ � f0 will not produce a

time-average nonzero value of α, it does cause a BR-odd modulation of the instantaneous spin

precession frequency, as shown for a deliberately large secular motion amplitude in Fig. 3.11.

The ponderomotive potential associated with Erot inhomogeneity provides a source for axial secular

motion, since our π/2 pulses involve modulating Erot and thus applying position-dependent impulses

to the ion cloud. Further, we apply π/2 pulses of different lengths in the upper or lower Stark

doublet, which can lead to a D-odd slosh amplitude and therefore a BDR-odd modulation.

We perform a frequency measurement by collecting a set of (typically) six equally spaced

points at short interrogation time t . 50 ms and a second set at late time t . 700 ms, each set

spanning approximately one period of spin precession. The frequency resulting from a nonlinear

least squares fit to the functional form of Eq. 3.1 is approximately equal to the difference in phase

between early and late time, f ' (φT − φ0)/2πT . If aliasing this frequency modulation causes a

systematic phase shift, a systematic frequency shift fBR = ∆φBR/2πT will result (with a similar

frequency shift due to φBDR). To the extent that the spacing of our asymmetry points in interro-

gation time is incommensurate with 1/fZ , the shift in fBR and fBDR will be suppressed. However,
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we did not vary either fZ or the spacing of our interrogation times during eEDM data collection

in order to enhance this suppression. Thus a contribution to offsets in fBR and fBDR from this

effect may be present.

While any BR-odd contribution from frequency modulation is a “diagonal” frequency shift

and is accounted for by fBDcorr,6, the BDR-odd frequency shift has not yet been accounted for. This

is done so in the same manner as fBDcorr,7 and fBDcorr,6, as outlined in Section 3.4.3. The corresponding

correction is

fBDcorr,5 =
fBDRfR

f0
. (3.30)

Since we did not observe a shift in the eEDM channel due to this systematic, we include an overall

uncertainty 〈δfBDtot,5〉 = 2 µHz. As in the case of fBDcorr,6 where we neglected fDR0 , here we have

neglected fR0 . The main known source of fR0 is discussed in the next section.

3.5.6 Rotation-odd Erot

As discussed in Section 3.2, the R switch is controlled digitally by adjusting the relative

phases of six DDS channels, each of which provides the Erot signal for one electrode. As a result,

we expect an R-odd rotating electric field ERrot to be very small, possibly dominated by RF pickup

between neighboring amplifier circuits in our ion trap driver electronics. To the extent that ERrot

does exist, it could potentially cause a systematic error through accidental cancellation of the Bnr
Z -

induced fR and fDR described in Section 3.5.3. This could occur because ERrot produces R- and

DR-odd “diagonal” frequency components,

fR0 = 3gFµBBRrot, fDR0 = 3δgeffµBBRrot, (3.31)

while the shifts in the same channels from Bnr
Z arise from ∆R and ∆DR. The two sources of fR and

fDR cannot be distinguished, and lead to systematic shifts of opposite sign in the eEDM channel.

However, at our present level of sensitivity, all of these shifts were small compared to our statistical

uncertainty. The resulting systematic frequency shifts in fBD due to ERrot are

fBDsyst,6 = fBR
δgeff

gF

ERrot

Erot
, fBDsyst,7 = fBDR

ERrot

Erot
. (3.32)
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Since we did not monitor ERrot throughout data collection, we use a very conservative estimate

of ERrot/Erot = 0.01 with an uncertainty of δERrot/Erot = 0.01, and calculate systematic uncertain-

ties 〈δfBDtot,6〉 and 〈δfBDtot,7〉 using the measured values of 〈fBR〉 = −36.4(1.8) mHz and 〈fBDR〉 =

0.55(93) mHz. The very small value of δgeff/gF ≈ 10−3 suppresses fBDtot,6 to ∼ 1 µHz, so we include

only 〈δfBDtot,7〉 = 14 µHz in our uncertainty budget.

3.6 Additional details on systematic effects

3.6.1 Harmonic distortion of Vrot

Because we amplify our ion trap waveforms with op-amps rather than resonant circuits,

harmonic distortion is an inevitability. We can generally anticipate spurious signals arising at

frequencies satisfying

fspur = n frf +mfrot,

where n and m are integers. It so happens that certain ones of these are more prone to generating

systematics than others, with (n,m) = (0, 2) being a particularly interesting one! We can use the

multipole fit coefficients of the electrodes in Table C.1 to predict the potential generated at the ion

trap center by a particular configuration of voltages on the trap electrodes. We simply decide what

configuration of voltages we are going to apply on each of the electrodes, and sum the multipole

coefficients of each electrode (which have units of m−l) multiplied by the voltage on that electrode,

clm =
∑
k

Vk c
k
lm. (3.33)

For the rotating electric field, the voltage applied on each of the electrodes is Vrot cos (ωrott+ φrot,k),

with phase φrot,k = (9− 2k)π/8 + ωrott for Erot that initially points along X̂ and rotates “up” in a

right hand sense with respect to Ẑ. (For the opposite rotation sense, just flip the sign of the phase

offsets ∼ 9− 2k). While we do not know in detail the specific mechanisms of harmonic distortion

at work in our trap amplifiers (though Terry Brown certainly does), we are reasonably certain that

they include some degree of slew rate limiting and voltage clipping. In general, we can parameterize
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the voltage output of our amplifiers as a power series with a time delay,

V actual(t) = V nominal(t) + α [V nominal(t− τ2)]2 + β [V nominal(t− τ3)]3 + . . . . (3.34)

Based on this parameterization and assuming the degree of harmonic distortion in all electrodes is

the same, we can expect a term of the form

V2h,k(t) = V2h,k cos [(9− 2k)π/4 + 2ωrott+ φ2h]

Summing over electrodes, we find that to lowest order, the resulting multipole electric field in the

ion trap is

E(R, t) = Erot

(
X̂ cos (ωrott) + Ŷ sin (ωrott)

)
+ E2h

(
XX̂ − Y Ŷ

R0
cos (2ωrott+ φ2h) +

XŶ + Y X̂

R0
sin (2ωrott+ φ2h)

)
,

(3.35)

where R0 = 4.8 cm is the radius of the ion trap. From the coefficients in Table C.1, I find

E2h ≈ 0.8 V/m per volt of second harmonic (amplitude). We can also parameterize the laboratory-

frame magnetic field as B(R, t) = Brot Êrot(t) + BX X̂ + BY Ŷ . We can use the transformation in

Eq. (2.40) to transform the electric and magnetic fields into the rotating frame of the molecule.

The results are

E(r, t) = Erot ẑ + E2h

(
Xẑ − Y ŷ

R0
cos (ωrott+ φ2h) +

Xŷ + Y ẑ

R0
sin (ωrott+ φ2h)

)
,

B(r, t) = Brot ẑ + (BX ẑ + BY ŷ) cos (ωrott) + (BY ẑ − BX ŷ) sin (ωrott),

(3.36)

where lowercase coordinate axes are in the in the rotating frame. Crucially, the ẑ components

of the 2nd harmonic electric field are completely dwarfed by Erot, and furthermore lead only to

common-mode energy shifts for the MF stretched states. Also crucially, moving to the rotating

frame has reduced the frequency dependence of the 2nd harmonic electric field from 2ωrot to ωrot.

We can now perform perturbation theory to determine the frequency shift we will observe in Ramsey

spectroscopy between states |a〉 and |b〉, for example. To perform perturbation theory, we need to

know the contribution to the 3∆1 Hamiltonian due to the electric and magnetic fields in Eq. (3.36).

Fortunately, due to the work we did in deriving the matrix elements of various operators in earlier
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chapters, this is quite straightforward. We can simply pull the relevant matrix elements from

Eq. (2.30) and Table 2.1, finding

〈a|HZeeman |e〉 = 〈c|HZeeman |g〉 = −
√

3

2
gFµBB⊥,

〈b|HZeeman |f〉 = 〈d|HZeeman |h〉 = −
√

3

2
gFµBB⊥,

〈a|HStark |e〉 = 〈c|HStark |g〉 =
D||E⊥
2
√

3
,

〈b|HStark |f〉 = 〈d|HStark |h〉 = −
D||E⊥
2
√

3
,

(3.37)

where here E⊥ = Ex − iEy and B⊥ = Bx − iBy. Using 2nd order perturbation theory with the

perpendicular components of the Zeeman and Stark effects as our perturbing Hamiltonian H1, we

find the lowest-order contribution to the relative energy shift in the upper doublet,

∆E
(2)
ab =

〈a|H1 |e〉 〈e|H1 |a〉
Ea − Ee

− 〈b|H1 |f〉 〈f |H1 |b〉
Eb − Ef

=
3gFµBE2h

2ErotR0
[(BX X + BY Y ) cos (φ2h) + (BX Y − BY X) sin (φ2h)] .

(3.38)

Both the cosφ2h term and the sinφ2h term are odd with respect to B̃ and even with respect to D̃.

With respect to R̃, however, the sinφ2h term is odd while the cosφ2h term is even. This is because

fundamentally, φ2h arises from something akin to a time-delay mechanism in the HV amplifiers

and other synthesis electronics that generate Erot. Thus, we get contributions to the fB and fBR

channels

fB = · · ·+ 3gFµBE2h

2ErotR0
(BX X + BY Y ) cos (φ2h) + . . . ,

fBR = · · ·+ 3gFµBE2h

2ErotR0
(BX Y − BY X) sin (φ2h) + . . . .

(3.39)

3.7 Room for improvement

While the Generation 1 eEDM measurement with HfF+ was in many ways a success, setting

an upper bound on |de| that was comparable to the ACME I experiment, it was clear that we would

have to make significant gains in order to remain competitive in the next generation. That reality

became even clearer all too soon, when the ACME II result of |de| < 1.1× 10−29 e cm was released

in Fall 2018 [2] – a full 12× more stringent than our Generation 1 result, and about 9× more
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stringent than ACME I. Thus, we developed plans for improvements in the only two categories

available: coherence time and count rate.

In the Generation 1 eEDM data, our spin coherence time was typically γ−1 ≈ 800 ms. The

methods for improving this were already well known to us, from early theory work by Eric and

Aaron Leanhardt [78] and from experimental results in 2014, summarized in Kevin Cossel’s thesis

[28]: we should attempt to have lower ion cloud temperature for weaker collisions, lower density

for a lower collision rate, and a larger value of Erot to suppress the geometric phase accumulated in

each collision. To achieve each of these goals, we needed to design and build a new ion trap. This

step towards Generation 2 is described in Chapter 4.

How much room for sensitivity improvement was available from gains in coherence time?

It is often approximated that precision scales inversely with interrogation time, however this is

only true when the spin coherence time is short compared to dead time – time spent on state

preparation and readout. In addition, in the HfF+ experiment we suffer from both collisional

dephasing parameterized by γ as well as loss of 3∆1 population at a rate Γ due to spontaneous

emission, which combine to give an effective coherence time of τeff = (γ+Γ/2)−1. Using an estimate

that takes all of these effects into account 6 , I estimate that an improvement in γ−1 from 800 ms

to 10 s would result in a factor of about 2.5× sensitivity gain.

The HfF+ experiment had significantly more potential for improvement in the category of

count rate. Increases in count rate can come from simply trapping a larger number of molecules

per experiment cycle, which offers obvious gains but comes with drawbacks: Larger ion number

in a fixed volume leads to a higher collision rate and thus faster collisional decoherence. We thus

anticipated that we would like to “cash in” some of our gains that we expected to make in coherence

time for an increase in count rate; in particular because the gains of improved spin coherence time

are reduced once γ � Γ. Thus, the question becomes: What factor increase in ion number can we

6 See Section 7.7.
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Figure 3.12: Attainable frequency precision for a Ramsey measurement σf (in arbitrary units) ver-
sus spin precession time for various numbers of trapped particles N , assuming that the decoherence
rate γ scales proportionally with N . In this case, higher count rate is not always advantageous for
precision when it leads to a loss of coherence.

attain and still maintain the γ � Γ? For example, if we assume the scaling

γnew = γold

(
Nnew

Nold

)
, (3.40)

we might find a behavior as shown in Fig. 3.12. In the end, this question will have to be answered

empirically, because while the relation of γ to N at a fixed temperature is known approximately, the

number of trapped ions affects the heating rate [19], and the temperature has a much stronger effect

on the coherence time [78]. Fortunately, much like the result shown in Fig. 3.12, our frequency

precision is generally a weak function of both the number and the interrogation time near the

optimum value, so a crude optimization will be sufficient for our purposes.

A more fruitful but also more challenging avenue for improved precision is to improve the

efficiency of our state preparation and readout processes, so that we could have larger signal sizes

with the same number of trapped molecules, and thus the same decoherence rate. In this category,

there was much to be gained at the conclusion of Generation 1, as shown in Table 3.7. In particular,

if we are able to essentially lump together the ionization, transfer, and depletion processes in

Table 3.7, we can imagine gaining up to a factor of ∼ 10 in count rate, and thus about 3× in

precision, with no sacrifices made in coherence time. Our efforts in this direction are described in
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Experiment step Step efficiency Overall efficiency

Ionization 0.2 0.2
Transfer 0.5 0.1
Depletion 1 0.5 0.05
Depletion 2 0.5 0.025
Dissociation 0.1 0.0025

Table 3.7: Experimental (in)efficiencies in Generation 1.

Chapter 5.



Chapter 4

Generation 2 Ion Trap

Even before the main thrust of Generation 1 eEDM data collection in 2017, it was clear that

there was room for improvement upon that experiment in terms of both signal size and coherence

time. To that end, we began design of a second generation ion trap and accompanying electronics,

with a few goals in mind:

(1) Trap approximately 10× more ions for improved signal size. As it turns out, attaining

this change was more a question of ionization laser beam shaping and pulse fluence than

any property of the ion trap itself, but subsequently attaining long coherence times with

those many ions depends on the trap parameters. To further increase our ion number

substantially beyond the present value of . 5 × 104, we would likely need to modify our

pulsed molecular beam source to provide a higher density of neutral HfF.

(2) Eliminate the ellipsoidal mirrors from the Generation 1 ion trap, and redesign the electrode

shape in order to have a more uniform Erot over a large volume. This should allow us to

adiabatically expand the ion cloud (now with about 104 ions) and attain longer coherence

times through colder temperatures and lower ion density [28].

(3) With new electronics, generate a much larger value of Erot to suppress collisional decoher-

ence [28]. Also with the new electronics, suppress ground loops, which caused significant

heating of the ion cloud in the Generation 1 trap.

This chapter centers around the latter two goals, which were carried out between Spring 2016 and
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Fall 2017. In the next few sections, I discuss the design considerations and numerical optimization

of the Generation 2 ion trap, as well as our benchmarking of the final product. This is followed by

a brief discussion of the Generation 2 trap electronics, the design and construction of which was

spearheaded by Matt Grau, Dan Gresh, Terry Brown, Felix Vietmayer, and Carl Sauer.

4.1 Design considerations

The main goal of our design for the Generation 2 ion trap was to obtain the trap parameters

that would provide the most uniform Erot over the largest possible volume. Not only do certain

systematic errors depend on the uniformity of Erot (see Chapter 3), but the ponderomotive potential

Upond(r) =
e2

4mω2
rot

|Erot(r)|2 (4.1)

tends to reduce the overall trap depth in a way that is very sensitive to the spatial uniformity

of Erot. This tendency of the ponderomotive potential to reduce the trap depth was one of the

primary motivations to move to eight radial electrodes over six: In the Generation 1 trap, the

relative asymmetry between Upond along the X̂ and Ŷ directions set a limit on the degree to which

the trap could be “relaxed.” A second motivation to move to eight electrodes was the increased

optical access, in particular allowing us to use separate windows for the ionization and dissociation

lasers, greatly simplifying our beam-overlapping optics [82] (and reducing the cost of replacement

dichroics when the 266 nm laser inevitably burns everything in its path).

In addition to the chosen design constraint of using eight radial electrodes, we also assessed

that to avoid making the distance from the pulsed valve to the trap center much longer (which

would reduce the neutral HfF density at the point of ionization), we should attempt to make the

Generation 2 trap fit in approximately the same size of vacuum chamber as the Generation 1 trap

– i.e., one with 10CF flanges on top and bottom. Thus, the design choices to be made for the

Generation 2 trap were relatively few:

(1) Material: The electrodes in the Generation 1 trap were fabricated from Stainless Steel
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sheet metal, and were welded onto their supports. From the point of view of avoiding

poorly characterized magnetic fields, this was not ideal. For Generation 2, we opted for

Titanium, a very non-magnetic material which was favored by Kim Hagen for machining.

We had some concerns about the UHV properties and electrical conductivity of Ti, but

from various online databases these both appeared to be similar to SS, and we have had

no issues.

(2) Trap height: For maximum trapping volume, this should be made as large as possible. As

it turned out, a constraint was set on this parameter by the availability of 10CF-flanged,

non-magnetic vacuum chambers. To reduce the presence of ferromagnetic material in the

trap vicinity, we opted to purchase a custom Kimball Physics spherical octagon, which is

machined directly from 316LN Stainless Steel and thus should avoid the phase changes and

magnetism that unavoidably are present on welded chambers. The height of the chamber

is 6.824” (see drawings in Appendix C), which we extended a further ∼ 2” by adding 10CF

double-sided flanges on top and bottom, sandwiched between the sealing 10CF flanges with

feedthroughs.

(3) Endcap electrode radius: The endcap electrodes create the DC potential that confines

the ions in the Z direction. The only hard constraint on their radius is that there remains

adequate room outside for mounting of the radial electrodes. However, their potential is

in general significantly shielded by the radial electrodes, and their radius was simply chose

to be a convenient Rec = 25 mm (Fig. 4.1). Upon later consideration, it became evident

that the finiteness of the radius of the endcaps, along with their shielding by the radial

electrodes, contributes significantly to trap anharmonicity in the axial direction.

(4) Inner and outer trap radius: These parameters are set by the constraints that the

trap must fit through the bore of a 10CF flange, that the inner radius should be as large

as possible for a high degree of Erot uniformity, and that the inside of the trap should be

well-shielded from outside sources – e.g., patch charges on the chamber windows.
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(5) Radial electrode thickness: The radial electrodes act as vertical supports for the trap,

so they need to have some degree of rigidity. In addition, the flat surfaces of the machined

tabs on the top and bottom of the electrodes serve to locate them. As a compromise

between rigidity, ease of locating, and allowing optical access, we chose 4 mm thickness.

(6) Radial electrode shape: Having decided on the inner and outer trap radius, the number

of electrodes, and the trap height, the shape of the radial electrodes’ profile along the Z

axis was the only remaining parameter that has an appreciable effect on the uniformity of

Erot. This shape is the subject of our numerical optimization.

Key dimensions of the Generation 2 ion trap are shown in Figure 4.1. The dimensions shown

were chosen to fit the design constraints described in the items above, and allow a starting point

for the numerical optimization of Erot uniformity. The shape of the radial electrodes shown in the

figure is as constructed.

4.2 Electrode shape optimization

We opted to parameterize the shape of the radial electrodes along the Z axis by a polynomial

Xel(Z) = Rin

(
1−

nmax∑
n=1

C2n

(
Z

Zel

)2n
)
, (4.2)

where Zel = 75 mm is the maximum vertical extent of the radial electrodes, and Rin = 48 mm is the

inside radius of the trap at the Z = 0 plane (Fig. 4.1). To the extent that the trap is infinitely tall

compared to its radius, optimal uniformity will be obtained with all C2n = 0. We expect C2n < 1

for all coefficients, and also
∑

nC2n < 1 to prevent intersection of the radial electrodes in the

computer model. In the design of the Generation 1 ion trap by Matt Grau in 2009, the electrodes

had a parabolic shape – i.e., only the C2 coefficient in Eq. (4.2) was nonzero. This allowed for

the cancellation of Erot deviations up to 2nd order along the Z axis. In the Generation 2 trap, we

allowed for coefficients up to C10, which allows for cancellation of Erot inhomogeneity up to 10th

order.
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Figure 4.1: Key dimensions of Generation 2 ion trap. All dimensions in millimeters. Trap principal
axes are indicated in red, and electode numbers are in green.
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We typically characterize the degree of inhomogeneity in Erot with a spherical multipole

expansion about the ion trap center, which has the form of interior solutions to Laplace’s equation

Φlm ≡ rlYlm(θ, φ). Through numerical electrostatics simulations in Comsol, we found that the

changing the polynomial shape of the radial electrodes along the Z direction primarily affected the

amplitudes of the multipole components having (l,m) = (2n+ 1,±1). Along the line (0, 0, Z), the

norm of the electric field arising from these components behaves as E ∼ Z l−1.

When optimizing the uniformity of Erot, we would like to prioritize a very high degree of

flatness about the trap center; equivalent to weighting the coefficients Cn inversely with increasing

n. We achieved this using a cost function

Cost =

∫ Zmax

−Zmax

[Erot(0, 0, Z)− Erot(0, 0, 0)]2 W (Z) dZ, (4.3a)

W (Z) =


1− sin10

(
πZ

2Zmax

)
, Z < Zmax

0, Z ≥ Zmax

(4.3b)

where we took Zmax = 3 cm, and W (Z) is a weight function shown in Fig. 4.2. A drawback of this

computationally inexpensive scheme is that in principle, this optimization attempts to minimize all

terms Erot ∼ Z2n rather than only up to Z10. If we made Zmax too large, the values of C2 . . . C10

would converge such that Erot was on average flat over a larger region, but had high-order variations

that would have created a significant ponderomotive potential. In the end, this choice of Zmax and

weight function worked reasonably well, and succeeded at canceling terms up to Erot ∼ Z10 to

the few percent level. The values of the optimized electrode shape coefficients are listed in Table

4.1, and the corresponding amplitudes of the multipole components for each electrode are given in

Appendix C, Table C.1.

The optimization itself was carried out using the Livelink for Matlab add-on for the Comsol

finite element analysis software suite. Livelink provides an application programming interface (API)

– essentially a collection of functions callable from Matlab – that allows Comsol to be controlled

programmatically from the Matlab command line, or better yet, from callable Matlab scripts and
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Figure 4.2: Weight function for electrode shape optimization, given by Eq. (4.3b)

C2 0.067403
C4 −0.119970
C6 −0.167233
C8 0.696342
C10 0.092692

Table 4.1: Optimized polynomial coefficients for the radial electrodes’ vertical profile for the Gen-
eration 2 ion trap.
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functions. For iterative processes such as optimization, this is highly preferable to a GUI such as

is available in standard Comsol. In Appendix A, I have included some example Matlab code for

optimization, multipole fitting, and plotting of electrostatics results with Comsol via Livelink.

4.3 Results

We verified that our optimization of electrode shape had been successful through a variety

of simulations, mechanical measurements, and experiments. The most straightforward verification

that the optimization procedure has converged is to investigate the uniformity of Erot, averaged

over a single rotation period. Figure 4.3 shows the percent deviation of Erot in the XY and XZ

planes, where deviations appear to be less than 0.5% over a cylinder of radius 20 mm and height 60

mm. Figure 4.4 compares the numerical results for Erot imported from Comsol with the multipole

fit up to l = 11 along key trap directions: The X axis makes an angle π/8 with pairs of neighboring

electrodes, while the line X cos(π/8) + Y sin(π/8) runs along a line between opposing electrodes.

The comparison confirms that the multipole fit to this order provides a reasonable approximation

to the numerical results.

After assembling the ion trap but before installing in the vacuum chamber, Yuval and Kim

Hagen conducted some measurements of the assembled trap using a dial indicator to verify the

locations of the radial electrodes. First, they inserted the indicator along the Z axis of the trap

with the top endcap removed, and after running the indicator along the inner edge of the top

and bottom ground planes to verify that the trap was mounted flat, they then measured the

differential radial displacement of each electrode near the midplane of the trap (“radial”). Second,

they measured the relative vertical displacement of each of the electrodes’ top surfaces, just inside

the ground plane (“top”). Third, they ran the indicator along the back face of each electrode to

check that they were mounted vertically (“back”). Finally, they ran the indicator vertically from

top to bottom along either side of each electrode to measure their tilt (“side”). Kim recalled from

the fabrication process that the back face was not particularly well registered to the mounting

holes of the electrodes, so the “back” measurement is to be trusted least. With each measurement,
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Figure 4.3: Percent deviation in Erot in the XY and XZ planes in the Generation 2 ion trap,
averaged over one rotation period. Plots generated using multipole fit, not direct Comsol solution.

-40 -20 0 20 40
17.2

17.4

17.6

17.8

-40 -20 0 20 40 -60 -40 -20 0 20 40 60

COMSOL

multipole

Figure 4.4: Comparison of Comsol solution for Erot with multipole fit to ` = 9, for Vrot = 1 V peak.
Plots are for Erot averaged over one rotation period.
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electrode radial top back side

1 1.5 -1.5 3.5 4.25
2 0 -1.5 -3 4
3 0 -2.5 -2 2.25
4 0 -3 11 1.5
5 0 -3 -0.25 -0.75
6 0 -0.5 2 -0.5
7 0 -0.5 2 2
8 1.5 0 4 2

Table 4.2: Results of dial indicator measurements of the radial electrode positions by Yuval and
Kim. The physical meaning of each measurement type is described in the text. All measurements
are in mil (0.001 inch). The “back” measurement for electrode 4 has a large deviation, which was
anticipated by Kim. However, the back of each electrode was not used as a mechanical reference;
rather, the mounting holes are the references surfaces, so this measurement is not of concern.

they performed minor adjustments by slightly loosening and re-tightening the mounting bolts, in

order to try to minimize the runout of each electrode relative to the average. The results of these

measurements are listed in Table 4.2. Overall, the measurements indicate a cos2 φ -like deviation

of the height of the electrodes, and a slight overall twisting of the trap from top to bottom. While

these deviations are likely too small to notice their effects on the trapping and ponderomotive

potentials, these measurements may be important when considering geometric phase effects for the

Generation 2 eEDM measurement.

Experimentally, we investigated the uniformity of Erot following the Generation 2 trap instal-

lation in Fall 2017 via its effects on ion motion through the ponderomotive potential [Eq. (4.1)], and

through ion loss at the extremes of ion cloud position. Figure 4.5 shows potential energy surfaces

along various trap axes, illustrating the anti-trapping behavior of Erot. Evidently, a uniform applied

electric field will result in a shift of the potential minimum away from (0, 0, 0) and a reduction in

the trap depth. A large enough applied field will result in loss of ions from the trap.
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Figure 4.5: Potential energy surfaces for trapped HfF+ ions in the Generation 2 ion trap, in
units of Kelvin. The RF trapping ponderomotive potential (blue) closely approximates a harmonic
trap (black) near the geometric center of the trap. The ponderomotive potential imposed by Erot

inhomogeneity (red) distorts the total potential (yellow) and tends to decrease the trap depth. For
this figure, Vrf = 15 V peak, Vrot = 375 V peak, and Vdc = 0.5 V.

4.4 Trap driver electronics

In our studies of the effects of the effects of Erot amplitude and ion number on coherence

time, we found that coherence time scales approximately as [28]

τ ∼ E2.4
rot

NHfF+

, (4.4)

for fixed values of the trap secular frequencies and ion cloud temperature. To improve our statistical

sensitivity in Generation 2, we planned to increase NHfF+ and decrease the trap frequencies, as

discussed in Section 4.1. However, we also opted to improve our chances for long coherence times

with high ion numbers by developing new ion trap driver electronics that could provide a higher

value of Erot. Additionally, we aimed to consolidate our trap controls and reduce RF pickup on the

ion trap by developing new low-voltage trap waveform synthesis boards. We undertook these tasks

with the help of Terry Brown, Felix Vietmayer, and Carl Sauer from the JILA electronics shop.

4.4.1 Synthesis boards

The design of our Generation 2 trap synthesis boards was initiated by Matt Grau before

his graduation, and taken over and completed by Felix Vietmayer. The synthesis boards are built

around the AD9959 direct digital synthesis (DDS) integrated circuit (IC) from Analog Devices,

which is able to simultaneously generate four sinusoidal waveforms with digitally tunable amplitude,
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Figure 4.6: Schematic layout of the eEDM Generation 2 ion trap synthesis board. A Spartan 6
FPGA acts as a programmer and sequencer. We communicate with the FPGA via a USB-to-Serial
interface chip from FTDI. The FPGA controls an AD9959 DDS, each of which has an AD5543
multiplying DAC, and two DACs to generate Shim and Kick voltages. Each channel has an analog
switch to turn it on and off. All six channels are summed to produce a single analog output channel
for each board.

phase, and frequency. Alongside the DDS IC, we have a pair of digital to analog converters (DACs)

that generate DC signals for fine adjustments of ion cloud position (“shims”) and sudden voltage

jumps that suddenly impart a large velocity to the ion cloud (“kicks”). The DDS and DACs for

each electrode are controlled by a field-programmable gate array (FPGA, one per electrode), which

orchestrates the sequence of voltages to be applied. Our control software, which is based in Labview,

communicates with the FPGA through a USB-to-serial interface chip from FTDI. The layout of

the synthesis boards is shown schematically in Fig. 4.6.

Programming and testing of the synthesis boards was carried out by Felix Vietmayer and Dan

Gresh in Summer 2017. To communicate with the synthesis boards, we use the functions FT Write

and FT Read from the FTDI library ftd2xx.dll, which can be called from any Labview script (or

from scripts written in C, C++ and a wide variety of other languages). Felix has programmed

the FPGAs to expect data in a particular 7-byte format, implemented in Labview as shown in

Fig. 4.7. We specify a “device” such as the AD9959 DDS, ShimDAC, or KickDAC; a memory

address containing a parameter such as the start value of a voltage ramp or a DDS frequency;

and finally the value to be assigned to that address. Using this tool, we write all of the sequence

parameters to each board, then trigger all boards to output their sequence simultaneously using

our Viewpoint DIO64. Documentation for the memory addresses of all sequencer parameters have
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Figure 4.7: Labview code for writing to a Generation 2 ion trap synthesis board with identifier
“handle.” Each data packet contains 7 bytes. The first byte has the format 10YX XXXX, where Y

specifies read (0) or write(1), and XXXXX specifies a device numbered 0-31. The second two bytes
specify the memory address on the device, and the last four bytes carry the data to be written.
The DLL function call on the right hand side is to the function FT write in the FTDI library
ftd2xx.dll.

been provided by Felix in a pair of documentation files, “wb slave AD9959.html” for the AD9959

(device 1) and “edm seq register level documentation.html” for the sequencer and DACs (device

0).

4.4.2 Amplifiers

Terry Brown designed our Generation 2 trap driver amplifiers, which are built around the

Apex PA94 op-amp. These op-amps can accommodate ±450 V rails, as compared to the ±200 V

rails that were used in Generation 1 with PA98 op-amps [82]. Assuming that we operate with

the rails set to 425 V for a margin of safety, and dedicate 25 V worth of amplitude to the RF

trapping fields and shim voltages, the resulting Vrot = 400 V will generate Erot = 69.9 V/cm in

the Generation 2 ion trap – a factor of 2.9 increase from Generation 1. The drawback of the PA94

is that it has a lower specified slew rate limit of dV/dt = 700 V/µs, as compared to 1000 V/µs

specified for the PA98. In a basic amplifier design operating at Vrot = 400 V, this would result in a

maximum value of ωrot ≈ 2π × 280 kHz. In Generation 1, our typical values of ωrot were between

2π × 150 kHz and 2π × 250 kHz, however for systematic checks we wanted as much simultaneous

range on both Erot and ωrot as possible. To help in this area, Terry added two advanced design
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features to the feedback loop built around the PA94. The following two paragraphs describing

these features are essentially paraphrasing a discussion about these features.

The first feature Terry included in the Generation 2 trap amplifiers is a composite amplifier,

which uses a pair of op-amps with different frequency response characteristics to improve the overall

response of the amplifier as a whole [130]. Our amplifiers use the AD4898, which is a high-speed,

low-noise op-amp that should improve the noise characteristics of the amplifier at low frequencies,

and may also reduce harmonic distortion.

Secondly, Terry created a circuit design where current from the feedback loop is injected into

the compensation pin (pin 6) of the PA94, whereas in their suggested design this pin is simply con-

nected by a compensation capacitor to part of the input stage (pin 4). The compensation capacitor

is typically chosen to maintain stability depending on the choice of gain, but also detrimentally

affects the slew rate limit when the amplifier is driving a capacitive load. Terry’s design essentially

bypasses the input stage of the amplifier to drive the output stage directly, reducing crossover dis-

tortion and ringing in the step response when operating close to the slew rate limit. A limitation

of this design is that the compensation pin can only access the output stage asymmetrically, so the

slew rate limits for dV/dt > 0 and dV/dt < 0 are asymmetric in the final design. This asymmetry

is visible on an oscilloscope trace of the amplifier output when attempting to drive the amplifier

beyond the slew rate limit (or under normal conditions when the amplifier is not properly heat-sunk

and begins to heat up).



Chapter 5

State preparation

One of the major inefficiencies of the Generation 1 eEDM experiment with HfF+ was in state

preparation, starting at the very beginning of the experiment sequence with the initial rotational

distribution in the 1Σ+ state. As shown in Table 3.7, the combined efficiency of ionization and

Raman transfer was about 10%. Unfortunately, state preparation was also one of the areas where

at the conclusion of the Generation 1 data collection, we had limited promising ideas for dramatic

improvement. It took several unsuccessful attempts at coherent state preparation via stimulated

Raman adiabatic passage (STIRAP) and adiabatic rapid passage (ARP) for us to realize that

incoherent methods were not only easier to apply in our system, but dramatically more effective at

concentrating population in the 3∆1 state.

5.1 Coherent methods

Adiabatic techniques are widely applied for coherent internal state manipulation of atoms

and molecules. Among the most commonly applied are ARP, which involves a frequency sweep of

an electromagnetic driving field, and STIRAP, which involves amplitude modulation of a pair of

lasers [126]. STIRAP was notably applied by the ACME Collaboration to improve their signal size

by a factor of 14 in their second-generation measurement [2, 95]. As the name suggests, STIRAP

involves adiabatically inducing a Raman transition between two low-lying states |g1〉, |g2〉 (Fig. 5.1)

using a pair of phase-coherent lasers of different frequencies that are detuned from resonance with

an excited state |e〉 that is subject to spontaneous decay with rate Γ. The intensities of the lasers



115

0

2

4

6

R
a

b
i 
fr

e
q

u
e

n
c
y
 (

M
H

z
)

1

2

-60 -40 -20 0 20 40 60

t (μs)

0

0.5

1

P
o

p
u

la
ti
o

n

Figure 5.1: Simplified picture of STIRAP in a three-level system. Here |g1〉 represents 1Σ+(v =
0, N = 0), while |g2〉 represents 3∆1(v = 0, J = 1), and |e〉 represents 3Π0+(v = 1, J = 0). The
pump laser Ω1 or “Stella” has λ ≈ 900 nm, and the stokes laser Ω2 or “Toptica” has λ ≈ 986 nm.

are modulated, creating an intensity-dependent dark state that adiabatically changes character

from |g1〉 to |g2〉, maintaining zero amplitude for populating |e〉 and thus avoiding spontaneous

emission.

In HfF+, the 3Π0+ , v = 1, J = 1 state was chosen as an intermediate state for coherent

transfer because it has a moderately strong coupling to both 1Σ+, v = 0, J = 0 and 3∆1, v = 0,

J = 1, and because both of these transitions had been observed in near-IR survey spectroscopy of

HfF+ by Laura Sinclair, Kevin Cossel, and Dan Gresh [29]. These transitions have wavelengths of

approximately 899.6665 nm and 986.4175 nm, respectively, both of which can be addressed with

commercially available laser diodes. The details of our transfer laser setup and stabilization are

described in Ref. [28].

Successful application of STIRAP can lead to population transfer efficiencies between low-

lying states in excess of 90% [126], however it has stringent requirements that make it difficult

to implement in general, and in our system in particular. Specifically, adiabaticity and phase

coherence are the two main competing requirements for successful population transfer. Adiabaticity

requires high Rabi frequencies and low rates of change of the Rabi frequencies, and can be roughly

characterized by two requirements, one “local” and one “global.” The local requirement, which
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ensures the Rabi frequencies do not change too quickly, is

Ωeff(t)�
[
Ω1(t)Ω̇2(t) + Ω̇1(t)Ω2(t)

]1/3
, (5.1)

where Ωeff(t) =
√

Ω1(t)2 + Ω2(t)2. The global requirement, which ensures large enough pulse areas,

is
∫∞
−∞Ωeff(t) dt� π/2 [127]. In the HfF+ eEDM experiment, a major challenge for STIRAP is the

high temperature of the ions, which creates Doppler widths of ≈ 40 MHz for near-infrared (NIR)

one-photon transitions and ≈ 5 MHz for the 1Σ+ → 3Π0+ → 3∆1 Raman transition. The ion

velocities contributes to the two-photon detuning, increasing the intensity requirement for efficient

STIRAP [127]. In our most recent STIRAP attempts led by Yan and Yuval in Summer 2017

following the completion of the Generation 1 eEDM measurement, we were not able to observe any

coherent transfer, which is likely attributable to high ion temperatures and low Rabi frequencies.

We also attempted a Raman ARP, which potentially avoids the issues of temperature by

sweeping the second transfer laser’s frequency across the entire Doppler width, thereby addressing

the entire molecular population with the full two-photon Rabi frequency. To sweep Toptica’s

frequency, we simply applied one period of a triangle wave to its external modulation port, which

has a spec bandwidth of 5 MHz. Both Raman lasers were locked to the stable cavity, and Toptica’s

lock does not have the bandwidth to respond to the modulation on this timescale. We explored the

parameter space of transfer fraction versus laser intensity and detuning as shown in Fig. 5.2. These

tests were performed in the absence of Erot, so the maximum transfer fraction we could obtain with

the incoherent method described in Ref. [28] is 2/3.

We fit the results of our ARP explorations with a semi-analytical model that combines the

Landau-Zener transfer efficiency of ARP with the effects of decoherence due to laser phase noise

or spontaneous scattering from the intermediate state, as described in Refs. [75, 93]. Following

Ref. [93], we take the probability of transfer to be the sum of a contribution from incoherent

transfer with a maximum probability of 2/3 given by the state degeneracy, and a coherent part

proportional to the Landau-Zener transfer probability. Because in Fig. 5.2 we looked only for loss

from 1Σ+(v = 0, J = 0), we also must multiply by a probability of spontaneous scattering. We
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obtain a model equation for the population lost from 1Σ+(v = 0, J = 0) as a function of sweep

rate,

Ploss =

[
2

3

(
1− e−πγΩ/α

)
+ e−πγΩ/α

(
1− e−

πΩ2

2α

)]
e−Rsct, (5.2)

where α is the energy sweep rate of the second transfer laser, Ω = Ω1Ω2/(2∆) is the 2-photon

Rabi frequency, ∆ is the 1-photon detuning, and Ω1,2 are the 1-photon Rabi frequencies. The

spontaneous scattering rate is

Rsc =

(
Γ

2

)
I/I0

1 + (2∆/Γ)2 + I/I0
, (5.3)

with excited state linewidth Γ, first photon (Stella or Ω1) laser intensity I, and saturation intensity

I0.

Throughout Fig. 5.2, we plot the fraction of molecules lost from 1Σ+(v = 0, J = 0) as a

function of the sweep duration Tsweep ∝ 1/α. In Fig. 5.2a, we assumed a flat intensity profile

across the ion cloud, and fit the transferred fraction with γ, Ω1, and Ω2 as free parameters. Then

in Fig. 5.2b, we reduced both laser powers by half, and found that the experimental results for

transfer fraction as a function of sweep time did not qualitatively match the model expectation.

Dashed lines in parts (a) and (b) of Fig. 5.2 also show the factors contributing to the overall

probability, including the probability of surviving spontaneous emission and the Landau-Zener

probability. Fig. 5.2c-5.2d, we found significantly better agreement between our model and the

experiment by including the effects of finite laser beam size and finite ion cloud size. We expressed

the overall transfer probability as an integral over the X-Y plane, where Ω1(X,Y ) and Ω2(X,Y )

are 2D Gaussian functions and the transfer probability is weighted by the ion density ρ(X,Y ).

In all of our model fits to attempted ARPs, the parameter γ characterizing decoherence would

essentially diverge. We interpreted this to mean that we were far from the region of parameter

space where we could attain high efficiency transfer. This can also be anticipated from the fact

that we attained our highest transfer fractions in the vicinity of 1 ms sweep duration, which is

long enough that the ions’ velocities would undergo a full cycle of oscillation in the Z axis. In this

regime, we expect the model of Eq. (5.2) to break down, and we cannot reasonably expect high
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transfer efficiency. However, the good agreement between experiment and our model in the short

transfer duration region near 0.1 ms, where transfer is well approximated by the Landau-Zener

formula alone, can help us to conclude that to achieve high transfer efficiency we would need orders

of magnitude more laser intensity or a stronger transition. Unfortunately, higher intensity is not

available, and we soon found that incoherent transfer was a better option.

5.2 Rotational cooling & vibrational decay

Upon ionization, the HfF+ population is spread approximately equally over rotational levels

J = 0 through J = 2, plus a little bit in J = 3 – comprising 32 total quantum states, when nuclear

spin is accounted for. About 20% of the total HfF+ population is in 1Σ+, v = 0, J = 0, which

has two nuclear spin states. If we use only coherent methods of state preparation, we can expect

to prepare at best 10% of the total ion population in a single |F,MF ,Ω〉 state of 3∆1, v = 0,

J = 1. With a single quantum projection step and unit detection efficiency, we could then in

principle detect 5% of the total ion population as eEDM signal. On the other hand, if we use a

form of dissipative state preparation that removes entropy from the initial ion ensemble through

spontaneous emission, we might hope to significantly improve our overall efficiency. Vibrational

branching ratios are not in our favor in HfF+, so tasks requiring thousands of photon cycles such as

laser cooling are certainly out of the question. However, in the eEDM spirit of trying new things,

in Summer 2017 after the completion of the Generation 1 dataset, we decided to try some basic

rotational cooling in 1Σ+, v = 0, using the 3Σ−
0+ , v = 0, J = 1 excited state. The motivations for

attempting rotational cooling through 3Σ−
0+ were

• It has a strongly allowed electric dipole transition with 1Σ+ (D = 0.23 e a0 theoretically

[28]) and a weak electric dipole transition with 3∆1 (D = 0.08 e a0 theoretically). Thus,

contamination of 3∆1 excited vibrational states should in theory be kept to a minimum.

• It has relatively favorable Franck-Condon overlap with 1Σ+, as shown in Table 5.1.

• It is an Ω = 0 state of definite parity, so only P and R branches exist in the transition
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Figure 5.2: Tests of the model from Eq. (5.2) for chirped Raman adiabatic rapid passage with
HfF+. In (a) and (b), we did not account for the cloud side and laser beam profile. In (a), we
calibrated the parameters of Eq. (5.2). In (b), we reduced each laser power by half and found that
the model did not fit observations. In (c) and (d), integrating Eq.(5.2) over a spatially varying
laser intensity and ion density was able to account for the observed variation in transfer probability
with laser power and detuning.
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v′

v′′ 0 1 2

0 0.6648 0.2641 0.0595
1 0.2771 0.2298 0.3245
2 0.0519 0.3619 0.0430
3 0.0057 0.1222 0.3364

Table 5.1: Franck-Condon factors for the 1Σ+ ↔ 3Σ−
0+ system of HfF+, assuming a Morse potential.

Spectroscopic constants for both electronic states are given in Ref. [28].

with 1Σ+. This removes one possible decay path, allowing for higher-efficiency rotational

cooling.

• The 1Σ+ ← 3Σ−
0+ (0, 0) transition has wavelength λ ≈ 754 nm, which can be reached by

our cw Ti:Sapph laser, as well as a diode available from Toptica.

The 1Σ+ ← 3Σ−
0+ (0, 0) transition was observed and fitted in Comb-vms survey spectroscopy

of HfF+ conducted by Laura Sinclair, Kevin, and Dan. The fit constants, found in Ref. [28], Table

5.2 line 12, give that the desired P (2) line will be found at ν = 13253.053(7) cm−1. By scanning

the Ti:Sapph by hand while monitoring the dissociated population from 1Σ+, v = 0, J = 2, we

found the P (2) transition at ν = 13253.059(1) cm−1, or λ = 754.54280(6) nm, consistent with

the fit within the reported 1σ statistical error bar. In addition to a laser resonant with the P (2)

transition, we also added microwaves (with frequencies in multiples of 18277.55 GHz) to couple

the J = 1, 2, 3 states of 1Σ+, v = 0, causing the entire population of these three rotational states

to be electronically excited and (potentially) decay to J = 0. While in molecular laser cooling

experiments, this method of microwave remixing can be detrimental to MOT performance because

it reduces the scattering rate [26, 134], this slowdown is relatively small compared to our coherence

times of ∼ 2 s, and should not significantly impact our statistical sensitivity.

The results of rotation cooling with and without microwave remixing are shown in Fig. 5.3.

With microwave remixing, we attained about a factor of 2 increase in the J = 0 population. This

represented a modest win, and was our first foray into incoherent state preparation. At this early

point in the Generation 2 experiment, we had not yet returned to dissociation of the 3∆1 state,
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Figure 5.3: R branch of the REMPD spectrum of HfF+ from its 1Σ+ ground state through an
Ω′ = 0 intermediate state at ν0 ≈ 35976 cm−1 , with chops showing rotational cooling. Not shown:
enormous background in 3∆1, v = 0, J = 1.

and so we did not yet know of the unfortunate news waiting for us there – vibrational decay!

As discussed in Section 2.2.4 and in early theoretical work by Petrov et al. [99], the sponta-

neous decay lifetimes of excited vibrational states of 3∆1 have lifetimes on the order of ∼ 100 ms

(Fig. 5.4). By contrast, the lifetime for decay of 3∆1 to 1Σ+ manifold is on the order of 3 s, from

our latest measurements. Any population reaching the excited vibrational states of 3∆1 early in

the experiment sequence will tend to decay to 3∆1, v = 0 by the end of an experiment cycle ∼ 1.5 s

later, and some of this population will end up in J = 1. That population will be dissociated, and

detected as a background, reducing the contrast of our eEDM signal and hurting our signal-to-noise

ratio. This was precisely the situation we found upon performing optical pumping through 3Σ−
0+ .

Even with the 814.5 nm depletion laser depopulating 3∆1, v = 0, J = 1 for the first ∼ 100 ms

of trap time, hundreds of ions would again be detected in 3∆1, v = 0, J = 1 several hundred ms

later – a sure sign that population was reaching excited vibrational states. This was a substantial

disappointment, and essentially put a stop to 754 nm rotational cooling. Fortunately, this initial

investigation into incoherent state preparation inspired bigger and better ideas in first the ThF+

experiment and subsequently in HfF+.
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Figure 5.4: Repopulation of 1Σ+(v = 0, N = 0) by vibrational decay after laser depletion, detected
by photodissociation. A similar repopulation will occur in 3∆1(v = 0, J = 1), leading to a spurious
background in an eEDM measurement.
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5.3 Incoherent state preparation

While our rotational cooling on the 3Σ−
0+ ← 1Σ+ (0,0) P(2) transition was a limited success,

it provided the inspiration for a more extensive optical pumping-based state preparation scheme

in ThF+ by Yan and Kia Boon, which we readapted for use in HfF+ (Fig. 5.5). The general idea

of this scheme in HfF+ is to drive the 3Π0+ ← 1Σ+ (0,0) P(1) transition at 961.434 nm with

simultaneous application of microwaves that link N = 0 through N = 3 in 1Σ+, thereby removing

all 1Σ+, v = 0 population and nominally transferring it to 3∆1, v = 0. In reality, of course, some

decay from 3Π0+ , v = 0 will end up in excited vibrational levels of both 1Σ+ and 3∆1. Population

in excited vibrational levels of 1Σ+ will simply be lost, but the excited vibrational levels of 3∆1

must be depleted to prevent background due to their decay. We do this through the P(1) rotational

lines of ∆v = 0 transitions to the 3Σ−
0+ state, which primarily sends the population back to 1Σ+

and eliminates the risk of background. To develop this scheme, we had to search for several new

transitions that had not previously been observed in HfF+, and build or acquire cw lasers at several

new NIR wavelengths.

For the first step of this state preparation scheme, no new lasers were required. We simply

tuned our Toptica laser that had previously been driving the 3Π0+ ← 3∆1 (1,0) Q(1) transition at

986.4 nm over to the 3Π0+ ← 1Σ+ (0,0) band at 961.4 nm, which had been observed in comb-vms

(Ref. [28], Table 5.2). We also already had microwaves set up to address the N = 0 ↔ 1, 1 ↔ 2,

and 2 ↔ 3 transitions in the ground vibrational level of 1Σ+ at multiples of 18277.55 MHz. We

verified that this optical pumping was successful by REMPD of 1Σ+, v = 0 at a first dissociation

photon wavelength of 27154 cm−1 while chopping the 961 nm laser and the microwaves on and off,

as shown in Fig. 5.6.

Between Generations 1 and 2, the experiment underwent simultaneous changes to both our

state preparation method and our REMPD transition, and thus we cannot exactly distinguish the

improvement in state preparation and the slight decrease in our readout efficiency (discussed in

Section 6). Nonetheless, we can compare the number of ions we detected in 3∆1(v = 0, J = 1)
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Figure 5.5: Incoherent state preparation scheme for HfF+. Population is pumped out of 1Σ+

using a combination of laser light on the 3Π0+ ← 1Σ+ (0,0) P(1) transition (red) and microwaves
connecting rotational levels in 1Σ+, v = 0 (green). Population in excited vibrational states of 3∆1

is cleaned up by lasers on the 3Σ−
0+ ← 3∆1 (1,1) and (2,2) transitions (blue dash and dash-dot). In

the ground rovibrational state of 3∆1, quasi-cycling MF pumping is performed on the 3Π0− ← 3∆1

(0,0) P(1) transition (purple), and depletion is performed on the 3Σ−
0+ ← 3∆1 (0,0) Q(1) transition

(blue).
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Figure 5.6: REMPD spectrum of 1Σ+, v = 0 through an Ω = 1 intermediate state. Red shows the
initial distribution, with population distributed from N = 0 to N = 3. Adding the 961 nm transfer
laser on the P(1) line to 3Π0+ causes depletion of N = 1, evidenced by disappearance of the R(1)
line. Further adding microwaves gives the purple trace, where only a broad background is visible.
We believe this background arises from vibrational decay that occurs between the end of transfer
and dissociation.
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before MF pumping. In Generation 1, this number was on the order of 50 detected ions spread

between two MF levels, while in Generation 2 we detect about 2500 ions spread amongst 12 MF

sublevels.

5.3.1 MF pumping with 3Π0−

To prepare a pure MF state in 3∆1, we need to do further optical pumping with strobed,

circularly polarized light applied from the side of the ion trap. In Generation 1, this was done

only on the 3Σ−
0+ ← 3∆1 (0,0) P(1) transition at 814.5463 nm. However, a greater population in

3∆1, v = 0, J = 1 can be maintained if we instead use the 3Π0− , v = 0 state, which due to parity

selection rules, forms an electronically closed system with 3∆1. We therefore decided to locate

the 3Π0− ← 3∆1 (0,0) transition, which had not been previously observed in velocity modulation

spectroscopy as at about 1083 nm, it was too far into the infrared.

While the ground vibrational state of 3Π0− had not been observed, the comb-vms results

in Kevin’s thesis [28] do list the 3Π0− ← 3∆1 (1,0) transition with ν0 = 9948.624(6) cm−1. The

∆G1/2 value (the energy difference between the first two vibration levels) for 3Π0− is not known,

however assuming it is approximately the same as 3Π0+ , we would expect to find the 3Π0− ← 3∆1

transition at ν0 = 9235.694(16) cm−1 or λ0 = 1082.756(2) nm. This is a very fortunate wavelength,

as DBR lasers designed for metastable Helium spectroscopy are readily available in the 1083 nm

region from Eagleyard and Photodigm. Also fortunately, 3Π0− ← 3∆1 is a strongly allowed electric

dipole transition with favorable Franck-Condon factors (Table 5.2), so a few tens of mW from a

DBR laser is acceptable for depletion, in contrast to the hundreds of mW needed for depletion at

814.5 nm.

We first attempted to find the 3Π0− ← 3∆1 (0,0) transition with a DBR laser borrowed

from Yuval’s former group, that of Edvardas Narevicius at the Weizmann Institute. We populated

3∆1 using 961 nm laser light, then looked for depletion of the 3∆1, v = 0 population detected via

dissociation as a function of the DBR laser wavelength. Unfortunately, the DBR laser from the

Narevicius group was centered too far towards the red, and we were unable to find the transition
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v′

v′′ 0 1 2

0 0.6916 0.2422 0.0540
1 0.2658 0.2726 0.3045
2 0.0395 0.3745 0.0699
3 0.0001 0.0006 0.1635

Table 5.2: Franck-Condon factors for the 3Π0− ↔ 3∆1 system, assuming a Morse potential. Here I
have used the known value of ∆G1/2 = 716.0 cm−1 for 3Π0− and assumed that ωexe has the same
value as for 3Π0+ , approximately 3.3 cm−1. Molecular constants are found in Ref. [28].

without pulling the laser temperature dangerously close to the dew point, around 10 Celsius. We

then purchased a DBR centered around a bluer wavelength, and we were able to locate the band

in the vicinity of 1082.3 nm. The precise values of the P(1), Q(1) and R(1) lines are recorded in

Table 5.3. From these values, we find that the band origin is ν0 = 9239.2090(7) for this transition,

and ∆G1/2 = 709.415(6) cm−1 for the 3Π0− state. Having only observed a pair of vibrational

transitions, we cannot estimate ωe and ωe xe for the 3Π0− state, but if ωe xe ≈ 3.3 cm−1 (the same

value as 3Π0+), then ωe = ∆G1/2 + 2ωe xe ≈ 716.0 cm−1. This result is in agreement with the

theory from Skripnikov et al. in Ref. [29].

Having found the 3Π0− transition, we can then use the P(1) line to perform quasi-cycling

optical pumping of MF in order to accumulate population in a single stretched MF level of 3∆1,

v = 0, J = 1, as illustrated in Fig. 5.5. Using the P(1) transition keeps the transition closed with

respect to the rotational degree of freedom, and prevents population from decaying to J = 2. Due

to the presence of Ω doubling, both Stark doublets in 3∆1 (which have completely mixed parity in

the presence of Erot) are populated equally by decay from 3Π0− . While this would have presented an

issue in the Generation 1 experiment, it works well in combination with our Stark doublet-selective

Line λ (nm) ν (cm−1)

P(1) 1082.4137(1) 9238.6118(9)
Q(1) 1082.3472(1) 9239.1794(9)
R(1) 1082.2139(1) 9240.3174(9)

Table 5.3: Observed line positions for the 3Π0− ← 3∆1 (0,0) band.
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Figure 5.7: Timing of state preparation and readout. The 961 nm laser and microwaves transfer
population to 3∆1, and remain on during MF pumping to send any population that returns to 1Σ+

(for example from vibrational decay) back to 3∆1. After the Ramsey sequence, the 814.5 nm laser
depletes all but one MF level in 3∆1.

readout, which is decribed in Section 6.

5.3.2 Polarization measurement

While the 3Π0− state is ideal for preparation of a large population in a single MF level, its

quasi-cycling nature is not optimal for readout of the MF level populations. For state readout,

we would like to be able to selectively remove population from 3∆1, J = 1 via an electronic state

that has a very small probability of returning via spontaneous emission. The best accessible state

for this purpose in HfF+ is 3Σ−
0+ , which is predicted theoretically to decay with 88% probability

to 1Σ+ rather than 3∆1 [28] (in the approximation that these are the only states it decays to).

We have performed depletion through 3Σ−
0+ , v = 0 with considerable success for several years [52],

using the Coherent cw Ti:sapphire previously used by Dan, Kevin, and Laura in the discharge lab

tuned to the transition at 814.5463(1) nm. Due to the usefulness of the Ti:sapph as a tunable laser

for spectroscopy work, we purchased a new Toptica TA Pro system at 814.5 nm for the Generation

2 experiment. While previously this transition was used both for state preparation (before the

Ramsey sequence) and readout, we now use it only for readout after the 2nd π/2 pulse.

Figure 5.7 shows the timing sequence of our state preparation and readout. First, 961 nm

and microwaves are applied to transfer population to 3∆1, as described in Section 5.3. We then

perform MF pumping with 1082 nm, which pumps all population in 3∆1, v = 0, J = 1 into a single
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MF level in each stretched Stark doublet. Figure 5.8 shows the dissociation yield from 3∆1 J = 1 as

a function of MF pumping and depletion durations. The cycling nature of the 1082 nm transition

is visible in the increase of dissociation yield in the σ+σ+ chop as a function of pumping duration.

The comparable timescales of each process despite the very different laser powers highlight the very

different transition strengths of 3Π0− ↔ 3∆1 and 3Σ−
0+ ↔ 3∆1.

5.3.3 Vibrational cleanups

The excited vibrational states of 3∆1 are populated by decay of 3Π0+ in proportion to the

(0, v′′) Franck-Condon factors given in Table 5.7 of Ref. [28]. Because we drive only the P(1) line

with our 961 nm laser in transferring population from 1Σ+ to 3∆1, only the J = 1 levels of each

vibrational state in 3∆1 should initially be populated. As discussed in Section 2.2.4, these levels

decay with lifetimes on the order of ∼ 100 ms, which presents a source of background for our second-

scale eEDM measurement. Happily, the progression of ∆v = 0 transitions to the 3Σ−
0+ state all

have similarly favorable wavelengths to our projection laser at 814.5 nm, with the (1,1) and (2,2)

transitions being found at approximately 818.4 nm and 822.4 nm, respectively. The AR-coated

laser diodes from Eagleyard can easily be tuned to these wavelengths in a homebuilt ECDL, and

because we are simply performing incoherent optical pumping on a timescale of many milliseconds,

a few mW of each to the chamber is enough for our purposes. We implemented two vibrational

cleanup lasers for these purposes, which enabled the high depletion contrast shown in Fig. 5.8b.

Our initial vibrational repump scheme as shown in Fig. 5.9a has us driving the P(1) lines

to 3Σ−
0+(v = 1, 2) out of 3∆1(v = 1, 2), respectively. We chose these transitions based on the idea

that maintaining rotational closure is very important to attaining high overall efficiency. While

this is generally true, we have not yet implemented any repumping lasers to recover the population

initially sent to excited vibrational levels of 3∆1, and this population is essentially just considered

to be lost. As a result, we are not particularly concerned with driving only P(1) transitions, and

we realized that we can in theory do better at preventing background by driving the P(1) and P(2)

transitions from 3∆1(v = 1), as shown in Fig. 5.9b. Empirically, we have not observed a significant
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Figure 5.8: Timescale of strobed circularly polarized state preparation and readout. (a) MF pump-
ing on the 3Π0− ← 3∆1 (0,0) P(1) transition with about 50 mW of 1082.3 nm laser light, with a
fixed duration of MF depletion of 40 ms. Inset: Timing sequence of σ+σ+ and σ+σ− chops. (b)
MF depletion on the 3Σ−

0+ ← 3∆1 (0,0) P(1) transition using about 400 mW of 814.5 nm laser
light, with a fixed duration of MF pumping of 60 ms. Both beam waists are roughly 5 mm.
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difference between these two methods, in particular because the dissociation background is a much

stronger function of the intensity of the two REMPD lasers.

There remains one background phenomenon related to our incoherent state preparation that

is not well understood. This is a REMPD background that is independent of the first REMPD

photon wavelength, leading us to think that it is off-resonant 2-photon dissociation of excited

molecules by 266 nm. This background appears only if the 961 nm laser drives the 3Π0+ ← 1Σ+

transition, and it is larger if we drive the R branch of this transition than if we drive the P branch.

All of this is consistent with the idea that vibrationally excited 3∆1 molecules can be off-resonantly

dissociated by two photons of 266 nm, however the more mysterious part is illustrated in Fig. 5.10:

The 818 nm vibrational cleanup lasers tend to reduce this background substantially. To my eyes,

the most probable explanation for this is that these vibrationally excited 3∆1 molecules can be

dissociated by Cora+266 or by 266+266, so that both the sharp transitions shown in Fig. 5.10 and

the broad background arise from the same population.

5.4 Sensitivity improvement

In the HfF+ eEDM experiment, absolutely efficiencies are often slightly squirrely quantities.

Even when pulsed laser fluences are carefully measured, the beam profiles tend to change dramati-

cally upon dye laser realignment, and beam pointing is only controlled on the millimeter scale; the

same scale as the ion cloud size. The nonlinear nature of frequency doubling of pulsed lasers also

tends to exacerbate intensity inhomogeneities across beam profiles, which are further convolved

with their overlap with the ion density. As a result of all these factors, the overall efficiency of our

state preparation and detection is most easily characterized by the number of Hf+ ions detected

as eEDM signal, and is least subject to errors when averaged over days or even weeks. Thus, our

sensitivity improvement in going from Generation 1 to Generation 2 can be summed up in the com-

parison of two numbers: Averaged over the Generation 1 eEDM dataset, our Hf+ signal was about

7 ions per experiment cycle at late Ramsey times (where we get most of our phase sensitivity).

In Generation 2 as of May 2019, we typically count about 400 ions per experiment cycle at late
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(a) Original scheme (b) Improved scheme

Figure 5.9: Paths of rovibrational spontaneous decay from initially populated J = 1 levels in the
3∆1 electronic state of HfF+, showing (a) original and (b) improved vibrational cleanup schemes
for preventing background in 3∆1(v = 0, J = 1). The J = 1 levels in several vibrational states are
populated by transfer from 1Σ+ and MF pumping in 3∆1. In the original scheme, some population
could still reach v = 0, J = 1. In the improved scheme, cleanup lasers (blue) driving the 3Σ−

0+ ← 3∆1

(1,1) P(1) and P(2) transitions prevent any decay to 3∆1(v = 0, J = 1) and reduce the decay to
3∆1(v = 0, J = 2).
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Figure 5.10: Depletion spectroscopy of 3∆1(v = 1) using “cleanup” lasers driving the 3Σ−
0+ ←

3∆1 (1, 1) transition at 818.4 nm. Population is transferred from 1Σ+(v = 0, J = 0) with 961 nm
laser light driving the 3Π0+ ← 1Σ+ (0, 0) transition, causing some spontaneous emission into
3∆1(v = 1). In the blue trace, no cleanup lasers are applied, so three rotational lines are ob-
served in the REMPD spectrum (b). In the red trace, the J = 1 state is depleted, and in purple,
both J = 1 and J = 2 are depleted.
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Ramsey time. We have thus attained a factor of about 50 in count rate, or about a factor of 7 in

overall sensitivity based on count rate alone.



Chapter 6

Oriented photodissociation

6.1 Photodissociation before Generation 2

Until Fall 2018, we performed resonance-enhanced multiphoton dissociation (REMPD) in

the same way as described in Refs. [82, 91]: We use a pair of UV lasers, one a tunable grating-

stabilized dye laser that is frequency doubled with a nonlinear crystal (See Appendix C) and one

a fixed-frequency 266 nm quadrupled YAG, to photodissociate HfF+ into Hf+ and F. The Hf+ are

then detected on an MCP (Fig. 6.1). The “resonance-enhanced” aspect of REMPD allows us to

resolve rotational states of HfF+ with the first photon. The second photon dissociates the molecule

from the intermediate state, and its resonance width is essentially determined by the width of the

vibrational wavefuction of the intermediate state (Fig. 6.2, [61]).

Very little is known qualitatively about the states of HfF+ in the vicinity of 30000 cm−1,

where our REMPD intermediate state is located. In the group’s initial studies, performed by

Huanqian, Kang-Kuen, Matt, and Kevin, essentially every available laser was sent through the

chamber simultaneously, and the frequency of one laser was tuned while monitoring for photodis-

sociation [82]. The survey scan found several transitions, all of which had intermediate states with

quantum number Ω = 0. Due to the large number of electronic states in HfF+ and the high degree

of mixing, particularly amongst excited states, J and Ω are expected to be the only good quantum

numbers for REMPD intermediate states. Some of the observed transitions appeared to follow a

vibrational progression with ωe ≈ 600 cm−1, some variation in relative coupling strength to 1Σ+

vs. 3∆1 was observed.
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Figure 6.1: Top view of the Generation 2 ion trap, showing the locations of REMPD lasers and the
imaging MCP detector. Space constraints prevent us from having perfectly σ±-polarized REMPD
lasers while also having Erot parallel to the MCP face for optimal imaging.
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Figure 6.2: (a) Energy levels and (b) qualitative 1st and 2nd photon absorption in REMPD, as
described in Section 6.1. One tunable UV laser drives a bound-bound transition in HfF+, and a
fixed UV laser drives the bound intermediate state into the continuum of dissociating states. The
absorption spectrum of the tunable UV laser is typical of bound-bound transitions in diatomics,
while the absorption of the second photon is a very slowly varying function of energy, determined
by the Franck-Condon overlap of the intermedate and final state wavefunctions (the reflection
approximation [61]).
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The Generation 1 REMPD scheme has the advantage of very high quantum efficiency, but

its drawback is excess noise arising from our grating-stabilized pulsed dye laser. The particular

variety of dye laser we use for REMPD lases on several longitudinal modes simultaneously, leading

to a spectral width on the order of 0.06 cm−1 or 1.8 GHz. Worse still is that the relative strength

of these longitudinal modes varies stochastically from one laser pulse to the next. We believe this

broad spectral width is the cause of excess noise we observe in our photodissociation yield. A

comparable situation was considered in a 1988 theory [56], where the authors considered the excess

noise that would be observed in the intensity of resonance fluorescence of an atomic vapor in the

presence of laser phase noise. Their model, shown in Fig. 6.3, qualitatively agrees with the behavior

of our observed excess noise as a function of the first REMPD laser detuning.

While in the Generation 1 eEDM measurement, this excess noise was undoubtedly present,

it was simply drowned out by the shot noise on our . 10 ions per experiment cycle. Now with

hundreds to thousand of detected Hf+ per cycle, excess noise has become impossible to ignore.

After struggling against this and other sources of noise for several months, we decided to pursue

a scheme for a differential measurement that had been floating around the lab for a few months:

oriented photodissociation. With a single-shot differential measurement of relative ion populations,

all noise arising from pulsed lasers (include ablation, ionization, and dissociation) becomes common

mode, and is greatly suppressed. In this chapter, I describe the implementation of this scheme,

which has been a resounding success.

6.2 Imaging photofragments & new ideas

In Fall 2017, led by Yuval, we implemented imaging of Hf+ ions via rapidly (. 500 ns)

switching off the high voltage bias on the phosphor screen in between the arrival times of Hf+ and

HfF+. Upon our first imaging of dissociation from 1Σ+, v = 0, J = 0, we observed a distinctive

dipolar pattern of the photofragments, shown in Fig. 6.4. Our immediate thoughts were along

the lines of “that’s cool” and “is that useful?” Some thought led us to the conclusion that it

might be possible for the orientation of the molecules set by Erot to be preserved through the
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(a)

(b)

Figure 6.3: (a) Observed excess noise as a function of first dissociation laser (“Cora”) detuning
from resonance. (b) Theoretical model of fluorescence of an atomic transition and excess noise in
photon counts as a function of laser detuning, using a phase diffusion model of laser linewidth, from
Ref. [56].
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photodissociation process, resulting in a distribution of photofragments that depended on the Stark

doublet, i.e., on MFΩ.

The initial outlook for the usefulness of this sort of oriented photodissociation seemed dis-

couraging, as we were under the impression that a simultaneous detection was of limited usefulness,

unless it was a simultaneous detection of both MF = ±3/2 states in the same Stark doublet. How-

ever, as discussed in Chapter 7, this is not the case. In fact, a simultaneous measurement of a single

MF state in both Stark doublets is extremely useful for removing excess noise due to ion creation,

state preparation, and photodissociation. Until fully appreciating this fact somewhat later, my

personal motivation for pursuing the theoretical development described in Section 6.3 was simply

that it was interesting.

The primary outcome of the theoretical and numerical investigation detailed in Section 6.3

was the conclusion that in order to attain this doublet-resolved photodissociation, we needed an

intermediate state for REMPD that had total angular momentum projection quantum number

|Ω| > 0. At that time, all observed intermediate states for photodissociation had |Ω| = 0; they were

the results of the investigation described in Refs. [82, 91]. To find at state with |Ω| > 0, we would

need to perform more survey spectroscopy. Embarking on several weeks of survey spectroscopy

can seem like a daunting task at the outset, and much of the delay between having this idea

and completing our survey scan was due to the discouraging prospect that we might not find any

states with the desired property. A further concern was the fact that the only practical direction

available for us to scan was towards lower total dissociation energy (a redder first photon), resulting

inevitably in lower-energy products and degraded radial resolution set by the finite temperature of

our ion cloud. The reason for this limitation is that the scans in Ref. [82] cover the spectral region

from frequency doubled 548 nm (∼ 36500 cm−1 ) to about 618 nm (∼ 32360 cm−1 ). Generating

shorter wavelengths than 548 nm with a dye laser necessitates pumping with 355 nm light, and

dealing with shorter dye degradation times – something we were not willing to do, as the eEDM

experiment is sufficiently bogged down by equipment maintenance as it is.

Fortunately, we received a push in the right direction from Prof. Tanya Zelevinsky from
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Figure 6.4: Imaged angular distribution of photofragments resulting from REMPD of HfF+ ions
initially in the 1Σ+ state, with the first transition tuned to the R(0), R(1), and P(1) rotational
lines in the left, middle, and right columns respectively. Average of about 25 shots. In the top row,
the 266 nm laser is horizontally polarized, while in the bottom row, 266 nm is vertically polarized.
This shows that the bound-to-continuum transition is perpendicular (∆Ω = ±1).
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Columbia University, who visited Jun’s group in Summer 2018. Her group has had considerable

success studying photodissociation of ultracold 88Sr2 [86], and her familiarity with the theory

provided us with confidence in an idea that we did not have much background knowledge on. She

felt strongly that the doublet-resolved dissociation should work, as our theory (and the semiclassical

approximation) predicted. Motivated by her expertise, we collected several thousand cm−1 worth

of spectra in Fall 2018, as described in Section 6.4.

6.3 Theory

After our initial observation of the dumbbell-like angular distribution of photofragments

resulting from dissociation of 1Σ+ molecules, we applied the well-established theory of photofrag-

mentation to address one central question: How does the angular distribution of photofragments

in the lab frame I(θ, φ) depend on the quantum numbers of the initial, intermediate, and final

states, and on the laser polarizations? As discussed in Section 2.1, the high Z of the Hf nucleus,

the presence of f-shell electrons in Hf, and the ionic nature of the Hf2+−F− bond led us to expect

that the high-lying and dissociating states of HfF+ are many in number and complex in structure.

We therefore do not expect to be able to make any predictions of the radial distribution of the

photofragments beyond the maximum value of their kinetic energy, which is set by the UV lasers’

wavelengths compared to the dissociation threshold.

Photofragment distributions are particularly pretty to look at, and they have been studied in

some detail since initial work by Zare and others in the 1960s, summarized in the review in Ref. [135].

Due to the very large multiplicity of possible interfering channels in a photofragmentation process,

the application of a fully quantum mechanical theory is quite complicated. This has motivated

quasiclassical expressions, which were explored in some detail for homonuclear molecules in recent

work from Prof. Tanya Zelevinsky’s group [85].

Because the theory side of photofragmentation I describe here is primarily motivational rather

than quantitative, I will make essentially every available approximation, retaining only what is

necessary to determine the requirements for orienting the photofragments. We begin with Eq. (7)
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of Ref. [10], and adapt it to describe the angular distribution of photofragments from a two-photon

dissociation process. We take our initial state to be a mixture of magnetic sublevels in a single

rotational level represented by a density matrix ρ, our intermediate states are denoted |JnΩnMn〉

where we fix Jn and Ωn, and our final states are denoted by a subscript f . We assume the final

state has a well-defined value of |Ωf | (the axial recoil approximation), but multiple J and M levels

are accessible. The resulting formula for the photofragment distribution is

I(θ, φ) ∝
∑
±|Ωf |

∑
J ′f Jf

∑
M ′F MF

DJf ∗MfΩf
(φ, θ, 0)D

J ′f
M ′fΩf

(φ, θ, 0)
√

(2J ′f + 1)(2Jf + 1)

∑
(ΩnMn)

∑
(Ω′nM

′
n)

∑
(ΩiMi)

∑
(Ω′iM

′
i)

〈JfΩfMf |T2 |JnΩnMn〉 〈JnΩnMn|T1 |JiΩiMi〉

×
〈
JiΩ

′
iM
′
i

∣∣T †1 ∣∣JnΩ′nM
′
n

〉 〈
JnΩ′nM

′
n

∣∣T †2 ∣∣J ′fΩfM
′
f

〉 〈
JiΩ

′
iM
′
i

∣∣ ρ |JiΩiMi〉 ,

(6.1)

where the parentheses under the summation signs indicate that this sum simply runs over magnetic

sublevels and parity doublet states within a single rotational level. Note that because REMPD is

able to resolve rotational levels of the initial and intermediate states, there is no summation over

Ji or Jn. The spherical tensor operators T1 and T2 represent electric dipole transition operators,

and their matrix elements are given by

〈
J ′Ω′M ′

∣∣ (−D · E) |JΩM〉 = −
∑
p

(−1)p E−p (−1)M
′−Ω′

 J ′ 1 J

−M ′ p M



×
∑
q

 J ′ 1 J

−Ω′ q Ω

√(2J + 1)(2J ′ + 1)Dq,

(6.2)

where E−p should be replaced with the appropriate components for the corresponding dissociation

laser polarization.

In this treatment, I have not included nuclear spin. However, as long as we are primarily

interested in the angular distribution created by a single |JiΩiMi〉 or an incoherent mixture of the

same Mi and opposite Ωi (and thus opposite Stark doublet), the angular distribution will be the

same as if we were considering a single |FΩMF 〉 level including nuclear spin. Alternatively, if the

hyperfine structure is not resolved by the first dissociation laser (which is the situation in the HfF+
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eEDM experiment), then we can simply trace over the nuclear spin degree of freedom to obtain the

matrix elements of the density matrix 〈JiΩ′iM ′i | ρ |JiΩiMi〉, as discussed in Ref. [10].

In late 2017, I implemented Eq. (6.1) in Matlab in order to generate simulated angular

distribution images 1 . The adjustable parameters when generating an angular distribution are the

initial, intermediate, and final state quantum numbers |Ωi|, Ji, |Ωn|, Jn, and |Ωf |; the REMPD laser

electric fields E1,2; and the rotating electric field Erot, which sets the quantization axis with respect

to which we define the density matrix elements. In the rotating wave approximation, and since the

intensity distribution is unnormalized (so the magnitude of E does not matter), the electric fields

of the lasers can simply be represented as complex unit vectors similar to Jones vectors [58]. For

example E = (X̂ + iŶ )/
√

2 represents a circularly polarized laser propagating along Ẑ. For the

transition dipole matrix elements, the choice of |Ω| for each of the initial, intermediate, and final

states sets ahead of time whether a given transition is parallel or perpendicular, and we can simply

set q = Ω′ − Ω and Dq = 1 in Eq. (6.2). In order to reduce the enormous multiplicity of possible

channels [suggested by the number of summation symbols in Eq. (6.1)], I first eliminated possible

combinations of quantum numbers that would be zero by standard selection rules such as angular

momentum conservation in 3j symbols. I then evaluated Eq. (6.1), with the summations essentially

restricted to the nonzero channels.

Figure 6.6 shows simulated photofragment angular distributions arising from REMPD of

1Σ+, generated using Eq. (6.1). I show photofragment distributions for a selection of REMPD

rotational lines with Ωn = 0 and |Ωf | = 1, which is the choice of intermediate and final Ω that

shows good agreement with our experimental observations. In all of the images in Fig. 6.6, I

calculated the distribution for an incoherent mixture of initial magnetic sublevels Mi in order to

match our experimental conditions immediately after REMPI of HfF to form HfF+ in the ion trap.

1 Strictly speaking, I implemented a simulation that was equivalent to Eq. (6.1) but not exactly the same. In order
to account for nuclear spin, I simulated the first transition using a master equation approach for the bound-bound
system. I then traced over nuclear spin degrees of freedom and applied Eq. (7) of Ref. [10] for the bound-continuum
transition. The problem with this implementation is that if the first transition is completely forbidden (for example
due to poor choice of laser polarization), the intermediate state will remain empty. Then since I renormalized the
intermediate state wavefunction for the bound-continuum transition, the results would essentially be junk. In a more
recent implementation, I used Eq. (6.1) directly, which gives the same results in all situations where the first transition
is allowed.
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|Ωi| |Ωn| |Ωf | Line |ΩiMi〉 ε1 ε2 I(θ, φ)

0 0 1 R(0) Mixed σ± π sin4 θ cos2 φ

P(1) sin2 θ

1 2 3 R(1) |−1, 1〉 σ+ σ+ sin12(θ/2)

|1, 1〉 cos12(θ/2)

1 2 1 R(1) |−1, 1〉 σ+ σ− sin12(θ/2)

|1, 1〉 cos12(θ/2)

1 1 1 Q(1) |−1, 1〉 π π cos2 θ sin4(θ/2)

|1, 1〉 cos2 θ cos4(θ/2)

Table 6.1: Selected analytical expressions for the angular distribution of photofragments, resulting
from Eq. (6.1). In the oriented cases |Ωi| > 0, Erot is directed along θ = 0. The laser polarizations
ε1,2 are represented in standard atomic notation, and σ± = σ+ + σ−, with the quantization axis
set by Erot as shown in Fig. 6.5. Note that the angular distributions are unnormalized.

Figure 6.5: Examples of possible laser polarizations for oriented REMPD. Note that due to the
availability of optical access in our vacuum chamber and the location of the ion detector, not all
configurations of lasers and quantization axis (set by Erot) are practical.
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Apart from the aspect ratio, which is set by the relative trap secular frequencies and the time

between dissociation and detection, the results match our experimental observations in Fig. 6.4

qualitatively very well.

Figure 6.7 shows simulated photofragment distributions arising from REMPD of oriented pop-

ulations 2 in the stretched magnetic sublevels of 3∆1, J = 1. The selection of transitions shown

illustrates the main finding of this theoretical investigation, which is that an oriented photofrag-

ment distribution can only be obtained when |Ωn| > 0. By eye, the theoretically “most oriented”

distribution is obtained when |Ωn| = 1, |Ωf | = 1, and REMPD is performed on the Q(1) line.

However, as shown in Fig. 6.8, this distribution in fact has a small amplitude for photofragments

to be ejected in the “wrong” hemisphere. If we define the doublet contrast as

K =

∣∣∣∣N1 −N2

N1 +N2

∣∣∣∣ (6.3)

where N1,2 are

N1 =
N

4π

∫ 2π

0

∫ π/2

0
I(θ, φ) sin θ dθ dφ, N2 =

N

4π

∫ 2π

0

∫ π

π/2
I(θ, φ) sin θ dθ dφ,

then we find a theoretical maximum value of 15/16 ≈ 0.94 for the |Ωf | = 1 case. Experimentally,

Q branch transitions are problematic because they are likely to be contaminated with background

from population in higher J levels. The recipe for the overall best contrast in dissociation of 3∆1

(albeit by a slim margin) is to use the R(1) line of a transition where |Ωn| = 2 and |Ωf | = 1 or 3,

attaining a theoretical value K = 63/64 ≈ 0.98. In reality, of course, there are other factors that

go into the choice of an intermediate state for oriented photodissociation, which are discussed in

the next section.

6.4 Survey spectroscopy

In Fall 2018, we decided to pursue oriented photodissociation in HfF+, and therefore we had

to perform survey spectroscopy in order to find an appropriate transition. Our search was subject

2 By “oriented populations,” I mean a pure quantum state with a well-defined orientation of the Hf and F nuclei
in the laboratory frame.
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Figure 6.6: Simulated photofragment angular distributions resulting from REMPD of HfF+ in the
1Σ+ electronic state in an incoherent mixture of all magnetic sublevels, calculated using Eq. (6.1).
The black and red lines in the top right indicate the polarization of the first and second dissociation
photons, respectively. Three views are shown for each distribution to give a sense of the 3D shape.
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Figure 6.7: Simulated photofragment distributions resulting from REMPD of HfF+ in the 3∆1

electronic state, with opposite Stark doublets populated. The blue and red lines in the top right
indicate the polarization of the first and second dissociation photons, respectively, while the thick
black arrow indicates the direction of Erot. Oriented distributions are obtained only when Ωn 6= 0.
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Figure 6.8: Comparison of theoretical oriented photofragment distributions I(θ) for REMPD tran-
sitions Ω = 1 → 2 → 1 and Ω = 1 → 2 → 3, each with the corresponding optimal polarizations.
Initial population is only in one Stark doublet. Expressions are listed in Table 6.1, lines 4 and
8. In the case Ωf = 1, an additional lobe of photofragments appears on the “wrong” hemisphere,
reducing the attainable contrast.
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to several constraints, some of which were self-imposed: Firstly, the second photon must be either

266 nm, or have the same frequency as the first. This is because 266 nm is the highest energy photon

we can straightforwardly produce with our existing lasers, and we would like the photofragments to

have as much kinetic energy as possible, both for the purposes of spatially separating the oriented

photofragments in time of flight, and to decrease the probability of predissociation. Secondly, the

first photon, which drives a bound-bound transition in HfF+, must be a wavelength that we can

produce with our Sirah Cobra-Stretch dye laser, pumped with 532 nm light from our Spectra-

Physics LAB-170 pulsed YAG. Thus, it must lie between 274 nm (∼ 36500 cm−1 ) and about

380 nm (∼ 26300 cm−1 ). The region from 274 nm to 309 nm (∼ 32400 cm−1 ) was surveyed by

Matt Grau, Huanqian Loh, Kevin Cossel, and Kang-Kuen Ni in Refs. [82, 91] with no |Ωn| > 0

transitions found, so this left us only with the region 26300-32400 cm−1 to search.

Aside from the technical requirements, there are other qualitative features that are desirable

in an oriented REMPD transition. The most obvious is strength: We would like the largest sig-

nal possible, and we are restricted to a single dissociation laser pulse in order to image oriented

photofragments. Thus, the strongest transition is desirable. Unfortunately, this desirable property

runs counter to the necessity of scanning at a lower first photon energy than had been done in

Ref. [91], because a lower energy bound-free transition will result in a higher probability of pre-

dissociation. The effects of total dissociation energy on the strength and angular distribution of

a REMPD transition are shown in Figure 6.9. In red, a low energy above threshold results in a

higher probability of predissociation and radiative decay back to bound states and thus a weaker

transition, as well as lower kinetic energy of the photofragments. A higher energy above threshold

(green) results in a stronger dissociation transition, as more kinetic energy is gained by the nuclei

before they encounter an avoided crossing and have the potential to undergo radiative decay. An

additional qualitative feature of REMPD transitions shown in Fig. 6.9 is the possibility of multiple

dissociation channels resulting in different kinetic energies of the products, and potentially even

different angular distributions.

Before beginning survey scans, we had to implement a frequency doubling and pointing
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Imaged distribution

Figure 6.9: Schematic potential energy curves showing the effect of total dissociation energy on
photofragment distributions. Red: low energy above threshold results in a high probability of
radiative decay. Green: high kinetic energy results in a lower probability of radiative decay. Differ-
ent energies above threshold may also result in multiple dissociation channels becoming available,
resulting in concentric rings of photofragments.
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Figure 6.10: Schematic layout of the frequency doubling and pointing compensation setup for
the Cobra-Stretch dye laser, which provides the first UV photon for REMPD. The first rotation
stage optimizes the phase matching of the BBO for UV production, while the second rotation
stage compensates for changes in beam pointing due to the BBO rotation. Abbreviations: BBO, β-
barium borate crystal; RS, rotation stage; W, wedged pickoff; F, UV-passing filter; PD, photodiode;
DCR, dichroic mirror.

compensation setup for the Cobra-Stretch dye laser (Cora), which is approximately equivalent

to the commercial autotracker we have for the PrecisionScan dye laser (Bertha). This setup is

shown schematically in Fig. 6.10. Visible to NIR light produced by the dye laser is sent through a

BBO crystal mounted on a rotation stage (RS) to produce UV light. A wedged glass pickoff (W)

and photodiode (PD) with a UV-passing filter positioned close to the BBO detects the UV light,

providing information on the optimal angle of the BBO. A second pickoff and photodiode positioned

close to the experiment provides information on the UV pointing, which is fed back to the angle

of a Pellin-Broca prism (PB) mounted on a second rotation stage. All feedback is performed in

a Labview script of the “state machine” type described in Matt Grau’s thesis [49] running on a

control PC (Pikachu). While in principle the photodiodes and rotation stages could be used in a

closed-loop control system to servo Cora’s UV fluence being provided to the experiment, we found

it more useful and straightforward to create a lookup table of BBO and PB angles versus Cora

wavelength, then use that lookup table during the scan. The procedure for calibrating the angles

is as follows:

(1) Go to the next Cora resonator position in the scan.
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(2) Perform a 1D scan of the BBO angle and find the maximum UV energy measured by PD1.

Go to this angle with the BBO.

(3) Perform a 1D scan of the PB angle and find the maximum UV energy measured by PD2.

Go to this angle with the PB.

(4) Record the wavelength as measured by the Bristol wavemeter, as well as the two rotation

stage angles.

We found that the positions of the rotation stages were sufficiently repeatable and the pointing of

the vis-NIR light from the dye laser was sufficiently stable that a single coarse scan over the lasing

range of a dye would remain valid essentially indefinitely (months and counting), requiring only

occasional small adjustments to the pointing of the fundamental light into the BBO.

We performed REMPD scans over the 26300-32400 cm−1 range using Rhodamine 640, Pyri-

dine 1, Pyridine 2, and Styryl 8 dyes3 . An approximately 800 cm−1 region from 30000-30800 cm−1

was inaccessible with these dyes, and would only have been accessible with DCM dye in DMSO

solvent, which we were hesitant to use due to the dye’s probable carcinogenic nature [132] and the

propensity of DMSO solvent to transport dye molecules through the skin [63]. Figure 6.11 shows

the raw survey spectroscopy data from the coarse scans, which were performed at a resolution of

about 0.2 cm−1 . We performed three main “chops” to distinguish transitions originating from dif-

ferent low-lying states of HfF+: dissociation products in the “ionization only” chop can arise only

from the 1Σ+, v = 0 state, as our REMPI process is vibronically selective by energy conservation.

In the “754 nm” chop, we applied cw laser light to drive the 3Σ−
0+ ← 1Σ+ (0, 0) transition for a

few tens of milliseconds, causing population to decay into excited vibrational levels of 1Σ+ and 3∆1

with a slight preference for 1Σ+, which can subsequently be photodissociated. In the “961 nm”

chop, we applied cw light to drive the 3Π0+ ← 1Σ+ (0, 0) transition, which leads to decay primarily

to the 3∆1 state, albeit to multiple vibrational levels as dictated by Franck-Condon factors (see

Ref. [28], Table 5.7).

3 These are Sirah Lasertechnik brand names for dyes. Their proper chemical names are much less concise.
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Figure 6.11: REMPD survey spectroscopy of HfF+ in the 26000-32500 cm−1 region for the first
photon. The second photon wavelength is 266 nm for all observed transitions.
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For all of the strong transitions we observed in the coarse REMPD survey scans, we performed

fine scans in order to identify the Ω value of the intermediate state. For transitions originating

from 1Σ+, we know that the only possible values of |Ωn| were 0 and 1, so we needed only to look

for a Q branch in the rotational band to identify the character of the intermediate state. For

transitions originating from 3∆1, we identified |Ωn| by optical pumping from 1Σ+ using the 961 nm

laser (Toptica) driving the 3Π0+ ← 1Σ+ (0, 0) transition to populate the lowest rotatioal levels

of 3∆1. The lowest allowed value of J is Ω, so if Ωn = 0, 1, or 2, there should be 3, 2, or 1

line(s), respectively, visible in the dissociation spectrum of 3∆1, J = 1. Successively more lines

become visible if 3∆1 is populated via the P(1), R(1), or R(2) lines of the 3Π0+ ← 1Σ+ (0, 0) band.

Figure 6.12 shows this process for a transition to an Ω = 2 state observed at a first dissociation

photon energy ≈ 27752 cm−1 .

A table of observed dissociation transitions and their Ω values (where identified) is given

in Table D.1 in Appendix D. The most important results of our search are an Ω = 2 transition

at 27137 cm−1 and an Ω = 1 transition at 26516 cm−1 both originating from 3∆1, v = 0. Also

important is an Ω = 1 transition at 27154 cm−1 originating from 1Σ+, v = 0, which is useful for

diagnostic purposes, for example for checking the efficiency and timescale of our microwave and

optical pumping-based transfer scheme.

6.5 Imaging oriented photodissociation

Having performed survey spectroscopy and found a few candidate REMPD transitions for

oriented detection, we then had to attempt to observe oriented photofragments, and find the set

of experimental parameters that provides the best separation of the Stark doublets for eEDM

spectroscopy. In contrast to the conditions in the experiments described in Ref. [85] and other

works from the Zelevinsky lab, our molecules are not particularly cold or tightly confined. As a

result, the effects of finite temperature may degrade our ability to resolve the Stark doublets.

Photodissociation imparts the Hf+ molecules with a momentum kick with an angular prob-

ability distribution given by I(θ, φ) of the form discussed in Section 6.3. Thus at zero elapsed
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Figure 6.12: Identification of the Ω value of a REMPD intermediate state by selective population
of 3∆1 through 3Π0+ . Part (a) shows the trajectories of population through rotational levels of
electronic states, while part (b) shows the resulting REMPD spectrum. A single strong line when
populating on the P(1) line with 961 nm indicates that this is an Ω = 2 transition.
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time after REMPD, the ion cloud (now composed of HfF+ + Hf+) would be indistinguishable from

the distribution before dissociation. In theory, to observe I(θ, φ), we should wait a time π/(2ωsec)

where ωsec is the trap secular frequency (assumed isotropic). In reality, however, the trap secular

frequencies are not typically isotropic, and the travel time of the ion cloud to the imaging MCP

detector is not infinitesimal compared to a trap secular period. Furthermore, we need to temporally

separate Hf+ from HfF+ by ≈ 1 µs in order to image only Hf+ and prevent contamination of our

images by a HfF+ background. Thus, the optimal imaging of Stark doublets could not be “dialed

in,” and involved some searching in the parameter space spanned by the time of dissociation, the

phase of the trap rf, and the duration and strength of the kick to the imaging MCP.

The Imaging MCP kick settings were set roughly by hand in order to temporally resolve Hf+

and HfF+, and the timing of dissociation was scanned (via serial communication with the DDG

controlling Olga’s flashlamps and Q-switch) to find the maximum contrast, as shown in Fig. 6.13.

The fact that the asymmetry plateaus for a range of Cora delay while the number of counted Hf+

ions is not depleted indicates that we have overcome the limitation set by the ion cloud’s initial

size and temperature, and are instead limited by some other factor setting our doublet contrast. A

reduction of the number of counted Hf+ accompanied by a plateau of the contrast would indicate

that we are losing Hf+ ions off the side of the detector.

Figure 6.14 shows images of photofragment distributions resulting from REMPD of the upper

and lower Stark doublets using the transition at 27137 cm−1 . Conditions in these images in terms

of energy resolution are about as good as we could achieve. Two distinct radii of photofragments

are visible, showing that (at least) two channels are populated by the 266 nm dissociation transition

– a possibility described in Fig. 6.9. The inner radius (lower energy) photofragments have a much

less shell-like and more spherical appearance, which is likely a result of the convolution of the finite

initial ion cloud size and temperature with the kick imparted by photodissociation.
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Figure 6.13: Left-right asymmetry K of oriented photofragments as a function of dissociation laser
timing. The offset of the horizontal axis is arbitrary; the fall of trap time occurs around 30 µs. The
flat sections indicate that our peak asymmetry is no longer limited by the ion cloud temperature.

Figure 6.14: Images and integrated distributions of upper and lower Stark doublets using the
oriented REMPD transition at a first photon wavelength of ∼ 27137 cm−1 .
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6.5.1 Doublet depletion

Our first studies of oriented dissociation were performed using our old “semi-coherent” Ra-

man transfer with Stella (899.7 nm) and Toptica (tuned to 986.4 nm), where we can selectively

populate a single Stark doublet. While this technique is good for populating only one doublet, it

is not particularly good for attaining high signal-to-noise. Subsequently, we were able to produce

population in a single doublet by first populating all of 3∆1 by optical pumping, then performing

our 1083 nm MF pumping to push all of the 3∆1 population to the same MF level in both Stark

doublets, and finally depleting one doublet using an 814.5 nm beam tuned to the 3Σ−
0+ ← 3∆1 (0, 0),

Q(1) transition (Fig. 6.15a). This doublet depletion beam is picked off from the 814.5 nm depletion

laser and sent along the −Ẑ direction via the breadboard above the chamber in order to avoid

the Doppler shifts caused by the RF trap and Erot. At early trap time, our Doppler FWHM is on

the order of 40 MHz, so with Erot ≈ 60 V/cm, the Stark separation of ∼ 110 MHz allows us to

selectively deplete either the upper or lower doublet.
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Figure 6.15: Laser depletion of Stark doublets to verify orientation-selective dissociation and to
measure the doublet contrast K. A portion of the 814.5 nm light usually used for strobed MF

depletion is picked off and applied vertically down the trap axis to attain the minimum Doppler
width of about 40 MHz. While π polarization is shown in (a), the laser does not in fact have a
well-defined polarization with respect to the quantization axis set by Erot, so which MF levels are
depleted is set by energy alone. (b) Observed reduction in 3∆1 dissociation yield as a function of
814.5 nm laser detuning, showing population depletion of each Stark doublet.



Chapter 7

Generation 2 eEDM signal

In the Generation 2 eEDM measurement with HfF+, we have made significant improvements

to our signal size, at the cost of increased complexity of analysis. In addition, with our increased

signal size, sources of excess noise are no longer drowned out by the shot noise on Hf+. As a result,

we will need to be much more quantitative in our understanding of sources of excess noise and

systematic effects arising from incorrect signal parameterization. In this chapter, I provide some

preliminary thoughts in the direction of signal parameterization for Generation 2, consider the

fundamental limits to our measurement precision, and estimate our statistical sensitivity based on

present performance and known sources of excess noise. These ideas are by no means complete, and

I hope they will simply contribute as a jumping off point for what will certainly be a challenging

analysis.

7.1 Center cut

In our Generation 1 eEDM experiment with HfF+, we would intentionally populate only one

Stark doublet at a time, and our analysis in fact relied on this assumption to the extent that we had

to include a “doublet contamination” systematic to account for spurious population in the “wrong”

Stark doublet (See supplemental material of Ref. [16]). Now in our Generation 2 measurement, we

are populating both Stark doublets by design, and doublet contrast K is never perfect. As a result,

our analysis must take into account the doublet contamination that will always be present, in order

to prevent a host of dangerous systematic effects.
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Figure 7.1: Effect of a central signal cut on doublet contrast K, signal size N , and frequency
sensitivity K

√
N . The horizontal axis is the width of a rectangular region, centered around Y = 650

pixels in Fig. 6.14. The lines K
√
N and N are normalized to 1 at zero cut pixels.

One step we can take in the early stages of data processing to suppress the effects of finite

doublet contrast is to make a signal cut in the region of our Hf+ images where an ion has ap-

proximately equal probability of belonging to either Stark doublet, and so cannot meaningfully

contribute to a doublet-odd signal such as the eEDM. Such a cut must be made after many images

are collected at different Ramsey times, so that averaged over all images, the doublet populations

will be very nearly equal. We can then average together all images and take the center of mass

in order to find the central Y value, Y0. We then reprocess each image, throwing away ion counts

that occurred within a band |Y − Y0| ≤ Ycut/2. The remaining ion counts N , doublet contrast

K, and sensitivity K
√
N resulting from this “center cut” procedure is shown in Fig. 7.1. A center

cut of about 60 pixels results in a slight increase in eEDM sensitivity, but the doublet contrast K

increases significantly. To suppress systematic effects, we will likely want to cut even more than

the value of Ycut that gives the highest sensitivity.

7.2 Parameterizing the eEDM signal

In order to fit our Ramsey fringes and extract an eEDM signal, we need to develop a param-

eterized model of the fringes’ functional form. Just as in Generation 1, the population in each of
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the MF levels after the Ramsey sequence can be parameterized as

Na/b =
N0 e

−Γt

2

(
1∓ Cue−γt cos Φu ±Ou

)
,

Nc/d =
N0 e

−Γt

2

(
1∓ Cle−γt cos Φl ±Ol

)
,

(7.1)

where t is the Ramsey time, Γ ≈ (2 s)−1 is the 3∆1 decay rate, γ is the spin coherence decay rate,

Cu/l is the fringe contrast, N0 is the initial Ramsey-phase-averaged ion number, and Φu/l is the

Ramsey phase. I have allowed some parameters to have a doublet dependence (for example Cu/l),

but kept others such as γ and N0 with only an average value. The ion numbers in each state from

Equation (7.1) can also be expressed in the form

Na = Nt pu, Nb = Nt (1− pu), Nc = Nt pl, Nd = Nt (1− pl) (7.2)

where Nt = N0 e
−Γt, which more clearly expresses the fact that the Ramsey experiment has a

binomially distributed outcome.

At this stage, our finite doublet contrast presents a complication: we cannot directly detect

the populations Nabcd, but only mixtures Na/c and Nb/d. I will refer to the detected ion number

mostly consisting of state a with an uppercase subscript NA, and similarly for the other states.

Using our existing definition of the doublet contrast from Eq. (6.3), the detected number in each

of these populations is

NA/B =

(
1 +K

2

)
Na/b +

(
1−K

2

)
Nc/d

NC/D =

(
1−K

2

)
Na/b +

(
1 +K

2

)
Nc/d

(7.3)

From each of these populations, we form an asymmetry A = ±(2N/Nt − 1), where Nt = N0 e
−Γt,

and the upper and lower signs depend on the sign of the nominal MF of the state detected. The

asymmetries resulting from states in the same Stark doublet are nominally equal, so we are left

with two asymmetries that are each a sum of interference fringes of the form familiar from our

Generation 1 eEDM measurement, ∼ −Ce−γt cos Φ +O, with weights (1±K)/2. We then separate

the contrast, offset, and phase into their doublet-even and doublet-odd parts, e.g. Cu/l = C0 ± CD,
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Figure 7.2: Typical appearance of doublet-even and doublet-odd asymmetry signals. The peak-to-
peak value of A0 is C (with a typical value of ∼ 0.8) in the present parameterization, while the
peak-to-peak value of AD is CK, where K has a typical value of ∼ 0.75. I have reduced the value of
f0 to 15 Hz to more clearly show the Ramsey fringe, and I have taken fD = 0.33 Hz. Here I have
neglected decoherence and set γ = 0.

and rearrange the asymmetries to the doublet-even and doublet odd forms,

A0 = C0e−γt cos Φ0 cos ΦD − CDe−γt sin Φ0 sin ΦD +O0,

AD = CDKe−γt cos Φ0 cos ΦD − C0Ke−γt sin Φ0 sin ΦD +KOD.
(7.4)

With a parameterized model for our Ramsey signal, we can investigate the effects of fundamental

and technical noise sources, and develop a data collection scheme to extract a quiet measurement

of ΦD, which contains the eEDM signal.

7.3 Limits to precision

The form of the doublet-even and -odd asymmetries given in Eq. (7.4) is somewhat hairy, and

error propagation on these expressions will quickly become a mess. In this section, I will step back

from a full error propagation calculation to think about the limits to the precision of a basic Ramsey

measurement 1 . I then investigate the effects of some realistic experimental imperfections such

as noisy particle number, and finite and noisy state preparation and detection efficiency. These

simpler situations will introduce standard mathematical tools for propagation of uncertainties,

1 Strictly I will be discussing the standard quantum limit (SQL), which is less fundamental than the Heisenberg
limit. Experiments that do not utilize spin-spin correlations cannot beat the SQL.
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identify some reasonable approximations we should make in subsequent calculations, and highlight

the ways in which experimental imperfections limit our precision.

7.3.1 Noise in an ideal Ramsey experiment

For experiments on single trapped atomic ions, where essentially an infinite number of photons

can be scattered from a trapped ion and its presence in the trap can be determined with extremely

high fidelity, the fundamental limit to the measurement of a quantum phase is quantum projection

noise. Quantum projection noise for a single trapped ion is the variance in the number of “successes”

(say, finding the particle in the state |a〉) for a given number of trials N ,

E (Na) = Np, Var (Na) = Np(1− p), (7.5)

where E () and Var () denote the expectation and variance, p = cos2(φ/2) is the probability of

finding the state |a〉 after a Ramsey sequence that starts in |b〉, and where φ = ωt is the quantum

phase evolved between states |a〉 and |b〉.

Of course, N repeated Ramsey experiments on a single particle is equivalent to one Ramsey

experiment on an ensemble of a fixed number of particles N , where both Na and Nb can be

measured with perfect fidelity. In this situation, if we to form the asymmetry (sometimes also

called the polarization or the visibility) A = (Na −Nb)/(Na +Nb), we would find

A = 2p− 1 = cosφ, Var (A) =
4p(1− p)

N
=

sin2 φ

N
. (7.6)

In an experiment where we would like to measure an energy splitting ~ω = ∆E with the highest

precision possible, we should repeat trials with the Ramsey time t chosen so that E (φ) = π/2. (This

fact is fairly intuitive, but it is also discussed in the context of maximum likelihood estimation in

Ref. [133]). At φ ≈ π/2, the variance of the asymmetry is Var (A) ≈ 1/N , leading to Var (φ) = 1
N .

In the case that the Ramsey fringe has imperfect contrast characterized by 0 < C < 1, we simply

obtain Var (φ) = (C2N)−1. The variance on φ leads to an uncertainty on ω and thus and uncertainty

on the measured energy ∆E,

Std (∆E) =
~

Ct
√
N
. (7.7)
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Figure 7.3: Mean and standard deviation of the asymmetry for a single experimental trial with
n = 10 particles and perfect detection efficiency. The behavior of the standard deviation as a
function of Ramsey phase φ is characteristic of quantum projection noise.

This result is known as the standard quantum limit or the quantum projection noise limit, and

can be beaten by techniques such as spin squeezing, which take advantage of correlations between

particles [14].

7.3.2 Varying particle number

In contrast to the situation in experiments with one or a few trapped atomic ions, our state

detection on the HfF+ eEDM experiment is destructive, and we must produce a new sample with

every experimental cycle. The number of ions we create and trap is probabilistic, and has an

unknown distribution. In the most optimistic scenario, where we produce molecules from a much

larger sample with a small probability, we should expect N ∼ Poisson
(
N
)
. However, due to

a variety of factors including fluctuations in ionization laser intensity and frequency, we instead

observe a distribution that can be approximated as a Gaussian with a mean E (N) = N and

variance Var (N) = N + (αN)2. We refer to the parameter α as “fractional noise,” and it typically

takes a value between 0.2 - 0.4 for our HfF+ creation.

We might want to ask how a varying particle number affects our ability to reach the quantum

projection noise limit Var (φ) = 1/(C2N). In particular, investigating this question will introduce

several useful concepts, which we can then apply to questions of how more complex and realistic

effects affect our measurement noise on the HfF+ eEDM experiment. When N is a random vari-
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able, the number of particles ending up in state |a〉 can be thought of as a sum over N independent

Bernoulli distributed variables di, where i runs from 1 to N . For a Bernoulli variable with prob-

ability p, we have E (di) = p and Var (di) = p(1 − p). The total number of particles ending up in

state |a〉 and |b〉 is Na/b =
∑N

i=1 di, but now N is also a random variable. We can evaluate the

mean and variance of Na/b using Wald’s lemma and the law of total variance [12],

E (Na) = E

(
N∑
i=1

di

)
= E (N) E (d) = Np

Var (Na) = E (Var (Na|N)) + Var (E (Na|N)) ,

= Np(1− p) + p2Var (N)

(7.8)

where the vertical bar notation in E (Na|N) means “the expectation of Na conditional on a fixed

value of N .” The law of total variance is used when random variables depend on the values of other

random variables: the total variance of Na depends on the fact that it is a Binomially distributed

variable in its own right, and would have a variance Np(1−p) for a fixed value of N – this accounts

for the first term in Eq. (7.8). The second term arises from the random variation in N . Similarly,

the total variance on Nb is

Var (Nb) = Np(1− p) + (1− p)2Var (N) , (7.9)

where 1− p has replaced p since particles that are not projected onto state |a〉 end up in state |b〉.

When calculating the asymmetry, it’s therefore also important to consider the covariance between

the populations in state |a〉 and |b〉, which we can do with the law of total covariance,

Cov (Na, Nb) = E (Cov (Na, Nb|N)) + Cov (E (Na|N) ,E (Nb|N)) .

= −Np(1− p) + p(1− p)Var (N) .

(7.10)

The first term in Eq. (7.10) is the covariance of successes and failures in a binomial, and is negative

because of the inherent anticorrelation between Na and Nb.

Now, armed with expressions for the means, variances, and covariance of Na and Nb in terms

of the ion number and projection probability, we can express the variance of A similarly. Strictly

speaking, A is a ratio of random variables and follows a ratio distribution, which has fairly nasty
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properties [66, 76]. Provided N is large enough, we can approximate Var (A) with a Taylor series

expansion, obtaining

Var (A) ≈ 4N
2
aVar (Nb) + 4N

2
bVar (Na)− 8NaN bCov (Na, Nb)

(Na +N b)4
. (7.11)

Substituting in our expressions from Eqs. (7.8) to (7.10), we again find the same result as Eq. (7.6),

Var (A) = 4p(1 − p)/N . Thus we see that measuring the populations of states |a〉 and |b〉 simul-

taneously in an idealized experiment allows for normalization of fluctuations in particle number,

even in the presence of excess noise on ion production.

What if we cannot simultaneously detect states |a〉 and |b〉 in a single experimental cycle? In

this case, the ion number is essentially uncorrelated from one experimental cycle to the next, and

we can take Cov (Na, Nb) = 0. We will no longer have the favorable cancellation of excess noise

that we had due to the covariance in Eq. (7.11), and instead we get

Var (A) =
4p(1− p)

N
+ 8α2p2(1− p)2 =

sin2 φ

N
+
α2 sin4 φ

2
. (7.12)

While the first term decreases with increasing N , the second term is independent of N and thus

represents a limit to measurement precision. We see that if we cannot simultaneously measure both

spin states in order to normalize away ion number noise, the fractional noise will become dominant

when (αN)2 � 2N , which for our typical values of α ≈ 0.3 occurs by about N ≈ 50. While in

the Generation 1 eEDM experiment with HfF+ we had N . 10 so that quantum projection noise

was dominant, in the Generation 2 experiment with N & 500, excess noise will easily dominate.

Figure 7.4 shows the behavior of the signal-to-noise ratio (SNR) 1/σA as a function of N (assuming

perfect contrast).

One aspect of Eq. (7.12) worth mentioning is that even in the limit α→ 0, we have required

two separate experimental cycles to obtain a measurement of A. We can no longer think of N

as the number of particles detected in a single experiment cycle; rather it is the average number

detected in two experimental cycles. To obtain the same number of measurements of A, we must

run the experiment for twice as long.
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Figure 7.4: Signal-to-noise ratio (SNR) of a Ramsey phase measurement as a function of particle
number, in the case where both spin state populations cannot be measured simultaneously. In the
presence of excess noise α, the SNR approaches a constant value with increasing signal.
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7.3.3 State preparation and detection efficiency

In Sections 7.3.1 and 7.3.2, we considered an experiment with perfect state preparation and

detection efficiency, but in Section 7.3.2 allowed the particle number to be a random variable. What

are the effects of finite state preparation and detection efficiency? We should expect that finite

state preparation efficiency behaves in the same way as ion creation, since our only mathematical

description of ion production so far has been to assign a mean N and variance N + (αN)2 to the

number of particles taking part in the Ramsey sequence. Indeed, this is the case: if we begin

with our excessively noisy ion creation and follow this with a state preparation step with efficiency

pT (with subscript T alluding to transfer to the 3∆1 state), we can use the law of total variance

to obtain the mean and variance of the number Nu of molecules that participate in the Ramsey

sequence in the upper Stark doublet,

E (Nu) = NpT ≡ NT

Var (Nu) = NpT (1− pT ) + p2
TVar (N) +N

2
Var (pT )

= NT +N
2
T

(
α2 +

Var (pT )

p2
T

)
= NT + (αTNT )2,

(7.13)

where in contrast to the previous two sections, I have now allowed the probability of transfer pT to

have a variance, which could arise from laser intensity or frequency noise. In the last line, I have

defined a new effective ion number NT and a new fractional noise parameter α2
T = α2+Var (pT ) /p2

T .

Evidently, adding a binomial state preparation step has not changed the general characteristics of

our ion number distribution, but has only reduced the mean ion number by its efficiency and added

in quadrature to the fractional noise parameter. Thus, from now on we can lump together all ion

creation and state preparation processes, and just take the number of ions participating in the

Ramsey sequence to have a mean N and variance N + (αN)2, as in the previous two sections.

What about a finite (and potentially varying) detection efficiency pdet? We can start here

with Eqs. (7.8)-(7.10), and investigate the variance on the asymmetry calculated from Ndet
a and

Ndet
b , the detected ion numbers in states |a〉 and |b〉. Again using the law of total variance, and
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continuing under the assumption that Na and Nb can only be measured on separate experimental

trials, we find

Var (A) =
4p(1− p)
Npdet

+ 8p2(1− p)2

(
α2 +

Var (pdet)

p2
det

)
, (7.14)

where as before, p = cos2(φ/2) is the probability of projection onto state |a〉. Thus in the case that

Na andNb can only be detected on separate trials, finite and noisy detection efficiency has essentially

the same effects as state preparation efficiency: it reduces the effective number of particles that

participate in the Ramsey experiment through the denominator Npdet, and it contributes to excess

noise that is independent of N .

7.3.4 Thoughts on “the QPN limit”

In experiments with optical cycling, the effects of finite detection efficiency can be overcome,

and it is possible to achieve σφ = (C
√
N)−1 even without collecting every photon emitted by the

atoms or molecules, where N is the number of particles participating in the Ramsey sequence.

However, the requirements on how many photons must be scattered by each particle are quite

onerous, and there are some surprising requirements – for example, scattering photons until there

is a high probability that each particle in the experiment will reach a dark state is in fact detrimental

to the final SNR [76, 77].

On the HfF+ eEDM experiment, we cannot presently detect via optical cycling, and the limit

to our variance on the asymmetry is given by the first term in Eq. (7.14). In light of the progress we

have made on differential detection as discussed in Chapter 6, the quantitative effects of which are

discussed in the next few sections, we have been motivated to ask ourselves questions like “What is

the standard quantum limit for our experiment?”, and “If we measure σφ = (C
√
Nd)−1 where Nd is

the number of particles detected [in two experiment cycles, see discussion below Eq. (7.12)], is this

the quantum projection noise limit?” Having seen the essentially interchangeable nature of finite

state preparation and detection efficiency in the preceding two sections, my answer to this question

is that yes, we can consider σφ = (C
√
Nd)−1 to be limited by quantum projection noise. This is

because our finite detection efficiency is interchangeable with a finite state preparation efficiency,
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and due to this fact, the total number of particles participating in the Ramsey sequence is not a

particularly important concept. Of course, our precision is also very much limited by our finite

state preparation and detection efficiency! This is a semantic point, but the real takeaway is that

when we find σφ = (C
√
Nd)−1, we should be happy that technical noise sources are not contributing

significantly to our measurement noise.

7.4 Methods of estimating Ramsey phase

In the preceding section, I used a form of the asymmetry

A =
Na −Nb

Na +Nb
, (7.15)

assuming that Na and Nb could result from any pair of experimental cycles. However, other methods

of assembling the asymmetry are possible. In particular, since the number of HfF+ ions created

(and thus Hf+ detected) in neighboring experimental cycles are essentially uncorrelated, there is

no reason to choose any particular pair of Na and Nb. For this reason, we considered various

possibilities for calculating A using various combinations of averaged values of Na and Nb. For

example, we can define two versions of the asymmetry,

Aa = 2
Na

N
− 1, Ab = 1− 2

Nb

N
, (7.16)

where N is the total average number of particles taking part in the experiment. Both of these

functions take the same value on average as A. Of course, in reality, we cannot know the true mean

N exactly, and must estimate it with a sample mean. We can then aggregate the datasets Aa and

Ab together to form A.

In the past, we have considered other forms of the asymmetry. Take, for example, the form

A′a =
Na −N b

Na +N b

, A′b =
Na −Nb

Na +Nb

. (7.17)

The variance on A′a/b is smaller than on the form in Eq. (7.16) by a factor of two, and for large

numbers of trials so that Var
(
Na/b

)
is small, the mean is nearly identical. However, through
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Monte-Carlo simulation, we have found that this form of the asymmetry is pathological: it is

always over-scattered, i.e., the reduced χ2 statistic is much greater than 1 for typical parameters.

While I have not been able to show this analytically, for the rest of this thesis I will stick to the

form of Eq. (7.16).

7.5 Noise on Generation 2 eEDM signal

Returning at last to the full form of the asymmetry from Section 7.2, we have that the

doublet-even and doublet-odd asymmetries can be expressed in terms of the counted ion numbers

in groups A through D as

A0 =
NA −NB +NC −ND

2Nt
, AD =

NA −NB −NC +ND

2Nt
, (7.18)

where Nt = E (NA +NB +NC +ND) /2 is the average number of ions in a shot at a given Ramsey

time t, where there are two groups per shot as in Fig. 6.14. Fortunately, error propagation on these

expressions is very straightforward, and we obtain

Var
(
A0
)

=
1

(2Nt)2

[∑
s

Var (Ns) + 2Cov (NA, NC) + 2Cov (NB, ND)

]

Var
(
AD
)

=
1

(2Nt)2

[∑
s

Var (Ns)− 2Cov (NA, NC)− 2Cov (NB, ND)

]
,

(7.19)

where s runs over A-D. At this stage, we need to account for finite doublet contrast, which causes

group A to consist of ions derived from both states |a〉 and |c〉. In Var
(
A0
)

above, we simply

replace NA → Na, NB → Nb and so on, where Na is the number of detected ions from state |a〉.

For the variance on the doublet-odd asymmetry, we obtain

Var
(
AD
)

=
1

(2Nt)2

[
(Na +Nc)(1−K2) +K2(Var (Na) + Var (Nc)− 2Cov (Na, Nc))

]
+ identical term with a→ b and c→ d,

(7.20)

where K is the doublet contrast, as defined in Eq. (6.3).

The variances and covariances on the number of detected ions from each MF state can be

derived by considering a series of cascaded binomial processes shown in Fig. 7.5. As discussed in
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Sections 7.3.2 and 7.3.3, all of this apparent complexity boils down to the result that each state

remains approximately Poisson distributed, with an effective fractional noise constant αeff that

receives contributions from the fractional variance of each binomial process. We can therefore take

the number variances to have a simple form:

Var (Na) = Ntpu(1− pu) + p2
uVar (Nt) +N2

t Var (pu) ,

Var (Nc) = Ntpl(1− pl) + p2
l Var (Nt) +N2

t Var (pl) ,

Cov (Na, Nc) = Cov (pu, pl) Var (Nt) + puplVar (Nt) +NtCov (pu, pl) ,

(7.21)

and we can then substitute in Var (Nt) = Nt+α2
effN

2
t to account for fractional noise. The variances

of Nb and Nd can be obtained from Eq. (7.21) with the replacements a → b, c → d, pu → 1 − pu,

and pl → 1 − pl. Here pu and pl are the binomial probabilities of quantum projection onto state

|a〉 or |c〉 in the upper or lower-doublet Ramsey sequence, as defined in Eqs. (7.1), (7.2).

For simplicity, I will assume that the upper and lower Stark doublets have the same contrast

and coherence time, and call the contrast as a function of time Ct ≡ C0 e−γt. Substituting Eqs. (7.21)

into Eqs. (7.19) and neglecting higher order terms, we obtain estimates for the variances of the

doublet-even and doublet-odd asymmetries,

Var (A)0 ≈ 1

2Nt
+
α2

eff

2

[
1 + C2

t cos2(Φ0) cos2(ΦD)
]

+
C2
t

2
Var (Φ) sin2(Φ0) cos2(ΦD),

Var (A)D ≈ 1

2Nt
+

(CtKαeff)2

2
sin2(Φ0) sin2(ΦD) +

(CtK)2

2
Var (Φ) cos2(Φ0) sin2(ΦD).

(7.22)

The first term in both equations arises from quantum projection noise. The second term in each

expression arises from fractional noise αeff , which may arise from variations in ablation, ionization,

transfer, or photodissociation yield. The last term in each expression arises from phase noise,

parameterized by Var (Φ) – it may arise from magnetic field noise, or jitter of the ion cloud position

in the trap. We see that when ΦD is a multiple of π, meaning the upper and lower doublet Ramsey

fringes are in phase, sin2 ΦD vanishes and we are left with Var
(
AD
)
≈ 1/(2Nt), which is the

shot-noise limit.

Figure 7.6 shows the standard deviation of A0 and AD as a function of ΦD, with Φ0 = 10ΦD.

The analytical expressions in Eq. (7.22) agree well with Monte Carlo simulation results, and show
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Figure 7.5: Sequence of probabilities in one experimental cycle of the HfF+ eEDM experiment, from
creation of NHfF+ to simultaneous detection of NA and NC Hf+ ions on the imaging MCP detector.
Here pprep is the probability of a molecule being prepared in 3∆1(v = 0, J = 1, F = 3/2,MF = 3/2)
rather than lost to other states via spontaneous decay, pa-pd are the probabilities of surviving the
Ramsey sequence in one of states |a〉-|d〉, pdet is the detection probability, and pstay = (1 + K)/2
(where K is the doublet contrast) is the probability of a detected ion being assigned to the correct
doublet group.
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Figure 7.6: Standard deviation of doublet-even and doublet-odd asymmetries A0 and AD as a
function of ΦD, with 1000 ions detected per experiment cycle (shot noise limit 1/

√
2Nt ≈ 0.02).

Points are Monte Carlo simulation results, while lines are from Eq. (7.22). Three regimes of
excess noise are shown: In (a), αeff = 0.1 and Var (Φ) = 0 so that fractional noise dominates.
In (b), αeff = 0 and Var (Φ) = (0.1)2, so that phase noise dominates. In (c), αeff = 0.05 and
Var (Φ) = (0.05)2, so that both contribute equally.

that when ΦD = 0 or π, the differential asymmetry is able to achieve the shot noise limit even

in the presence of both phase noise and ion number noise. Thus, as long as we measure ΦD in

the vicinity of these values, we should feel reassured that we can take Var
(
AD
)
≈ 1/(2Nt) when

estimating the Generation 2 eEDM sensitivity.

7.6 Effect of ion cloud jitter

While we have shown in the preceding section that our differential measurement is robust

to technical noise in ion number and photodissociation efficiency, it is not robust to jitter in the

ion cloud position along the axis separating the upper and lower doublets, which is typically the

Y axis in the lab frame (horizontal in Fig. 6.14). Technical noise of this type produces negative

correlation between the populations detected in each Stark doublet, which leads to noise on the

difference NA −NC and thus on the eEDM signal.

After imaging photodissociation products, we assign each of the imaged ions to the left or

right group depending on their position in the image. As in earlier sections, I will label these

groups A and C, corresponding to the phase of the depletion lasers where only states |a〉 and

|c〉 are detected (Fig. 2.8). Ions coming from state |a〉 have a probability ps =
∫ Y0

−∞ dY P (Y ) of
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Figure 7.7: Effect of ion cloud jitter on assignment of ions to doublet groups, here labeled A and C.
A shift of the ion cloud in the positive Y direction by an amount δY relative to the mean position
Y0 causes a loss of an area κ0δY + κ1δ

2
Y .

being assigned to group A, and a probability pg = 1 − ps of being assigned to group C. We can

parameterize jitter of the ion cloud along Y by the random variable δY , such that E (δY ) ≡ 0 and

E
(
δ2
Y

)
≡ Var (Y ), as shown in Fig. 7.7. A jitter of the ion cloud in the +Y direction effectively

corresponds to a shift of the integration limit in the −Y direction, away from Y0. As a function of

δY , the numbers of ions counted in groups A and C in a single shot are thus

NA = Nd
a (ps − κ0δY − κ1δ

2
Y ) +Nd

c (1− ps − κ0δY + κ1δ
2
Y ),

NC = Nd
c (ps + κ0δY − κ1δ

2
Y ) +Nd

a (1− ps + κ0δY + κ1δ
2
Y ),

(7.23)

where I have defined the parameters κ0 and κ1 as the value and half the derivative of the Hf+

probability density function at Y0, as shown in Fig. 7.7. Here Nd
a and Nd

c are the numbers of ions

detected from states |a〉 and |c〉, respectively.

Using the definitions of the variance and covariance 2 along with our chosen properties of

δY , we can derive the variances and covariances of NA and NC . The results are quite messy and

not extremely illuminating. More interesting is the variance of the population difference, since near

φD = nπ, the doublet-odd asymmetry (for one choice of depletion laser phase) is approximately

2 For any two random variables X and Y ,

Var (X) ≡ E
(
(X − E (X))2)

Cov (X,Y ) ≡ E ((X − E (X))(Y − E (Y ))) .
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equal to

AD(ΦD ≈ nπ) ≈ NA −NC

Nt
. (7.24)

I find an excess noise contribution due to jitter of

Var
(
AD
)
≈ Var (NA −NC)

N2
t

= κ2
0Var (Y ) +

2κ1Var (Y )

Nt
(K − κ1Var (Y ))

+ 4κ2
1

(Nd
a −Nd

c )2

N2
t

(Kurt (Y )−Var (Y )2)

+ terms not dependent on Y ,

(7.25)

where Kurt (X) = E
(
(X − E (X))4

)
is the kurtosis. We find that nonzero jitter in the ion cloud

position contributes excess noise directly to our eEDM measurement, and it can be suppressed

by having better resolved Stark doublets, characterized by the parameters κ0 and κ1. The most

concerning of these effects is the first term, which can limit our signal to noise independent of N if

Var (Y ) is large.

Using Fig. 6.14, we can make an estimate of the contribution of κ2
0Var (Y ) to our excess

noise: Very roughly, the ions in one doublet are spread over about 300 pixels on the detector, so we

can take κ0 ≈ 0.003 pix−1. The ion trap is approximately a harmonic oscillator, but by very long

confinement times the ion cloud position has essentially dephased. The probability density for the

cloud center position in a single shot Y is thus

ρ =
1

π

√
1

Y 2
max − Y 2

, (7.26)

where Ymax is the maximum excursion in Y , which depends on the ion cloud’s energy. This gives

a mean square value Var (Y ) = Y 2
max/2. A typical value for Ymax is perhaps 20 pixels (≈ 1 mm,

corresponding to an energy of about kB × (4 Kelvin) – about the HfF+ temperature), so that we

obtain an excess noise contribution Std
(
AD
)

excess
≈ 0.05. Given that we typically have about 1000

detected ions per shot leading to shot noise of ≈ 0.02, this contribution may well dominate over

shot noise.
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7.7 Generation 2 sensitivity estimate

Assuming that we are able to attain the shot noise limit, we would like to know (a) what is

the optimal Ramsey time given our counts per shot, decoherence and loss rates, and dead time,

and (b) what is our expected precision after a given data collection time? We can safely assume

that much like in the Generation 1 experiment described in Chapter 3, we will measure the Ramsey

phase Φ at short and long Ramsey times ≈ 0 and t, and extract the spin precession frequency

f ≈ ∆Φ/(2πt). However, in contrast to Generation 1, we can now measure both the Stark doublet-

even and doublet-odd components of the phase Φ0 and ΦD simultaneously. So from each measured

sum and difference Ramsey fringe A0 and AD, we will extract

f0 =
Φ0(t)− Φ0(0)

2πt
,

fD =
ΦD(t)− ΦD(0)

2πt
.

(7.27)

The phases Φ0 and ΦD will likely be extracted from a nonlinear least squares fit of A0 and AD,

as in the Generation 1 measurement. We will then repeat the Ramsey measurement for opposite

signs of B′axgrad to extract the eEDM channel frequency fBD, as discussed in Section 3.3.

In order to determine the optimal parameters for data collection, we can estimate Var
(
fBD

)
≈

Var
(
fD
)

by straightforward error propagation on Eq. (7.27). Assuming the variance of AD is dom-

inated by shot noise, and by propagating uncertainty on Eq. (7.4), we can relate Var
(
ΦD(t)

)
to

Var
(
AD
)
:

Var
(
AD
)

=
1

2N0e−Γt
≈ (C0Ke−γt)2Var

(
ΦD
)
. (7.28)

Propagating errors on Eq. (7.27) and using fBD ≈ 2deEeff/h, we find a shot noise limited uncertainty

on de of

σde =
~

2Eefft

√
Var

(
ΦD

0

)
+ Var

(
ΦD
t

)
=

~
2EefftKC0

√
N0

√(
1

se
+
e(2γ+Γ)t

1− se

)(
t(1− se) + td

Ttot

)
,

(7.29)

where N0 is the average number 3 of detected Hf+ per shot at t = 0 (before any loss), Γ and γ are

the Hf+ loss and decoherence rates, Ttot is the total amount of data collection time, td is the “dead

3 I have skipped several steps of algebra in writing down Eq.(7.29). More explicitly, starting with the first line of
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Parameter Value Units Description

N0 103 Initial detected Hf+

Γ 1/2 s−1 Hf+ loss rate
γ 1/5 s−1 Spin decoherence rate
td 0.4 s Dead time
Eeff 23× 109 V/cm Effective electric field
C0 0.85 Initial spin contrast
K 0.8 Doublet contrast

Table 7.1: Typical experimental parameters for the Generation 2 eEDM experiment with HfF+.
N0 is the total number of Hf+ detected (in both Stark doublets) in one experimental cycle near
t = 0 on the side of a fringe, i.e., when Φ0 ≈ π/2.

time” spent on state preparation and readout rather than phase evolution, and se is the fraction of

experiment cycles where we choose t ≈ 0 in order to measure ΦD(0). We can optimize Eq. (7.29)

with respect to se, finding

se,best =
1

1 + e(γ+Γ/2)t
√

(1−D)
, (7.31)

where D ≡ t/(t + td) is the duty cycle; the fraction of total data collection time spent on spin

precession.

Optimization of Eq. (7.29) with respect to t is easily done graphically. It so happens that σde

is quite insensitive to the choice of t, as shown in Fig. 7.8, for the typical experimental parameters

listed in Table 7.1. I find that for an approximately optimal choice of t, the shot noise limit for

our statistical sensitivity is about 3× 10−29 e cm for 1 hour of data collection. Comparing to the

ACME II statistical error bar of 3.6×10−30 e cm for 350 hours of data collection, we should be able

to do about as well in 100 hours. Of course, this strongly depends on whether we can acheive shot

noise limited sensitivity! As of this writing, we have observed shot noise limited measurements of

AD at t ≈ 1.5 s, but challenges continue with extracting shot noise limited phase measurements.

Eq. (7.29), we have

~
2Eefft

√
Var (ΦD0 ) + Var (ΦDt ) =

~
2EefftKC0

√
2N0 S

√
1

se
+

1

(1− se)e−2γte−Γt
, (7.30)

where S is the total number of phase measurements performed. The total time taken for S is Ttot =
2S [setd + (1− se)(t + td)], where the factor of 2 accounts for the fact that we need two experiment cycles to measure
the populations of all four states |a〉 - |d〉. Solving this expression for S and substituting the result into Eq. (7.30)
gives Eq.(7.29).
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Figure 7.8: (a) Statistical sensitivity for Ttot = 1 hour of data collection with the experimental
parameters listed in Table 7.1. (b) Optimal fraction of data to be collected at t ≈ 0, versus Ramsey
time.



Chapter 8

Looking forward

This section is reproduced from Ref. [17].

Searches for electric dipole moments and other T-violating interactions in atoms and molecules

have great potential to host some of the first signs of microscopic BSM physics. Their high sen-

sitivity, relatively low cost and short time between successive measurements (when compared to

collider experiments) has brought them to the forefront of new physics searches, particularly in

view of the non-detection of new TeV-scale particles at the LHC.

The opposing requirements of high absolute frequency precision and strong relativistic effects

for EDM-sensitive systems have pushed experimenters to use specialized approaches that are often

distinct from what is applicable in systems chosen for other precision applications, such as atomic

clocks, gyroscopes, and accelerometers. However, these challenging systems inspire innovation,

which can contribute to advancement in other fields – laser cooling of polyatomic molecules for

ultracold chemistry, for example [72].

While the careful approach that is required of experimenters in EDMs and other precision

measurements does not generally result in overnight advances, the past decade has seen dramatic

improvements to EDM bounds both in paramagnetic and diamagnetic systems. For diamagnetic

systems in particular, the abundance of BSM parameter sensitivities encourages a wide variety of

approaches: the most stringent constraints will likely require combined results from Hg, Xe, Rn,

TlF, and the neutron. For paramagnetic systems, attaining orders of magnitude further improve-

ment will necessitate systems that achieve both high count rate and long coherence times. The
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confluence of techniques required to improve both paramagnetic and diamagnetic EDM bounds will

require drawing from, and contributing to, advances in techniques in the broader world of AMO

physics and emerging quantum technologies.

8.1 Future techniques in AMO EDM experiments

This section is reproduced from Ref. [17].

The near future holds great potential for improvements to EDM experiments. Further de-

velopment of the 225Ra apparatus with established techniques can be expected to lead straightfor-

wardly to orders of magnitude higher statistical sensitivity, and improvements in quantum state

control of molecules will allow the application of laser cooling and trapping techniques to both dia-

magnetic and paramagnetic EDM-sensitive molecular species. Also being developed are additional

experiments on paramagnetic atoms Cesium and Francium [68, 137], a paramagnetic molecule ex-

periment using a Stark-decelerated beam of BaF [25], and a diamagnetic molecule experiment using

TlF in collaboration between Yale, Columbia, and the University of Massachusetts Amherst [31]. At

present, molecules appear to provide the highest raw sensitivity to paramagnetic and diamagnetic

EDMs, so essentially all near-future techniques focus on improving statistical sensitivity through

higher count rates and longer coherence times. Long coherence times provide another important

advantage in significantly suppressing systematic effects.

One possibility for improving global constraints on BSM physics parameters without dra-

matically changing the absolute precision of an individual EDM experiment is through the nuclear

magnetic quadrupole moment (MQM, M) in isotopologues with spin I > 1/2 for the heavy nucleus

[40]. The operators giving rise to a MQM are complementary to those constrained by diamagnetic

systems: the dimension-four CP-violating QCD parameter θ and the proton EDM dp [40]. Species

such as 177HfF+ and 181Ta16O+ have accessible 3∆1 states and comparable sensitivity to de, CS

and M [42, 117]. The neutral species 173YbF and the isovalent triatomic molecule 173YbOH are

expected to have comparable sensitivity to a MQM [40, 73].

In HfF+, the eEDM search already underway at JILA has the potential to search for a MQM
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without significant changes to the experimental approach. However, the experimental sensitivity

required for a nuclear MQM measurement to improve upon constraints to the underlying BSM

physics parameters is on the order of 30 µHz; approximately 20× smaller than the 1σ uncertainty

in the most recent eEDM measurement using HfF+. Particularly in view of multiple parameter

sensitivities and the necessity of a global analysis, ion trap measurements must improve by at least

an order of magnitude in order to constrain BSM physics. This goal could be within reach in the

second generation JILA eEDM experiment.

Apart from direct BSM physics sensitivity resulting from a choice of molecule, there are

several possible routes to improved precision in molecular ion EDM experiments. The JILA group

has improved the spin coherence time in HfF+ to ∼ 2.3 s through adiabatic expansion cooling,

reducing decoherence due to ion-ion collisions. Significant further improvements will require a

cryogenic environment to reduce the vibrational excitation rate from blackbody radiation, and the

use of a 3∆1 ground state molecule, which the JILA group is also pursuing in a separate eEDM

search using ThF+. For a MQM search, the 3∆1 ground state molecule TaO+, possibly in a

cryogenic environment, may attain coherence times on the scale of many seconds [42].

EDM experiments with coherence times on the scale of seconds operate in a regime where

the experimental repetition rate is limited by spin interrogation time, rather than dead time. In

this regime, experimental sensitivity scales as 1/
√
τ for a fixed total data collection time (which is

often constrained by practicality). Both the HfF+ eEDM search and the 225Ra EDM search are

approaching this limit. Substantial improvement could be attained by multiplexing experiments

in a conveyor-belt style apparatus (Fig. 8.1a): Simultaneous interrogation of 100 bunches of 103

(detected) particles with τ = 10 s and a repetition rate of 10 Hz would result in a sensitivity of

approximately σf ∼ 10 µHz in one hour of data collection, or σd ∼ 10−31 e cm for Eeff = 35 GV/cm

(Fig. 8.1a). Such techniques are likely more straightforward to apply in an ion-trapping experiment,

where the technical challenges will primarily be centered around development of electronics. The

JILA group is investigating this possibility for the ThF+ eEDM search.

Ideas are also being pursued for attaining long coherence times with neutral molecules
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through laser cooling and trapping. Magneto-optical traps (MOTs) have been an essential tool

in AMO experiments for several decades, and show promise for application to EDM experiments

with molecules. These non-conservative traps allow population to be accumulated from a slowed

atomic beam or a vapor, and in atomic systems reach ∼ 109 atoms at temperatures on the order

of ∼ 100 µK. The first MOTs for diatomic molecules have been demonstrated since 2011, for the

species SrF, CaF and YO [1, 8, 26, 125]. These molecules were chosen for their decoupling of

vibrational and electronic degrees of freedom, and their low mass, which allows the molecules to

be slowed to MOT capture velocities with as few scattered photons as possible while maintaining

optical cycling. The molecules used in EDM experiments are typically very heavy (∼ 200 u), how-

ever YbF in particular is isovalent with SrF and CaF, and is thus reasonably well-suited to laser

cooling. The Imperial College group has demonstrated one-dimensional laser cooling for YbF [81],

and has proposed a molecular fountain design for measuring the eEDM [123]. They estimate over

100 ms coherence time will be achievable with packets of 105 molecules, leading to an estimated

sensitivity in the 10−30 e cm range.

In a recent proposal [73], the triatomic molecule YbOH is proposed as a species that is

amenable to both laser cooling and high eEDM sensitivity, while maintaining the systematic-

suppressing properties of 3∆1 states that are being applied in the ThO, HfF+ and ThF+ eEDM

searches (Fig. 8.1b). YbOH has a similar electronic structure to YbF, SrF and CaF, leading to

a low probability of vibrational excitation in electronic decay, and the possibility of laser slowing

and trapping. Experiments sensitive to BSM physics would take place in the first excited state of

the bending vibrational mode, using its parity doublet structure to allow full polarization in small

laboratory electric fields and suppress systematic effects. As it is isovalent with YbF, YbOH is also

anticipated to be sensitive to a nuclear MQM at a similar level to YbF and HfF+ [40]. A MQM

search is under development in the Hutzler group at Caltech [90], along with a parallel effort to

implement laser cooling and trapping for a future eEDM measurement (Fig. 8.1b).

In upcoming experiments using molecules and atoms with ground or low-lying EDM-sensitive

states (e.g. 225Ra, ThF+, YbF, and YbOH), the spin precession time will likely not be limited by
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spontaneous decay. For YbF and YbOH in CBGBs, for example, the spin interrogation time will

be limited by the length of the apparatus and the beam velocity. In this regime, spin-squeezing

techniques that use quantum correlations between particles to overcome the quantum projection

noise limit become applicable [14, 65, 101]. To our knowledge, these techniques have not yet been

demonstrated with cold molecules, but they have the potential to further improve the precision of

future EDM experiments.

Several past EDM searches have used solid-state systems [36, 60], which have exception-

ally high statistical sensitivity due to their sample sizes of order 1020 particles. However, these

experiments have faced challenges with diagnosing and suppressing systematic effects. Other pro-

posals have suggested performing an EDM measurement on molecules confined in inert gas matrices

[71, 128], which has the potential to combine very high count rate with coherence times on the order

of 100 ms, and robustness against systematic effects through highly variable experimental parame-

ters (Fig. 8.1c). Such an experiment would yield a statistical sensitivity on the order of 10−36 e cm

in 100 hours – a value beyond any other proposed technique. The more recent proposal suggests

using fluorescence detection and an orientation-dependent hyperfine structure [129] to both prepare

and read out individual molecules in an orientation-specific way. The proposal [128] is currently

under development at York University and the University of Toronto.

8.2 Towards eEDM Generation 2 with HfF+

I recall saying to Matt Grau and Kevin Cossel in 2014, just as I was learning to operate the

HfF+ apparatus, that I thought our experiment was “designed into a corner,” and that I couldn’t

think of a single way we could do things differently and still have the experiment work at all. At

that time, I had evidently not yet meditated enough on the ways of eEDM. Much of this thesis has

been about revisiting aspects of the experiment that seemed to me as a first year graduate student

to be written in stone, and thinking hard about whether they could be done differently.

Chapters 2 and 3 of this thesis covered basic aspects of HfF+ and progress in the lab until

2017, which to me feels like just the beginning. The Generation 1 result, while competitive at the
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Figure 8.1: Future methods for electric dipole moment searches. (a) A “conveyor belt” of trapped
ions for attaining long coherence time and high repetition rates, in development at JILA. (b) Laser
cooled and trapped YbOH, a long-term goal for the PolyEDM Collaboration between Caltech,
Harvard, and University of Toronto. (c) The EDM3 method for molecules in inert gas matrices, in
development at York University and the University of Toronto.
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time, has now been thoroughly left in the dust by ACME II, and we once again need to catch up.

Our 1σ statistical error bar for Generation 1 with HfF+ was 8.7 × 10−29 e cm, while ACME II

had σstat = 3.6 × 10−30 e cm; a factor of 24 better. Fortunately, thanks to recent developments,

catching up remains a possibility.

In Chapter 4, we discussed the design and implementation of the Generation 2 RF trap. The

trap, built by the JILA machine shop and powered by drivers from the JILA electronics shop, has

been happily confining ions for nearly 2 years. The ideas going into the design of the Generation

2 trap were essentially the same as for the Generation 1 trap designed by Matt Grau, minus the

ellipsoidal mirrors for laser-induced fluorescence detection of HfF+. The main goal was that Erot

should be uniform over a large region so that the ion cloud can have very low density for long

coherence times. I think it has met that goal.

In Chapter 5, we discussed our old and new state preparation in HfF+, with a few central

lessons that are all too obvious in retrospect:

(1) a low-tech solution is often the best one,

(2) a molecule does not need to be laser-coolable for optical pumping to work well, and

(3) in an ion trap, we have time to spare.

For years, we worked under the impression that the electronic and vibrational branching ratios

for spontaneous emission in HfF+ were too poor, so that resonantly driving electronic transitions

would immediately lead to our molecules being “lost in Hilbert space,” never to be seen again,

except perhaps as incoherent background. Then in Summer 2017, thanks to our privilege of owning

a widely tunable cw Ti:sapphire laser, we tried on a whim to rotationally cool 1Σ+ molecules via

the 3Σ−
0+ state as discussed in Section 5.3, and had a modest success. From there, Yan and Kia

Boon decided to perform all-incoherent state preparation in ThF+, and we on the HfF+ side –

not being so proud as to not adopt a good idea when we see it – followed suit. We begged and

borrowed laser diodes from all around JILA, hacked together lasers, and in the course of a few

days in 2018 were able to observe as many as 4000 Hf+ ions as dissociation products of 3∆1 – an
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unprecedented yield for our experiment. Better still, our incoherent state preparation has very low

requirements for laser stability and power: we presently have 7 lasers stabilized to about 20 MHz

with our HighFinesse wavemeter, and some send as little as 10 mW to the experiment.

The developments described in Chapter 6 and 7, all of which transpired in 2018-2019, have

been some of the most exciting of my PhD. I hope that this work may be valuable for future

experiments with molecules beyond eEDM, such as quantum information studies [18, 92]. As

discussed in Section 6.1, the signal gains we reaped from the Generation 2 ion trap and incoherent

state preparation would be essentially useless if we continued to be hampered by excess noise from

our multimode pulsed dye lasers. Inspired by classic work in photofragmentation from the chemical

physics community [135] and new work with ultracold molecules [85], we developed a new state

detection technique that provides us with a differential quantum phase measurement in a single

experiment cycle. This means that noise in ion production, state preparation, and dissociation are

all common-mode and can be normalized away, leaving only the fundamental quantum projection

noise. I believe that without this development, which came about thanks to our collaboration with

Tanya Zelevinsky, we would have had a long and arduous battle against virtually endless sources

of excess noise.

I am sometimes asked by others in the AMO field if it is dull working on a precision mea-

surement experiment, where we spend years at a time studying excess noise and systematic effects,

with the likely outcome of these years of effort being a measurement of a quantity that is consistent

with zero. My answer is emphatically “no.” Why? In precision measurement, life is always better

than it used to be. In 2013, a typical Ramsey fringe had about 5 signal Hf+ ions per shot, and had

a coherence time on the order of 150 ms. Now in 2019, our Ramsey fringes have about 1000 signal

Hf+ ions per shot, and we have coherence times of order 5 s. Not only do these gains keep us in

the running for record sensitivity, they allow us to perform diagnostic studies with unprecedented

ease. In 2013, I could not have imagined where we would be today.
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Appendix A

Simulations

The goal of this section is to make a selection of past simulations and numerical calculations

accessible to future generations of students on the EDM experiment.

A.1 Spherical multipole fitting

Since 2015, we have used a simple suite of tools in Matlab for linear least squares fitting of

interior spherical multipole solutions to the Laplace equation,

−∇2 Φ(r) = 0. (A.1)

Here “interior” refers to the fact that the potential Φ(r) remains finite as r → 0. The potential Φ

can be decomposed into multipole components,

Φ(r) =

∞∑
l=0

l∑
m=−l

clm Φlm(r) (A.2)

The multipole components of the potential are

Φlm(r, θ, φ) = rl Ylm(θ, φ), (A.3)

each of which is itself a solution to the Laplace equation. For the spherical harmonics Ylm, we use

a semi-normalized real form

Ylm =

√
4π

2l + 1
×



i√
2

(
Y m
l − (−1)mY −ml

)
if m < 0,

Y 0
l if m = 0,

1√
2

(
Y −ml + (−1)mY m

l

)
if m > 0,

(A.4)
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which are convenient in that the first few multipole components are easy to memorize. Some

examples of these are shown in Table A.1.

As can be seen from Table A.1, when expressed in Cartesian coordinates, the potentials

Φlm(r) take the form of polynomials where the exponents in each term sums to l. This makes a

particularly convenient form for creating a lookup table, rather than evaluating them in spheri-

cal coordinates (which is computationally expensive). I used Mathematica to generate tables of

coefficients as shown in Table A.2, and imported these into Matlab for fitting and further use.

To fit with multipoles, we perform linear regression using QR decomposition. The total

potential is to be expressed as a sum over components as in Eq. (A.2). Accounting for errors and

noise, we can write this as a matrix equation,

Φ = M C + ε, (A.5)

where the observed potential is

Φ = [Φ(r0) Φ(r1) . . . ]T ,

the coefficient vector is

C = [c0,0 c1,−1 c1,0 . . . ]T ,

and the design matrix is

M =



Φ0,0(r0) Φ1,−1(r0) Φ1,0(r0) . . .

Φ0,0(r1) Φ1,−1(r1) Φ1,0(r1) . . .

Φ0,0(r2) Φ1,−1(r2) Φ1,0(r2) . . .

...


We evaluate M and use QR factorization in Matlab to solve the least squares problem, with the

solution for the coefficients

C = R−1QT Φ. (A.6)

We have also implemented regression using observations of the fields ~E = −∇Φ, by simply con-

catenating the observations of the X, Y , and Z components of the fields, and evaluating a 3×
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0 0 0 2 2 2 2 2

0 0 0 -2 -1 0 1 2

0 0 2 0 0 1 0 0

0 1 1 0 1.732 0 0 0

1 0 1 0 0 0 1.732 0

0 2 0 0 0 -0.5 0 -0.866

1 1 0 1.732 0 0 0 0

2 0 0 0 0 -0.5 0 0.866

Table A.2: Example of a table of multipole potential data for l = 2. The first two rows contain
l and m values, however the first three columns of the first two rows are ignored. The remaining
rows of the first three columns indicate exponents of the X, Y , and Z coordinates. Each of the
remaining columns contains coefficients of the Φlm indicated by the first two rows. For example,
reading from this table, we obtain Φ2,−2 = 1.732X Y , in agreement with Table A.1.

larger design matrix using the analytical form of the gradient of the potentials, which can be easily

obtained by matrix operations on the Mathematica output shown in Table A.2.

As of July 2019, these functions are available on the JILA network drive in the directory

smb:\\jilafile\scratch\cornell\common\edm\MATLAB\multipole , which includes a Mathe-

matica script to generate text files, and Matlab scripts to process the text files into .mat files that

contain the same information. It also takes an analytical derivative of the tabular data to obtain

lookup tables for the multipole fields.

A.2 Space charge & thermometry

In Fall 2017, just after installing the Generation 2 ion trap, we were creating about 104 HfF+

ions per shot, and we wanted to know their temperature. We calibrated the MCP transfer functions

as described in Section B.1 (as well as in Huanqian’s thesis), but found that our fitted ion cloud

temperatures were quite high, on the order of 30 to 50 Kelvin. This caused us to suspect significant

space charge effects, which tends to make the peak density lower and the width higher than for

a non-interacting gas. We subsequently investigated the temperature and the presence of space

charge effects through three main avenues:

• The profile of the ion cloud in time of flight
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• Frequency and damping of breathing modes of the ion cloud

• Depletion spectroscopy of 1Σ+[0, 0]

A.2.1 Ion cloud profile

The mutual Coulomb repulsion between the HfF+ ions in our RF trap affects the density dis-

tribution of the ion cloud n(r). In the extreme limit of low temperatures, the ion cloud crystallizes

into a Coulomb crystal, but even at much higher temperatures, the effects of interactions should

be visible in the density profile. However there are several confounding factors: we only observe

the ion cloud in time of flight, the ions may be flying through a distorting potential landscape, and

there are other HfF+ isotopes present in the trap. Altogether, the ion cloud profile is likely the

least reliable way of characterizing the temperature and the extent of space charge effects.

To try to back out the temperature, I wrote a simulation in Matlab that uses successive

relaxation to obtain the equilibrium density distribution in a given trapping potential. In fact,

this simulation was initially motivated by my brief forays into molecular dynamics simulations,

where I have found that one of the most time-consuming steps in a Coulomb problem is allowing

the ensemble to reach an equilibrium spatial distribution. In future simulations of Ramsey fringes,

when the effects of space-charge on fringe frequencies may become noticeable, it will likely be

desirable to simulate the electric fields experienced by a small fraction of some ∼ 104 ions whose

trajectories are simulated. In this case, we probably will want to start from approximately an

equilibrium configuration.

To solve for the equilibrium distribution n(r), I begin with a guess n0(r), which is usually

either a Gaussian corresponding to a non-interacting cloud, or a flat-top distribution (which of

these converges faster depends on the Coulomb interaction energy compared to kinetic energy).

From our initial guess, we can solve the discrete Poisson equation with a simple matrix inversion

to obtain the electric potential,

Φ(r) = − e

ε0

1

∇2
n(r), (A.7)
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where 1/∇2 denotes the inverse of the discrete Laplacian operator. I then update the density

distribution according to

n(r)→ (1− α)n(r) + αnnew(r), (A.8)

where 0 < α < 1 is a constant chosen to decide how quickly the solution attempts to converge, and

the “new” density distribution is

nnew(r) = n0 exp

{
−V (r) + eΦ(r)

kBT

}
, (A.9)

where n0 is a normalization factor chosen so that the new density distribution integrates to N , the

total ion number. If α is too large, the solution will become unstable; typically α ≈ 0.1 is a good

choice. The updated density distribution is then used to solve for Φ(r), and the process is repeated

until a stationary solution is reached. An example result is shown in Fig. A.1, where even at a

temperature of 5 K, a cloud of 104 ions shows significant effects of reduced density due to space

charge.

A.2.2 Ion cloud breathing modes

A useful way to inquire about the relative energy scales of Coulomb interactions versus

thermal motion is via the collective normal modes of “breathing” or “jiggling” of the ion cloud.

In a hot and therefore weakly interacting cloud of ions, collisions have a relatively small effect on

the secular (sloshing) motion of each ion in the trap. In this limit, the apparent breathe frequency

of the ion cloud along trap axis i is ωbreathe = 2ωsec,i, and energy is very slow to transfer between

principal axes. Here, the breathe modes of the ion cloud are not collective modes in the true sense,

but just single particle motion of many independent particles in the trap with some degree of phase

coherence.

In a cold ion cloud, the Coulomb potential energy of the cloud is not small compared to

its thermal kinetic energy. In this limit, collective breathing modes of the ions clouds exist, with

frequencies ωbreathe < 2ωsec,i. Experimentally, we investigated the “axgrad” mode, which is shown

schematically in Fig. A.2(a). We adjusted the trap parameters so that the secular frequencies were
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Figure A.1: (a) Simulated integrated density profile of an ion cloud with (blue) and without (red
dashed) space charge effects. Here N = 104 ions, T = 5 K, and the cloud is confined in a spherically
symmetric harmonic potential with ω = 2π × 2 kHz. The Y and Z axes have been integrated out,
so that this is what we would see as a voltage trace on an MCP detector – i.e., this is not a slice
through the density distribution. (b) Experimentally observed time of flight profile of the ion cloud
density, with overlays of various simulated profiles. Assuming a temperature of 5 K and 104 ions,
a profile that accounts for the space charge effects provides the best fit.
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Figure A.2: Examples of normal modes of a cold ion cloud. In the “axgrad” mode (a), the axial
direction is out of phase with the radial directions, and oscillates with twice the amplitude. In the
“breathe” mode (b), the cloud widths along all three principal axes oscillate in phase.

nearly equal at ωsec = 2.05(1) Hz, and excited the “axgrad” mode by applying a simultaneous

voltage pulse of equal magnitude on the endcap electrodes. The observed oscillation is shown

in Fig. A.3. The 1/e time of the oscillation is of order 2 ms, and the oscillation frequency is

about 3 kHz – significantly less than 2ωsec. Qualitatively, this shows that space charge effects

are significant in our HfF+ cloud. Comparison with a numerical simulation of the cloud breathe

frequencies could extract the temperature, however we have not yet performed such a simulation,

as we found Doppler thermometry to be more straightforward.

A.2.3 Doppler thermometry

Having found that the spatial width of the cloud in time of flight was not representative

of the temperature (unless space charge is accounted for), we found that the simplest way to

perform thermometry is by measuring the Doppler width of the cloud via laser spectroscopy. For

this purpose, we primarily used the 961 nm laser (“Toptica”) driving the 3Π0+ ← 1Σ+ (0,0) P (1)

transition, and tuned its wavelength via the lock to our HighFinesse wavemeter. The intensity of

the 961 nm laser had to be reduced significantly to prevent saturation of the transition. With a few

millisecond probe time, we observed widths between σnu ≈ 10 MHz and 30 MHz, corresponding to

temperatures in the 3 K to 30 K range.
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(a) (b)

Figure A.3: (a) Damping of the “axgrad” and “breathe” collective modes of oscillation of the HfF+

cloud, after excitation by a kick applied to both endcaps. (b) FFT of the data from part (a),
showing the frequency of the “axgrad” mode, which is approximately 1.7ωsec. This indicates that
space charge effects are significant in the ion cloud.

Figure A.4: Population detected by photodissociation of 3∆1(v = 0, J = 1) versus frequency of the
961 nm laser driving the 3Π0+ ← 1Σ+ (0,0) P (1) transition, showing the one-photon Doppler width
of the HfF+ cloud. The 961 nm laser is stabilized to the HighFinesse wavemeter. The measured
width is σν = 11.8(2) MHz, corresponding to a temperature of T = mσ2

νλ
2/kB = 3.1(1) K.
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A.3 Trap design

Here I include a my Matlab code for optimization of the Generation 2 ion trap geometry.

This may serve as a useful reference for future use of the Livelink for Matlab toolbox for Comsol,

as the documentation for this Comsol add-on is somewhat limited. The Matlab script below

programmatically generates a basic version of the Generation 2 ion trap geometry with certain

predefined parameters (such as the ion trap height and radius) and numerically optimizes the

electrode shapes as described in Chapter 4.

First, one needs to start the Comsol Server and Livelink for Matlab. On a PC with Comsol

installed, the Comsol Server application can be found in the directory

C:\Program Files\COMSOL\COMSOL53a\Multiphysics\COMSOL Launchers

where 5.3a is replaced by the Comsol version installed. Then in Matlab we add paths to the Livelink

API functions and start the Livelink interface using the following commands:

1 import com.comsol.model.*;
2 import com.comsol.model.util.*;
3 addpath('C:\Program Files\COMSOL\COMSOL53a\Multiphysics\mli\');
4 mphstart();

I then initialize the Comsol model with the following:

1 function model = model init(mesh size)
2

3 % dependencies
4 import com.comsol.model.*;
5 import com.comsol.model.util.*;
6 % addpath('C:\Program Files\COMSOL\COMSOL52\Multiphysics\mli\');
7

8 % input arguments
9 if nargin<1

10 mesh size = 7;
11 end
12

13 params = trap geom param defaults();
14 filename = ['trap ' datestr(today,'YYmmDD')];
15 model = mphopen('optimization models/chamber simple 160901.mph');
16 % model = ModelUtil.create(filename);
17 model.name([filename '.mph']);
18

19 % set model parameters
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20 model = set model params(model,params);
21

22 % build geometry
23 [model,rad elec domains] = build trap geom(model);
24

25 % assign materials
26 model = set trap materials(model,rad elec domains);
27

28 % add electrostatics & define potentials
29 model = set electrostatics(model);
30

31 % build mesh
32 model = build mesh(model,mesh size);
33

34 % don't show progress bar
35 ModelUtil.showProgress(false);
36

37 figure(1); clf;
38 mphviewselection(model,'geom1',[rad elec domains],'entity','domain',...
39 'facemode','off');
40

41 end

The function mphopen is part of the Livelink API, and takes as an argument an .mph file
path as a string. I then pass the variable model into and out of various functions that initialize
different aspects of the geometry, materials, and mesh. I set certain default parameters with the
following code:

1 params.pi = pi;
2 params.N elec = 8;
3

4 params.Vrot = 1;
5 params.phi rot = 0;
6 params.Vtrap = 0;
7 params.phi trap = 0;
8 params.Vtop = 0;
9 params.Vbot = 0;

10

11 params.c2 = 0.053811014;
12 params.c4 = −0.114742513;
13 params.c6 = −0.149448808;
14 params.c8 = 0.693544237;
15 params.c10 = 0.099128725;
16

17 params.r trap inner = 0.048;
18 params.r trap outer = 0.084;
19 params.w elec tab = 0.010;
20 params.h elec tab = 0.020;
21 params.h rad = 0.150;
22 params.t rad = 0.004;
23

24 params.fillet radius = 0.001;
25

26 f = fields(params);
27 for i = 1:numel(f)
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28 model.param.set(f{i},params.(f{i}));
29 end

The function build trap geom defines the geometry of the ion trap in terms of the existing

parameters.

1 function [model,rad elec domains] = build trap geom(model)
2

3 import com.comsol.model.*;
4 import com.comsol.model.util.*;
5 % addpath('C:\Program Files\COMSOL\COMSOL52\Multiphysics\mli\');
6

7 if nargin<1 | | isempty(model)
8 filename = ['trap ' datestr(today,'YYmmDD')];
9 model = ModelUtil.create(filename);

10 end
11

12 % set model params just in case
13 params = get model params(model);
14

15 % create geometry
16 try
17 geom = model.geom('geom1');
18 catch
19 geom = model.geom.create('geom1',3);
20 end
21

22 % parametric definitions of radial electrode geometry
23 for i = 1:params.N elec
24

25 % define a workplane
26 workplane tag = char(geom.feature.uniquetag('workplane'));
27 workplane = geom.feature.create(workplane tag,'WorkPlane');
28 workplane.set('planetype', 'quick');
29 workplane.set('quickplane', 'xz');
30 workplane.set('quicky','t rad/2');
31

32 % define a bezier polygon that outlines the electrodes
33 rad elec body tag = ...

char(workplane.geom.feature.uniquetag('rad elec body'));
34 rad elec body = ...

workplane.geom.feature.create(rad elec body tag,'BezierPolygon');
35 rad elec body.set('type','open');
36 rad elec body.set('degree',1);
37 rad elec body.set('p',...
38 {
39 'r trap inner*(1−c2−c4−c6−c8−c10)','r trap outer−w elec tab',...
40 'r trap outer−w elec tab','r trap outer','r trap outer',...
41 'r trap outer−w elec tab','r trap outer−w elec tab',...
42 'r trap inner*(1−c2−c4−c6−c8−c10)';
43 '−h rad/2','−h rad/2','−(h rad/2+h elec tab)','−(h rad/2+h elec tab)',...
44 'h rad/2+h elec tab','h rad/2+h elec tab','h rad/2','h rad/2'
45 });
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46 rad elec body.set('createselection','on');
47

48 % front face of the electrode −− a polynomial
49 rad elec front tag = ...

char(workplane.geom.feature.uniquetag('rad elec front'));
50 rad elec front = ...

workplane.geom.feature.create(rad elec front tag,'ParametricCurve');
51 rad elec front.set('rtol',1e−9);
52 rad elec front.set('parname','s');
53 rad elec front.set('parmin',−1);
54 rad elec front.set('parmax',1);
55 rad elec front.set('coord',{'r trap inner*(1 − c2*sˆ2 − c4*sˆ4 − c6*sˆ6 ...

− c8*sˆ8 − c10*sˆ10)','h rad/2*s'});
56 rad elec front.set('createselection','on');
57

58 % turn the line defining the electrode into a surface
59 rad elec surf tag = ...

char(workplane.geom.feature.uniquetag('rad elec surf'));
60 rad elec surf = workplane.geom.feature.create(rad elec surf tag, ...

'ConvertToSolid');
61 rad elec surf.selection('input').set({rad elec front tag,...
62 rad elec body tag});
63 rad elec surf.set('createselection','on');
64

65 % fillet some of the corners
66 fillet tag = workplane.geom.feature.uniquetag('fillet');
67 fillet = workplane.geom.feature.create(fillet tag,'Fillet');
68 fillet.selection('point').set([rad elec surf tag '(1)'],[1 2 4 5]);
69 fillet.set('radius','fillet radius');
70

71 % define an extrusion to make the electrode 3D
72 rad elec ext tag = char(geom.feature.uniquetag('rad elec ext'));
73 rad elec ext = geom.feature.create(rad elec ext tag, 'Extrude');
74 rad elec ext.set('distance','t rad');
75 rad elec ext.selection('input').set({workplane tag});
76 rad elec ext.set('createselection','on');
77

78 % rotate the 3D shape into its final position
79 rad elec tag = geom.feature.uniquetag('rad elec');
80 rad elec = geom.feature.create(rad elec tag,'Rotate');
81 rad elec.selection('input').set({rad elec ext tag});
82 rad elec.set('keep','off');
83 rad elec.set('createselection','on');
84 rad elec.set('pos',{'0','0','0'});
85 rad elec.set('rot',['(360/N elec)*' num2str(i−1) '+(360/(2*N elec))']);
86 end
87

88 % build geometry
89 model.geom.run();
90

91 % get domain numbers
92 rad elec domains = double(arrayfun(@(i) model.selection(['geom1 rad elec',...
93 num2str(i) ' dom']).inputEntities,1:params.N elec));
94

95 end

Then we define the materials of the electrodes:
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1 mat = model.material.create('steel');
2 mat.materialModel('def').set('relpermittivity',1);
3 mat.materialModel('def').set('electricconductivity','4.032e6[S/m]');
4 mat.selection.set(rad elec domains);

We then introduce a stationary study with electrostatics physics, and assign potentials to the

electrodes:

1 function model = set electrostatics(model)
2

3 params = get model params(model);
4

5 % create a study, as in the Comsol GUI
6 study = model.study.create('study');
7 study.feature.create('stationary', 'Stationary');
8

9 % if electrostatics physics has not been defined, do that
10 try
11 es = model.physics('es');
12 catch
13 es = model.physics.create('es','Electrostatics','geom1');
14 end
15

16 % numbers of the electrodes
17 n el = 1:params.N elec;
18

19 % loop through electrodes and assign potentials
20 for i = 1:params.N elec
21 pot tag = ['Vrad' num2str(i)];
22

23 % create the potential object
24 pot = es.feature.create(pot tag, 'ElectricPotential', 2);
25

26 % set the potential value
27 pot.set('V0',['Vrot*cos(phi rot−' num2str(i−1+1/2) '*2*pi/N elec) + ...

Vtrap*cos(phi trap−4*' num2str(i−1+1/2) '*pi/N elec)']);
28

29 % create a named selection for this potential
30 pot.selection.named({['geom1 rad elec' num2str(i) ' bnd']});
31 end
32

33 end

We then build the mesh:

1 try
2 mesh = model.mesh('mesh1');
3 catch
4 mesh = model.mesh.create('mesh1','geom1');
5 end
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6 mesh.run();
7 mesh.feature('size').set('hauto',mesh size);
8 mesh.run();

Then finally we execute the code below for optimization. Here the only new commands used

are model.study('study').run and mphinterp, which runs the computation of the electric

potential and imports the results to Matlab, interpolated on a grid.

1 % regression setup
2 z = linspace(−zmax,zmax,Nz)';
3 powers = 0:2:fit poly order;
4 VanderM = bsxfun(@power,z/zmax,powers);
5 [VanderQ,VanderR] = qr(VanderM,0);
6

7 % optimization
8 optim table = table();
9 weight fun = 1e6*(1−cos(linspace(0,pi,numel(z))').ˆ10);

10

11 old data = dirfun(@(x) readtable(x),'optimization results','pattern','.csv');
12 old data = vertcat(old data{:});
13 if isempty(C guess)
14 if ¬isempty(old data)
15 C init = old data{old data.resid==min(old data.resid),...
16 {'c2','c4','c6','c8','c10'}};
17 C init = C init(1:round(elec poly order/2));
18 else
19 C init = zeros(1,round(elec poly order/2));
20 end
21 else
22 C init(1:numel(C guess)) = C guess;
23 end
24

25 iter = 1;
26 C final = fminsearchbnd(@optimfun,C init,C init−0.02,C init+0.02,...
27 optimset('Disp','iter','maxiter',1));
28

29 function resid = optimfun(C)
30 for j = 1:numel(C)
31 model.param.set(['c' num2str(2*j)],C(j));
32 end
33

34 model.study('study').run;
35 Enormz = mphinterp(model,'es.normE','coord',[0*z 0*z z]')';
36 pfit = VanderR\(VanderQ'*Enormz);
37 Enormz fit = VanderM*pfit;
38

39 resid = simps(z,(Enormz fit−Enormz fit(z==0)).ˆ2.*weight fun);
40

41 figure(2); clf;
42 subplot(2,1,1);
43 plot(z,Enormz,z,Enormz fit,'linewidth',2);
44 title(['Iteration ' num2str(iter)]);
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45 ylabel(' | E {rot} | (V/m)');
46 xlabel('z (m)');
47

48 subplot(2,1,2);
49 plot(z,(Enormz fit−Enormz fit(z==0)).ˆ2.*weight fun,'linewidth',2);
50 title(['Iteration ' num2str(iter)]);
51 ylabel('cost function');
52 xlabel('z (m)');
53 drawnow();
54

55 C = padarray(C,[0 5−numel(C)],0,'post');
56 optim table = [optim table; array2table([iter C ...

resid],'variablenames',{'iter','c2','c4','c6','c8','c10','resid'})];
57 writetable(optim table,results filename);
58

59 iter = iter+1;
60

61 if mod(iter−1,10)==0
62 mphsave(model,[pwd filesep filename '.mph']);
63 end
64 end
65

66 % plot results
67 for k = 1:numel(C final)
68 model.param.set(['c' num2str(2*k)],C final(k));
69 end
70 model.geom('geom1').run;
71 model.mesh('mesh1').run;
72 model.study('study').run;
73

74 pg = model.result.create('pg', 'PlotGroup3D');
75 slice = pg.feature.create('slice', 'Multislice');
76 slice.set('expr', 'V');
77 mphplot(model,'pg');
78

79 set(gcf,'units','normalized','position',[0.3536 0.0787 0.2917 ...
0.8259]);

80 view([0 90])
81

82 % save model
83 mphsave(model,[pwd filesep folder filesep filename '.mph']);

A.4 Optical pumping

Prior to implementing optical pumping state preparation, I performed a simple rate equation

simulation to estimate our overall efficiency for preparing population in 3∆1(J = 1). I used the set

of first order differential equations for state populations ni,

dni
dt

=
∑
j 6=i

Ωi←j nj +Ai←jnj − Γini (A.10)
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Typically, the matrix A of Einstein A coefficients will look something like

A =


0 A1←2 A1←3

0 −Γ2 A2←3

0 0 −Γ3

 , (A.11)

where Γj =
∑

iAij is the total decay rate of state j. Here I have imagined that the energies of the

states are ordered E1 < E2 < E3, and that E1 is the ground state and does not decay. The matrix

Ω represents light absorption and thus depends on which lasers are present. For example, it might

look like

Ω =


0 0 0

B2←1ρ(ω21) 0 0

B3←1ρ(ω31) B3←2ρ(ω32) 0

 , (A.12)

if we have laser fields driving every transition, where Bi←j are Einstein B coefficients and ρ(ωij)

is the spectral energy density of radiation at angular frequency ωij = (Ei − Ej)/~. In terms of

molecular parameters and constants, the Einstein coefficients are

Ai←j =
ω3
ij |Dij |2

3πε0~c3
,

Bi←j =
π2c3

~ω3
ij

Aj←i,

(A.13)

where D is the electric dipole matrix element between states i and j.

This model neglects all coherences and thus of course cannot produce phenomena such as

Rabi flopping. However (due to Doppler broadening) we are also unable to observe any Rabi

flopping in the experiment, so this does not seem like a significant limitation. I estimated the

electric dipole matrix elements between various electronic and vibrational states according to the

methods described in Chapter 2, and solved the rate equations in Matlab. For molecule-frame

dipole matrix elements, I used the data from Kevin’s thesis and Ref. [99] in order to include as

many electronic states as possible. Rate equation simulation results are shown in Fig. A.5.
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Figure A.5: Rate equation prediction for state populations after optical pumping state preparation.
(a) Transfer from 1Σ+ only via 3Π0+ , (b) with MF pumping through 3Π0− , (c) with vibrational
cleanups through 3Σ−

0+ . Part (b) indicates that the best route to improved signal size is with a
repump from 3∆1(v = 1) through 3Π0− (1178.7 nm).
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A.5 Magnetic fields

In the Generation 2 experiment with HfF+, we have implemented magnetometry using a net-

work of eight Bartington Instruments fluxgate sensors mounted to the vacuum chamber. Much more

details about the hardware aspects of the magnetometry will be included in a future work (likely

Tanya Roussy’s thesis), but here I provide a brief overview of the process of fitting magnetometer

data.

The positions of the magnetometers are registered to the vacuum chamber via the mounting

holes machined by Kimball physics. We have a CAD model of the Generation 2 chamber along

with the magnetometers located in

X:\Magnetometers Mark_2\Inventor\gen2_chamber_with_mags.iam

for which I wrote a VBA macro (quoted below) to export the magnetometers’ coordinates and

orientations [in the form of a rotation matrix a la Eq. (2.40)]. An example of the output of this

script is shown in Table A.3.

1 Public Sub PrintMagCoordsGen2()
2

3 ' Get the active assembly.
4 Dim oAsmDoc As AssemblyDocument
5 Set oAsmDoc = ThisApplication.ActiveDocument
6

7 'Set up the CSV output file
8 Dim OutputFile As String
9 OutputFile = "X:\Magnetometers Mark 2\Inventor\sensor coordinates.csv"

10 Open OutputFile For Output As #1
11

12 ' Generate header text
13 Dim FileHeader As String
14 FileHeader = "sensor" & ", "
15 Dim i As Integer
16 Dim j As Integer
17 ' Rotation matrix elements (9 columns)
18 For i = 1 To 3
19 For j = 1 To 3
20 FileHeader = FileHeader & "R " & i & j & ", "
21 Next
22 Next
23 ' Origin coordinates (3 columns)
24 j = 4
25 For i = 1 To 3
26 FileHeader = FileHeader & "O " & i & ", "
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27 Next
28 ' Trim final comma and space
29 FileHeader = Left(FileHeader, Len(FileHeader) − 2)
30

31 ' Print header to file
32 Debug.Print FileHeader
33 Print #1, FileHeader
34

35 Dim oOcc As ComponentOccurrence
36 For Each oOcc In oAsmDoc.ComponentDefinition.Occurrences
37 ' Loop through sensor assemblies
38 If InStr(oOcc.Name, "Mag612") = 1 Then
39

40 ' Get sensor number 1−8
41 Dim sensorNum As Integer
42 sensorNum = CInt(Right(oOcc.Name, Len(oOcc.Name) − InStr(oOcc.Name, ...

":")))
43

44 ' Get origin transformation matrix
45 Dim oMatrix As Matrix
46 Set oMatrix = oOcc.Transformation
47

48 ' Start this row of coordinate data
49 Dim RowStr As String
50 RowStr = sensorNum & ", "
51

52 ' Rotation matrix elements
53 For i = 1 To 3
54 For j = 1 To 3
55 RowStr = RowStr & oMatrix.Cell(i, j) & ", "
56 Next
57 Next
58

59 ' Origin coordinates
60 j = 4
61 For i = 1 To 3
62 RowStr = RowStr & oMatrix.Cell(i, j) & ", "
63 Next
64

65 ' Trim final comma and space
66 RowStr = Left(RowStr, Len(RowStr) − 2)
67

68 ' Print row for this chip
69 Debug.Print RowStr
70 Print #1, RowStr
71

72

73 End If
74 Next
75

76 Close #1
77

78 End Sub

In general, we would like to use our X, Y , Z, and axgrad coils to apply magnetic fields to

null out Earth’s field at the location of the ions, and apply as pure and constant a B′axgrad field
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gradient as possible. We would like to simultaneously monitor the magnetic field in the vicinity of

the ion trap using our fluxgate magnetometers, and potentially apply real-time feedback. However,

a challenge is presented by the fact that our magnetometers are situated very close to our magnetic

field coils, and thus cannot be used to accurately parameterize the magnetic field in terms of the

“interior” multipoles described in Section A.1. We therefore have to adopt a technique of what we

call “coil basis vectors” in order to obtain magnetic field measurements that we can accurately fit

with interior multipoles. The general idea is:

(1) At some earlier time (prior to a Ramsey experiment), we collect “coil basis vectors:” values

of the magnetic field components Bx, By, Bz experienced by each magnetometer due to a

unit current in a particular coil pair. These are shown in Table A.4.

(2) When measuring the magnetic field at later times, subtract the coil basis vectors, scaled

by the known current in each coil pair, from each magnetometer’s measurement. As long

as the magnetometers are operating in a linear regime, this will result in a measurement of

the background magnetic field only.

It is important to re-measure the coil unit vectors any time the coils or magnetometers may have

moved, or if the current supply for any set of coils is changed. Otherwise, the unit vectors should

be fixed by the geometry and the current supply.

Having subtracted the coil unit vectors to obtain the background magnetic fields, we can then

perform spherical multipole fitting to obtain estimates of the (L,M) components of the magnetic

field about the trap center. Because we only have eight magnetometers with three axes each, we

can fit at most up to L = 4 (and preferably lower order than this). Typically we extract only the

multipole components up to L = 2. This fitting is performed by the process magnetometers.m

function, which is propagated forward into each day’s matlab directory on the HfF+ jilafile

directory.

As a final step towards predicting the magnetic fields experienced by the ions at the trap

center, we must predict the magnetic fields generated by the X, Y , Z, and axgrad coils at that
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location. We do so using a simple parametric model for each pair of coils, with parameters listed

in Table A.5, and whose geometric interpretations are shown in Fig. A.6. Initially, I had aimed

to tweak these parameters using magnetometer measurements of the fields generated by each coil

pair, however it subsequently appeared that the magnetometers are simply too close to the coils

to generate sensible results – the model has too many free parameters, and the resulting geometry

was clearly inconsistent with the known coil positions. One important lesson from this process was

that the number of turns in each coil should remain fixed to the known value, listed in Table A.5.

It may be worthwhile to attempt this fitting again in the future, with certain parameters (such as

the number of turns, width, thickness, and radius of the coils) held fixed. In this instance, it may

be possible to fit the center position of the coil pair rc and their azimuthal rotation phi, which

may be important for systematics studies.
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Parameter X coils Y coils Z coils axgrad coils

rc [0,0,0] [0,0,0] [0,0,0] [0,0,0]

Rcoil 0.2172 0.1981 0.1713 0.1346

theta 1.57 1.57 0 0

phi 0 1.57 0 0

r rel [0,0,0.2159] [0,0,0.1968] [0,0,0.1716] [0,0,0.1922]

theta rel 0 0 0 0

phi rel 0 0 0 0

turns 80 85 57 85

w 0.0076 0.0076 0.0089 0.0076

t 0.0102 0.0102 0.0049 0.0102

Nw 8 8 8 8

Nt 8 9 9 9

I rel 1 1 1 -1

Table A.5: Parameters for magnet coil pairs. The number of turns is the measured value, while
the other parameters are taken from our experiment CAD model. The physical meanings of the
parameters are shown in Fig. A.6. The parameter I rel indicates the relative sign of the current
in the two coils – a negative sign results in a gradient rather than a uniform field. Distances are in
meters, angles in radians.

Figure A.6: Parametric description of the orientation of a pair of coils in space. The vector rc
indicates the position of the center of mass of the coil pair. Each coil is located at ±rrel relative
to rc. The coils are rotated by a common set of Euler angles (θ, φ, χ) about the laboratory Z axis,
and are then rotated by a relative set of Euler angles ±(θrel, φrel, χrel)/2 relative to their common
z axis. The coils have radius Rcoil, width w, thickness t, and have numbers of turns Nw and Nt

along their width and thickness.



Appendix B

Analytic calculations

The goal of this section is to reproduce various analytic calculations done over the years, for

the use of future students.

B.1 MCP Transfer Matrices

I assume that the position xd,j of the cloud on the detector along the jth coordinate axis is

linearly related to the position of the cloud in the trap:

xd,j = m11,jxt,j +m12,jTdẋt,j (B.1)

where Td is the time of flight to the detector.

The cloud is given a kick along one of the principal axes of the trap by applying a voltage

pulse to two or more of the electrodes. Figure B.1 shows a triangular pulse with a 2 µs rise time and

an amplitude of 1 V programmed on the experiment control DAC and measured on one electrode.

Integrating the measured potential on one fin for a programmed 1 V, 2 µs pulse (amplified 25×

in the trap driver electronics) gives 50.5(3) V µs. The electric field at the center of the cloud is

obtained by COMSOL simulation, with the following results for a 1 V potential applied to one fin

Ey
Vy

=
57.21(1) mV/cm

1 V

Ez
Vz

=
8.75(1) mV/cm

1 V

(B.2)

where the uncertainty is assumed to be simply the magnitude of the smallest digit calculated by

COMSOL. To account for trap geometry and amplification, I define the scale factors χj which
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Figure B.1: Potential on one electrode for 1 V on the DAC.

convert the amplitude of a 2 µs pulse to the time-integrated electric field component in direction j

at the center of the trap, which I call Kj . This assumes that voltage pulses of various amplitudes

applied to different electrodes will have the same overall shape. The χj carry units of µs/cm.

Numerically, these factors are:

χx = 2
√

3
(
5.721× 10−2 cm−1

)
(50.5µs) =

10.00(5) V/cm µs

1 V

χy = 2
(
5.721× 10−2 cm−1

)
(50.5µs) =

5.774(5) V/cm µs

1 V

χz = 2
(
0.875× 10−2 cm−1

)
(50.5µs) =

0.8831(5) V/cmµs

1 V

(B.3)

Assuming that the cloud is stationary before receiving a pulse along direction j, the in-trap

position and velocity after the pulse are

xt,j(t) =
eKj

mωj
sin(ωjt) (B.4)

ẋt,j(t) =
eKj

m
cos(ωjt) (B.5)

where

Kj ≡
∫ ∞
−∞

Ej(t)dt. (B.6)
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The measured position on a detector measuring ion motion along direction j is

xt,j(t) = Ad,j sin(ωjt+ ϕj) (B.7)

= Ad,j cos(ϕj) sin(ωjt) +Ad,j sin(ϕj) cos(ωjt) (B.8)

= m11,j
eKj

mωj
sin(ωjt) +m12,jTd

eKj

m
cos(ωjt). (B.9)

Comparing coefficients, I find

m11,j =
Ad,j cos(ϕj)mωj

eKj
(B.10)

m12,j =
Ad,j sin(ϕj)m

eKjTd
(B.11)

Then incorporating the fact that Kj = χjVj where Vj is the amplitude of the voltage pulse applied

to opposing fins,

m11,j =
Ad,j cos(ϕj)mωj

eχjVj
(B.12)

m12,j =
Ad,j sin(ϕj)m

eχjVjTd
(B.13)

For the “fast” multi-channel plate (MCP), which can resolve only cloud motion in the x direction,

the transfer matrix elements have dimensions of µs/mm.

B.2 Relativistic & inertial effects

At one point during the challenging times of systematics investigations, I became curious if

there might be additional effects of the rotating, accelerating frame of our measurement, beyond

the usual term Hrot = −ω · F . Not surprisingly, this was not a particularly fruitful avenue of

investigation, but I reproduce my notes here in case some offshoot becomes useful in the future.

The goal of these notes is to determine in a moderately rigorous way any corrections to the

electronic spectrum of an accelerating, rotating atom or molecule in its rest frame, in the presence

of external electric and magnetic fields. The approach is to obtain an approximate non-relativistic

Hamiltonian for a single electron in (nuclear, other-electronic, or externally applied) electric and

magnetic fields by taking the non-relativistic limit of the generally covariant Dirac equation. This
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problem is addressed in the case of no external fields by Hehl & Ni in Ref. [59], while the case

of rotation but no linear acceleration was addressed in Ref. [111]. The style of Ref. [111] is fairly

old-fashioned, confusing, and probably less approximate than we need to be, so we refer only to

Ref. [59] here.

Following Hehl & Ni, the Dirac equation for a spin-1/2 particle of charge q viewed from a

frame with acceleration a and rotation ω is

(i~γµ̂Dµ̂ −mc)ψ = 0 (B.14)

where the covariant derivatives Dµ̂ are

D0̂ =
1

1 + a·x
c2

(
1

c

∂

∂t
+
iqφ

~c
+

a ·α
2c2

− i

2~c
ω · J

)
,

Dî =
∂

∂xi
− iqA

~
,

(B.15)

and J = L + S is the particle’s total angular momentum. Here we have simply used the expression

from Hehl & Ni and added the electromagnetic four-potential, assuming it transforms into the

non-inertial frame in the same way as the partial derivative ∂µ.

The Dirac equation is then

i~γ0

1 + a·x
c2

(
1

c

∂

∂t
+
iqφ

~c
+

a ·α
2c2

− i

2~c
ω · J

)
ψ = [mc+ γ · (p− qA)]ψ. (B.16)

We obtain the effective Dirac Hamiltonian by isolating i~∂ψ∂t , finding

HDirac = βmc2
(

1 +
a · x
c2

)
+ qφ− ω · J− i~

2c
α · a + c

(
1 +

a · x
c2

)
α · π, (B.17)

where π ≡ p − qA, β ≡ γ0, and α ≡ γ0γ. We would then like to take the low-energy limit of

the Dirac Hamiltonian, using the Foldy-Wouthuysen transformation [15, 47]. First, we write the

Hamiltonian as

HDirac = βmc2 + E + O (B.18)

where E and O are the even and odd parts of the Hamiltonian with respect to exchanging particles

and antiparticles (odd terms contain α):

E = eφ+m(a · x)− ω · J,

O = cα · π +
1

2c
[(α · π)(a · x) + (a · x)(α · π)] .

(B.19)
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The Foldy-Wouthuysen transformation results in the approximate Hamiltonian

HFW = mc2 + E +
O2

2mc2
− O4

8m3c2
− 1

8m2c4

[
O, [O,E] + i~Ȯ

]
, (B.20)

consisting of even operators only. We will evaluate HFW still more approximately since we are

considering non-inertial effects to be small. To be precise, we will drop all terms proportional to

a ·x/c2 where the other factor is of lower order than the kinetic energy p2/(2m). That is, we would

keep p2(a·x)/(2mc2), but drop −2µB(S·B)(a·x)/c2. In addition, we will keep terms only up to first

order in ω (this turns out to be all ω-containing terms to this order of the F-W transformation).

B.2.1 Mostly kinetic term

By “mostly kinetic,” I’m referring to the term O2

2mc2
. As a reminder,

O = cα · π +
1

2c2
[(cα · π)(a · x) + (a · x)(cα · π)]

≡ cα ·Π
(B.21)

So that using the commutation properties of α, O2 can be written [15]

O2/c2 = Π2 + iσ · (Π×Π) (B.22)

Keeping terms only up to first order in a, we get

Π2 ≈ π2 +
1

2c2
·
[
π2(a · x) + π · (a · x)π

]
+

1

2c2

[
π(a · x) · π + (a · x)π2

]
= π2 + 2π ·

(a · x
c2

)
π

(B.23)

and

Π×Π ≈ π × π +
π × [π(a · x) + (a · x)π]

2c2
+

[π(a · x) + (a · x)π]× π
2c2

= i~qB +
2i~q(a · x)

c2
B− i~

c2
(a× π)

(B.24)

So then

iσ · (Π×Π) ≈ −~qσ ·B− 2~q(a · x)

c2
σ ·B +

~
c2
σ · (a× π), (B.25)

and finally

O2

2mc2
≈ π2

2m
+
π(a · x) · π

mc2
− ~q

2m
σ ·B +

~
2mc2

σ · (a× π) (B.26)

where we have neglected the Zeeman effect reduced by a · x/c2.
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B.2.2 Relativistic correction to kinetic term

Here we will keep only the usual relativistic correction to the kinetic term, since everything

proportional to a · x/c2 will be on the order of 10−20 times smaller than that.

− O4

2m3c2
≈ − π4

8m3c2
(B.27)

B.2.3 Interaction term

Let’s now think about the interaction term, − 1
8m2c4

[O, [O,E] + i~Ȯ]. We will neglect com-

pletely the terms of O proportional to a · x/c2. Start with the commutator [O,E]:

[O,E] ≈ [cα · π, qφ+ma · x− ω · J] (B.28)

For each of these terms, we find

[cα · π, qφ] = i~qcα · (−∇φ), (B.29)

[cα · π,ma · x] = −i~mcα · a, (B.30)

[cα · π,−ω · J] = i~cα · (π × ω). (B.31)

Combined with

i~Ȯ ≈ −i~qcα · ∂A

∂t
(B.32)

we get

[cα · π, qφ+ i~Ȯ] ≈ i~qcα · E. (B.33)

The outer commutators are

[cα · π, i~qcα · E] = ~2c2q∇ · E − ~c2qσ · (π × E − E × π), (B.34)

[cα · π,−i~cmα · a] = −2~mc2σ · (a× π), (B.35)

[cα · π, i~cα · (π × ω)] = 2~c2[π2(σ · ω)− (ω · π)(σ · ω)]. (B.36)

So this contribution to the Hamiltonian is

− 1

8m2c4

[
O, [O,E] + i~Ȯ

]
≈ − q~2

8m2c2
∇ · E − q~

4m2c2
σ · (E × π)

+
~

4mc2
σ · (a× π)− ~

4m2c2
[π2(σ · ω)− (ω · π)(σ · π)]

(B.37)
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B.2.4 Total FW Hamiltonian

Adding together the terms from the previous sections, the single particle Hamiltonian to

lowest(-ish) order in a and ω is

HFW ≈ mc2 +
π2

2m
− π4

8m3c2
+ qφ− q~

2m
σ ·B− q~2

8m2c2
∇ · E − q~

4m2c2
σ · (E × π)

+ma · x− ω · J +
π(a · x) · π

mc2
+

3~
4mc2

σ · (a× π)− ~
4m2c2

[π2(σ · ω)− (ω · π)(σ · π)].

(B.38)

Here the top line contains “usual” terms, while the bottom line contains inertial terms. In the

third and fourth inertial terms, this expression differs from Ref. [59] by factors of order 1. On the

other hand, the potential, kinetic, Darwin, spin-orbit, and anomalous Zeeman terms appear with

the correct sign and numerical factors.

B.3 Rotation matrix elements

First, apply the Wigner-Eckart theorem:

〈
I ′J ′Ω′F ′M ′F

∣∣D(k)
pq (ω)∗ |IJΩFMF 〉 = (−1)F

′−M ′F

 F ′ k F

−M ′F p MF

〈I ′J ′Ω′F ′∥∥∥D(k)
·q (ω)∗

∥∥∥IJΩF
〉

(B.39)

Now, apply Eq. 5.174 of Ref. [15] for decoupling J and I. We only want the Wigner D matrix to

act on the J part of the wavefunction:〈
I ′J ′Ω′F ′

∥∥∥D(k)
·q (ω)∗

∥∥∥IJΩF
〉

=

δI,I′ (−1)F+J ′+k+I′
√

(2F ′ + 1)(2F + 1)

 J F I ′

F ′ J ′ k


〈
J ′Ω′

∥∥∥D(k)
·q (ω)∗

∥∥∥JΩ
〉
.

(B.40)

Finally, apply Eq. 5.186 of Ref. [15]:

〈
J ′Ω′

∥∥∥D(k)
·q (ω)∗

∥∥∥JΩ
〉

= (−1)J
′−Ω′

 J ′ k J

−Ω′ q Ω

 √
(2J ′ + 1)(2J + 1). (B.41)

Multiplying everything together gives Eq. (2.15).



Appendix C

Designs

C.1 Lab layout

As is evident from the lengthy experiment sequence, the experiment uses a large number

of lasers, as shown schematically in Fig. C.1. Several of our lasers are water-cooled pulsed YAGs

and several more are dye lasers; each of these varieties is quite prone to catastrophic failure, which

consumes substantial time and resources. The following is a complete list of lasers used in the HfF+

experiment:

(1) Continuum Minilite (“Abby”)

A Q-switched Nd:YAG 1 . Used for laser ablation of Hafnium metal in our supersonic beam

source. The Minilite has a variable repetition rate from 0 Hz to 30 Hz, allowing us to

trigger it irregularly for ablation and conserve the lifetime of its flashlamps. The price

to be paid for the triggerable Q-switch is that the lamps do not “simmer” 2 indefinitely,

and the laser shuts off if it is not triggered every few minutes. Huanqian Loh wired an

external switch into the simmer restart button, and made the external switch accessible

from the main experiment control PC. Around 2015, I wired up a relay to a cheap DAC

controlled by the main experiment control Labview program, allowing Abby to be “primed”

1 Nd:YAG, or usually just abbreviated YAG, meaning a Neodymium-doped Yttrium Aluminium Garnet crystal,
Y3Al5O12

2 “Simmering” is a technique used to improve repeatability and preserve the lifetime of flashlamps by continuously
running a small discharge through the lamp. The small discharge “seeds” the much larger flash that occurs when the
lamp is fired, causing the large flash to develop in the center of the lamp and preventing damage to the surrounding
area.
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Figure C.1: Geographical layout of the HfF+ eEDM lab as of June 2019. The colors of optical
fiber launchers are simply to correlate the input and output of fibers and are not related to the
wavelength. The 818 nm, 961 nm, and 815 nm lasers are combined and sent vertically down through
the vacuum chamber from an optical breadboard mounted above (translucent white).
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programmatically.

(2) Spectra-Physics Quanta-Ray Pro (“Mia”)

The Quanta-Ray Pro is a 10 ns Q-switched YAG operating at 1064 nm with a 10 Hz

repetition rate. The Pro is equipped with a second harmonic generator module, producing

about 1 Joule of light at 532 nm. The 532 nm light is used to pump the PrecisionScan and

the NarrowAmp.

(3) Spectra-Physics Quanta-Ray Lab 170 (“Olga”)

The Quanta-Ray Lab is another 10 ns Q-switched YAG with its fundamental at 1064 nm,

and with a repetition rate of 30 Hz. It is equipped with 2nd harmonic and 4th harmonic

generating crystals. The 532 nm light pumps the Cobra-Stretch, while the 266 nm fourth

harmonic is used as the second photon of photodissociation.

(4) Radiant Dyes NarrowAmp (“Harambe”)

This pulsed dye amplifier replaced a homebuilt setup in Summer 2016, and has made

an enormous difference to the stability of the HfF+ eEDM experiment as a whole. It

doesn’t achieve this by doing anything particularly clever; it simply has a solid aluminium

baseplate with three dye cells and various optics mounted in a simple configuration. We

pump Harambe with approximately 50 mJ of 532 nm light from Mia, which amplifies a

619 nm seed produced by doubling 1238 nm light from Tuna. On a good day, we get about

2 mJ of 618 nm pulsed light from Harambe, which we then double using a BBO to get about

200 µJ of 309 nm UV light. This UV light drives the first transition in our two-photon

photoionization of HfF.

(5) Sirah PrecisionScan (“Bertha”)

The PrecisionScan is a YAG-pumped, grating stabilized pulsed dye laser from Sirah Lasertech-

nik, equipped with a 2nd harmonic generation module and “autotracker,” which compen-

sates for changes in beam pointing when the frequency is changed. The PrecisionScan is
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equipped with three dye cells, the third of which is a “capillary amplifier,” a special tubu-

lar dye cell meant to improve the output beam shape, which it does to a limited extent.

We typically operate this laser at 735.4650(5) nm or 13596.84(1) cm−1, and use the 2nd

harmonic generated by a nonlinear crystal housed in the autotracker (either BBO or KDP,

dpeending on the wavelength range) for the second photon of photoionization of HfF.

(6) Sirah Cobra-Stretch (“Cora”)

The Sirah Cobra-Stretch is another YAG-pumped, grating-stabilized pulsed dye laser. This

laser has only two dye cells, but the beam is double-passed through the first cell to form

an oscillator plus an amplifier stage. With this laser, we produce the first photon of our

two-photon resonance-enhanced photodissociation detection. In the course of this thesis,

we have used this laser to its full tunable potential, scanning it from about 570 nm to

760 nm to find suitable intermediate states for photodissociation (Chapter 6).

(7) Toptica TA Pro (961 nm) (“Toptica”)

“Toptica” was our first laser purchased from Toptica Photonics, and it has been the most re-

liable laser in the lab. Until Fall 2018, we operated this laser on the 3Π0+ ← 1Σ+ (1, 0) R(0)

transition for stimulated Raman transfer, as described in Refs. [28, 82]. In Fall 2018,

we used this laser’s impressive tunability to move over to 961 nm and start driving the

3Π0+ ← 1Σ+ (0, 0) P(1) line for incoherent transfer (Chapter 5).

(8) Toptica TA Pro (1238 nm) (“Tuna”)

We purchased this TA Pro in Fall 2016 to replace a homebuilt ECDL that featured a high-

power 1238 nm gain chip from Innolume. While the details are proprietary, we believe that

this new laser uses a very similar gain chip, but also includes a tapered amplifier (TA).

This laser produces several hundred mW at 1238 nm, which we double to 619 nm using

a ridge waveguide doubler from NEL Photonics. The 619 nm light acts as a seed for the

Radiant Dyes NarrowAmp pulsed dye amplifier, Harambe.
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(9) Toptica TA Pro (815 nm)

The 815 nm TA Pro is our most recent purchase from Toptica, and replaced a cw Ti:sapphire

laser that was adopted by Yan and Kia Boon on the ThF+ eEDM experiment, due to

their need for a widely tunable NIR cw laser. The 815 nm laser has been slightly more

challenging than our earlier TA Pros, as it has a much worse beam profile, suffers from

significant thermal lensing in the TA chip, and has had issues with drifting alignment

into the TA. Still, when optimized, the laser produces several Watts of light at 815 nm,

which is important for driving the weak 3Σ−
0+ ← 3∆1 (0, 0) transition for strobed depletion

(Chapter 5).

(10) Photodigm TO-8 DBR (1083 nm)

It is always nice when there is not much to say about a laser. This DBR laser from

Photodigm does what a DBR laser should do: It is always single-mode, it only mode-hops

when you expect it to, and it doesn’t complain. This laser is used for optical pumping of

MF levels on the 3Π0− ← 3∆1 (0, 0) P(1) transition.

(11) JILA ECDL (818 nm) (“Stella”)

(12) JILA ECDL (818 nm)

(13) JILA ECDL (815 nm)

These grating-stabilized ECDLs are of the JILA design originated by Scott Papp some

years ago. We have swapped out their diodes and gratings a number of times, and their

reliability seems to be limited by the quality of diode installed in them, and the degree of

care taken in optimizing the optical feedback to achieve lasing on a single external cavity

mode. At this point, only Stella has an anti-reflection (AR) coated diode installed, and so

it is the most tunable and reliable. For improved future performance, we could purchase

AR-coated diodes for these ECDLs. These lasers are all used as cleanups, as described in

Chapter 5.
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(14) New-Focus Vortex

This laser is stabilized to the 87Rb 5S1/2 F = 2 → 5P3/2 F ′ = 3 crossover peak at

780.246291 nm. We use this reference to calibrate our HighFinesse WS7 wavemeter, to

which we lock all of our other cw lasers. The high temperature of our HfF+ ions of about

5 Kelvin leads to Doppler widths on the order of 40 MHz, so that the 5 MHz relative

precision of the WS7 is sufficient to lock on resonance.

C.2 Generation 2 Ion Trap

Table C.1 contains multipole fit coefficients up to l = 11 for the Generation 2 ion trap

electrodes, numbered 1-8, T (top), and B (bottom).

The following page shows the mechanical drawings for the Generation 2 custom vacuum

chamber, provided by Kimball Physics. These may be useful for future mechanical designs in-

volving this chamber, in particular for mounting electronics or optics to the machined mounting

surfaces.
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C.3 Trap amplifier

The following pages contain a reproduction of Terry Brown’s circuit designs for the Generation

2 ion trap amplifiers. These are also retained in the electronics shop’s record-keeping system.
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C.4 Trap synthesizer

The following pages contain a reproduction of Felix Vietmayer’s circuit designs for the Gen-

eration 2 ion trap synthesizer. These are also retained in the electronics shop’s record-keeping

system.
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electrode
l m 1 2 3 4 5 6 7 8 T B
1 −1 −1.67 −4.04 −4.04 −1.67 1.67 4.04 4.04 1.67

0 −0.73 0.73
1 −4.04 −1.67 1.67 4.04 4.04 1.67 −1.67 −4.04

2 −2 −2.96 −2.96 2.96 2.96 −2.96 −2.96 2.96 2.96
0 0.33 0.33 0.33 0.33 0.33 0.33 0.33 0.33 −0.82 −0.82
2 −2.96 2.96 2.96 −2.96 −2.96 2.96 2.96 −2.96

3 −3 −3.30 1.36 1.36 −3.30 3.30 −1.36 −1.36 3.30
0 −0.65 0.65
3 −1.36 3.30 −3.30 1.36 1.36 −3.30 3.30 −1.36

4 −4 −2.82 2.82 −2.82 2.82 −2.82 2.82 −2.82 2.82
−2 −0.03 −0.03 0.03 0.03 −0.03 −0.03 0.03 0.03

0 0.11 0.11 0.11 0.11 0.10 0.11 0.11 0.11 −0.42 −0.42
2 −0.06 0.05 0.06 −0.06 −0.06 0.06 0.06 −0.06

5 −5 −1.86 0.76 0.75 −1.86 1.86 −0.76 −0.75 1.86
−3 −0.04 0.03 0.03 −0.04 0.04 −0.03 −0.03 0.04

0 −0.25 0.25
3 −0.03 0.04 −0.04 0.03 0.03 −0.04 0.04 −0.03
5 0.75 −1.86 1.86 −0.75 −0.75 1.86 −1.86 0.75

6 −6 −0.91 −0.92 0.91 0.92 −0.92 −0.91 0.91 0.91
−4 −0.06 0.06 −0.06 0.06 −0.06 0.06 −0.06 0.06
−2 −0.03 −0.03 0.03 0.03 −0.03 −0.03 0.03 0.03

0 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 −0.15 −0.15
6 0.91 −0.91 −0.91 0.91 0.91 −0.91 −0.91 0.91

7 −7 −0.26 −0.59 −0.59 −0.26 0.26 0.59 0.59 0.25
−5 −0.04 0.02 0.02 −0.04 0.04 −0.02 −0.02 0.04
−3 −0.03 −0.03 0.03 0.03

0 −0.08 0.08
3 0.03 −0.03 −0.03 0.03
5 0.02 −0.04 0.04 −0.02 −0.02 0.04 −0.04 0.02
7 0.59 0.26 −0.25 −0.59 −0.59 −0.25 0.26 0.58

8 −8 −0.36 0.36 −0.36 0.36 −0.36 0.36 −0.36 0.36
0 −0.04 −0.04
2 −0.03 0.03 0.03 −0.03 −0.03 0.03 0.03 −0.03
8 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 −0.05 −0.05

9 −9 −0.21 0.38 0.37 −0.21 0.21 −0.38 −0.38 0.21
0 −0.02 0.02
8 −0.02 0.02
9 0.37 −0.21 0.21 −0.38 −0.38 0.21 −0.21 0.38

10 −10 0.12 0.12 −0.12 −0.12 0.12 0.12 −0.12 −0.12
8 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 −0.01 −0.01

10 0.55 −0.55 −0.55 0.55 0.55 −0.55 −0.55 0.55
11 −11 0.44 −0.38 −0.38 0.44 −0.44 0.38 0.38 −0.44

11 0.38 −0.44 0.44 −0.38 −0.38 0.44 −0.44 0.38

Table C.1: Multipole fit coefficients up to l = 11 for electrodes of Generation 2 ion trap (Fig. 4.1),
with units of V/ml. Rows where all columns have a magnitude less than 0.02 are neglected. Note
the absence of all rows (l,m = ±1) for odd values of l, which behave as Erot ∝ Z l−1 along the line
(0, 0, Z).



Appendix D

Molecular Data

In Tables D.1 and D.2, Maddie Pettine and I have tabulated the observed transitions in our

REMPD survey spectrum collected in Fall 2018. For transitions where we performed fine scans to

identify Ω of the intermediate state, those are listed. Transition center frequencies ν and strengths

are very approximate – they are only eyeballed, and are not from any fit.
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Dye ν (cm−1) Chop Ω′′ Ω′ Strength

Styryl 8 26096 754 3∆1 2 0.17
26177 754 3∆1 1 0.20
26202 754 3∆1 1 0.18
26369 754 X1Σ+, v = 1 1 0.24
26381 754 3∆1, v = 1 2 0.14
26393 754 X1Σ+, v = 1 1 0.15
26518 754 3∆1 2 0.28
26546 I X1Σ+, v = 0 1 1.07
26686 I 3∆1 2 0.09
26707 I 3∆1 1 0.09

Pyridine 2 26759 754 3∆1 1 0.25
26777 I X1Σ+, v = 0 0 0.09
26796 961 3∆1 1 0.40
26864 I X1Σ+, v = 1 2 0.10
26960 I X1Σ+, v = 1 1 0.17
26988 754 X1Σ+, v = 1 1 0.30
27137 961 3∆1, v = 0 2 0.84
27154 I X1Σ+, v = 0 1 0.51
27178 I X1Σ+, v = 0 1 0.05
27264 I X1Σ+, v = 1 1 0.08
27345 961 3∆1, v = 2 1 0.67
27394 I X1Σ+, v = 0 0 0.05
27399 961 3∆1 1 0.64
27615 I X1Σ+, v = 1 1 0.06
27659 I X1Σ+, v = 0 2 0.18
27683 I X1Σ+, v = 0 1 0.11
27735 I X1Σ+, v = 0 1 0.26
27752 961 3∆1 2 0.67
27775 I X1Σ+, v = 0 1 0.25
27861 754 X1Σ+, v = 1 1 0.22
27942 961 X1Σ+, v = 1 2 0.62
28001* I X1Σ+, v = 0 0 0.30
28001* I 3∆1 1 0.30
28111 961 3∆1 0 0.69
28135 754 X1Σ+, v = 1 1 0.18
28194 754 X1Σ+, v = 1 1 0.31
28322 I X1Σ+, v = 0 1 0.28
28376 I X1Σ+, v = 0 1 0.14

Table D.1: Summary of observed photodissociation transitions, part I.
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Dye ν (cm−1) Chop Ω′′ Ω′ Strength

Pyridine 1 28602 754 3∆1 1 0.20
28635 754 3∆1 2 0.15
28650 754 X1Σ+, v = 0 1 0.13
28738 754 X1Σ+, v = 1 1 0.29
28795 754 X1Σ+, v = 1 1 0.39
28920 I X1Σ+, v = 0 1 0.08
28969 754 X1Σ+, v = 0 1 0.12
29088 I X1Σ+, v = 0 0 0.38
29146 I X1Σ+, v = 0 0 0.26
29203 754 3∆1 1 0.16
29269 754 3∆1 2 0.12
29328 I X1Σ+, v = 0 1 0.57
29346 754 X1Σ+, v = 1 0 0.16
29505 I X1Σ+, v = 0 1 0.24
29524 I X1Σ+, v = 0 1 0.29
29530 754 X1Σ+, v = 0 1 0.25
29579 I X1Σ+, v = 0 1 0.12
29671 754 3∆1 1 0.16
29700 I X1Σ+, v = 0 0 0.45
29831 I X1Σ+, v = 0 1 0.16
29879 754 X1Σ+, v = 1 1 0.27

Rhodamine 640 30922 754 3∆1 0 0.09
30946 I X1Σ+, v = 0 0 0.09
31111 754 X1Σ+, v = 1 0 0.25
31290 I X1Σ+, v = 0 0 1.11
31511 754 3∆1 0 0.10
31595 I X1Σ+, v = 0 0 0.09
31703 754 X1Σ+, v = 1 0 0.25
31761 I X1Σ+, v = 0 0 0.12
31895 I X1Σ+, v = 0 0 0.96
32094 754 3∆1 0 0.25
32255 I X1Σ+, v = 0 0 0.09
32289 754 X1Σ+, v = 1 0 0.37
32489 I X1Σ+, v = 0 0 1.46

Table D.2: Summary of observed photodissociation transitions, part II.
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