Theoretical analysis of fluorescence signals in filamentation of femtosecond laser pulses in nitrogen molecular gas
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We study numerically and analytically the role of the combined effect of self-focusing, geometrical focusing, and the plasma defocusing in the formation of the fluorescence signal during the filamentation of a Ti:sapphire laser pulse in nitrogen molecular gas. Results of numerical simulations are used to estimate the number of excited ions in the focal volume, which is proportional to the fluorescence signal. We find good agreement between the theoretical results and the experimental data, showing that such data can be used to get further insight into the effective focal volume during filamentation of femtosecond laser pulses in transparent media.
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I. INTRODUCTION

There has recently been considerable interest in the propagation of femtosecond (fs) laser pulses in gases undergoing multiphoton ionization. Experimental studies have shown that the defocusing effect of the resulting free-electron density combined with the Kerr self-focusing effect contribute to the formation of filaments when adequate high-power fs laser pulses propagate [1]. These filaments can range over large distances beyond the Rayleigh range of the laser pulse, from a few centimeters in solids or liquids up to a few kilometers in air [2]. This phenomenon is an active area of research not only in view of the possible applications such as the control of lightning discharge [3,4] and remote sensing [2,5,6], but also due to the complex dynamics during the propagation and filamentation process.

Due to the high intensities in the filament measurement systems cannot be incorporated into the beam and information has to be retrieved indirectly from observations of quantities from outside. There are a number possibilities in the experiments, among them are the detection of scattered light by a charge coupled device (CCD) camera or a photodiode [1,7,8], observations of beam patterns on linegraph print paper [9], fluorescence emission from excited molecules or ions [10,11], time-resolvent broadband absorption spectroscopy [6], measurement of the electric conduction of the plasma channel [12], observation of harmonic generation [13], or spectral interferometry [8].

Among these methods the observation of fluorescence from the nitrogen molecule or its ion has been shown to provide useful insights into the long distance propagation in air. Inside the filament nitrogen molecules are ionized, leaving the ion in its excited states with some probability. Fluorescence occurs either due to a radiative decay of the excited ions [14,15] or due to electron-ion recombination into an excited state of the neutral molecule and subsequent radiative decay [10]. Since the corresponding band systems (the first negative band in N₂⁺ and the second positive band in N₂) are not masked by the rather low contribution from the supercontinuum spectrum the observation method is also called “clean fluorescence.”

Up to now there is no attempt of a quantitative comparison between experimental observations of fluorescence spectra obtained from laser filaments in nitrogen molecular gas and analytical or numerical calculations. Such a study might be, however, helpful in understanding the potential of the clean fluorescence method beyond a qualitative visualization of the filamentation process. Below we investigate the combined effect of self- and geometrical focusing and plasma defocusing by analyzing fluorescence signals observed during the interaction of Ti:sapphire laser pulses with nitrogen molecular gas at different pressures [16]. To this end, we will compare predictions from numerical calculations, based on a propagation model, for the number of ions in the excited state, which is proportional to the fluorescence signal, with experimental data. We will show by results of a semianalytical theory how the signals can be used to get further insight into the size of the volume, in which the intensity is clamped down to a maximum value in the high-intensity core part of a laser filament.

II. NUMERICAL MODEL

The propagation of a linearly polarized laser beam in N₂ gas is described by the scalar wave equation

\[ \frac{\partial^2 E}{\partial t^2} + \Delta E - \frac{1}{c^2} \frac{\partial^2 D}{\partial t^2} = \frac{4\pi}{c^2} \frac{\partial^2 P_{NL}}{\partial t^2} + \frac{4\pi}{c^2} \partial J, \]  

where electric field strength \( E \) and \( D \) are related by the usual dispersion relation as \( D(\mathbf{r}, \omega) = \epsilon(\omega) E(\mathbf{r}, \omega) \), and \( \epsilon(\omega) \) is the dielectric constant of N₂. \( P_{NL} = \chi^{(3)}(E)^3 \) is the nonlinear polarization. \( \chi^{(3)} \) is the third order nonlinear susceptibility of the medium, and \( c \) is the speed of light. The strong interaction of the radiation field with the N₂ molecules generates an ion density through multiphoton ionization, that in the Drude model [17] is described as

\[ J = e \sum_{l} N_{l} \nu_{l}, \]  

where \( N_{l} \) is the number of N₂ ions in the electronic state \( l \) (\( l = 0 \) stands for the ground state, \( l = 1 \) for the first excited state, and so on). \( e \) is the electron charge and \( \nu_{l} \) is the ion drift velocity, which obeys the equation of motion for ions in the Drude model: \( m_{l} \partial \nu_{l} = e E - m_{l} \nu_{l} / \tau \), where \( m_{l} \) is the mass.
of the ion. By using the slowly varying envelope approximation Eq. (1) in the retarded coordinate frame \((t \rightarrow \tau = t - z/v_o)\) reads

\[
i \partial \mathcal{E} + \frac{1}{4} \Delta \mathcal{E} + \frac{L_D}{L_{NL}} |\mathcal{E}|^2 \mathcal{E} - \frac{1}{4} \frac{L_D}{L_d} \left( \frac{1}{3} \partial^2 \mathcal{E} + i \frac{L_D}{L_d} \partial \mathcal{E} \right)
- \sum_i \frac{L_D}{L_{\text{plas}}} \rho_i \mathcal{E} + i \sum_i \frac{L_D}{L_{\text{AP}}} \rho_i \mathcal{E} + i \sum_i \frac{L_D}{L_{\text{MPA}}} |\mathcal{E}|^2 |n_i \mathcal{E}| = 0,
\]

(3)

where \(\mathcal{E}\) is the electric field normalized to its initial maximum \(\mathcal{N}_0\), \(n_i\) is the effective order of the ionization process and \(\rho_i\) is the number of \(N_2\) ions in the electronic state \(i\) normalized to the initial number density of neutral atoms \(N_0\), and obeys the relation

\[
\rho_i = 1 - \exp \left( -T_0 \alpha^{(n_i)}_0 \int_{-\infty}^{\tau} |\mathcal{E}|^{2n_i} d\tau \right).
\]

(4)

Equation (3) has radial symmetry, in which the radius \(r\) and the time \(\tau\) are given in units of length \(w_0\) and duration \(T_0\) of the laser pulse, respectively, the longitudinal coordinate \(\xi\) is given in units of the diffraction length scale \(L_D = k w_0^2 / 2\). Other length scales are the dispersion length scales \(L_d = T_0 / 2 k_2\) and \(L_{\text{AP}} = T_0 / 2 k_3\), the nonlinear length scale \(L_{NL} = 1 / n_f k_d g_0\), the plasma length scale \(L_{\text{plas}}^{(i)} = k m_i e^2 / 2 \pi n_i^2 E_0\), the absorption-plasma length scale \(L_{\text{AP}}^{(i)} = m_i (\alpha^{(n_i)}_0)^{-1} k / 2 \pi n_i^2 E_0\), and the multiphoton-absorption length scale \(L_{\text{MPA}}^{(i)} = 2 / n_i h \alpha^{(n_i)}_0 \alpha^{(n_i)}_0 T_0^{-1} N_i\). \(k_2\) and \(k_3\) are the second and third order group-velocity dispersion coefficients, respectively, and \(\alpha_i = n_i h |\alpha^{(n_i)}_0| \rho_i^{-1}\) is the coefficient of multiphoton absorption by the molecules.

The model, described by Eq. (3), includes geometrical focusing, diffraction, group-velocity dispersion, self-focusing, and plasma generation via multiphoton ionization. For the numerical calculations we use parameters of the experiment [16] in order to make a comparison with the experimental data. We consider the propagation of a 800 nm laser pulse with pulse duration of 250 fs (FWHM) in nitrogen molecular gas. The critical power of \(N_2\) is \(P_{cr} = 3\ GW\) at atmospheric pressure. Note that \(P_{cr}\) varies with the inverse of the pressure. The density of neutral atoms is derived from the ideal gas law \(N_0 = \Phi / k_B\Theta\), where \(\Phi\) and \(\Theta\) are pressure and temperature, respectively. We consider two values of pressure at room temperature \((\Theta = 300 K)\), namely \(\Phi = 400\) and 760 Torr. The multiphoton ionization transition rates were obtained by fitting the experimental data to the formula \(\sigma^{(l)} |\mathcal{E}|^l\), which is valid in the intensity range up to \(2 \times 10^{14}\ W/cm^2\). It yields \(\sigma^{(1)} = 4.45 \times 10^{-84}\ (cm^2/W)^{0.56}\) with \(n_0 = 6.78\) [18], and \(\sigma^{(2)} = 1.62 \times 10^{-108}\ (cm^2/W)^2\) with \(n_2 = 8.32\) [15]. Note that ionization to the electronic ground state \(l=0\) is more dominant for the plasma generation than ionization to the excited states \(l=1\) and \(l=2\). But the fluorescence signal of the first negative band in \(N_2^+\) is proportional to the total number of ions in the second excited state \((l=2, B\ state)\). The contribution of the first excited state \((l=1)\) is hence negligible for the analysis. Finally, in the model we have used the second order and third dispersion group-velocity dispersion coefficient \(k_2 = 0.2\ fs^2/cm\) and \(k_3 = 0.1\ fs^3/cm\), respectively, at \(\lambda = 800\ nm\).

### III. COMPARISON OF NUMERICAL RESULTS WITH EXPERIMENTAL DATA

By observation of the fluorescence spectrum of nitrogen molecular gas, the phenomena of intensity clamping and refocusing were investigated [16]. To this end, pulses at 800 nm, 250 fs (FWHM) with energies of up to 100 mJ were focused by a 100 cm lens in an interaction chamber filled with \(N_2\). Spectra were measured at different gas pressures and input laser energies. For the simulations, Eqs. (3) and (4) were solved using the crank-nicholson scheme [19] with the initial condition

\[
\mathcal{E}(\xi = 0, r, \tau) = \mathcal{E}_0 \exp(-\tau^2)\exp[-(1 - i b_0)\tau^2].\]

\(b_0 = -1 / \xi_F\) describes the initial wave front divergence of the laser pulse, where \(\xi_F\) is the focal length in units of \(L_D\). The derivatives in time were solved exactly in frequency space by using a fast fourier transform [19]. The temporal and radial form of \(\mathcal{E}(r, \tau)\) was chosen to be Gaussian with \(w_0 = 0.39\ cm\) and duration \(T_0 = 212\ fs\) \((T_{\text{FWHM}} = \sqrt{2 \ln 2} T_0 = 250\ fs)\). The complex pulse was represented on a regular grid with mesh size \(\Delta r\) and \(\Delta \xi\). Typical grid sizes were \(6 w_0\) in the radial direction, \(8 T_0\) in the time domain and the \(\Delta \xi\) step was chosen adaptive to ensure that the relative error of the on-axis intensity peak of the pulse did not exceed \(10^{-6}\). The beam convergence corresponds to the experimental situation, where a lens with focal length \(f = 100\ cm\) was used.

As mentioned above, the fluorescence signal of the first negative band in nitrogen molecular ion is proportional to the total number of ions in the second excited state, namely:

\[
S_{\text{fluor}} \approx N_{\text{ion}}^{(2)} = 2 \pi \int_0^{\xi_F} d\xi \int_0^{\tau_\infty} r dr \rho_2(r, \tau = \infty).\]

(6)

In the present work we consider the plasma formation at the focal volume, i.e. up to the geometrical focusing point \(\xi_F\).

In Fig. 1 we compare experimental data of the fluorescence signal of the first negative band in nitrogen molecular ion (open circles, [16]) with numerical results (solid squares) for the number of ions in the second excited state, \(N_{\text{ion}}^{(2)}\) at two values of pressure, namely (a) 400 Torr and (b) 760 Torr. In both panels the experimental data (given in arbitrary units in [16]) are vertically scaled to match the numerical results at one point. The overall agreement between experimental data and numerical results below as well as above the critical power (near the change of slope in the data [16]) is good. We note, however, a deviation at 400 Torr (panel a) around the critical power.

This quantitative agreement puts us in the position to further analyze the experimental data in view of the size of the effective focal region in case of filamentation of the pulse, i.e., above the critical power for self-focusing. To this end, in the next section we use results from a variational approach to give an analytical estimation of the fluorescence signal.
FIG. 1. Comparison of the experimental data of the fluorescence signal of the first negative band in nitrogen molecular ion (open circles, [16]) and the numerical predictions for the total number of ions in the second excited state (full squares) at (a) 400 Torr and (b) 760 Torr as a function the laser energy. The experimental data (given in arbitrary units) have been scaled vertically to match the numerical predictions; at one point, the x axis is unscaled. Also shown are the qualitative estimations from a variational approach (solid lines), Eq (6), and those assuming that the focal volume has cylindrical symmetry (dashed lines).

IV. ANALYTICAL ESTIMATION OF THE FLUORESCENCE SIGNAL

It has been shown [16] that the prominent change of slope in the fluorescence signal (c.f. Fig. 1) is due to a clamping of the intensity inside the laser filaments. It has been further argued that the increase of the signal as a function of pulse energy after the change of slope is, therefore, an indication of the growth of the focal volume, in which the intensity is clamped down. Thus, above the critical power for self-focusing the fluorescence signal should be proportional to this effective focal volume $V_{\text{foc}}$:

$$S_{\text{fio}} = V_{\text{foc}} = 2\pi \int_{\xi_{\text{start}}}^{\xi_{\text{end}}} d\xi \int_{0}^{r_{\text{foc}}(\xi)} r \, dr,$$

where $\xi_{\text{start}}$ and $\xi_{\text{end}}$ are the limits of the effective focal volume in propagation direction and $r_{\text{foc}}(\xi)$ is its radius at a given $\xi$.

The focal volume can be estimated as follows: First, we observe from the numerical simulations (c.f. Fig. 2) that above the critical power for self-focusing the on-axis intensity is clamped down to a maximum value between the self-focusing point $\xi_{\text{start}} = \xi_{\text{SF}}$, and the geometrical focus $\xi_{\text{end}} = \xi_{F}$, which determines the limits along the propagation direction. What is left is an estimation of $r_{\text{foc}}(\xi)$. One may assume that the width of the volume is approximately constant between self-focusing and geometrical focusing points. An estimation based on this assumption together with Marburger’s formula for the self-focusing [20], however, does not give the trend of the numerical and experimental results, as it can be seen in Fig. 1 (dashed line). Therefore, an alternative formalism is needed.

Instead we make use of the moving focusing model [21] combined with results of a variational approach to estimate $r_{\text{foc}}(\xi)$. According to the moving focusing model a laser pulse in the retarded frame can be viewed as a stack of transverse slices, each of which has an infinitesimal pulse duration and a power determined by the specific retarded time $\tau$. Each pulse slice self-focuses to a singular focus depending on the value of its own power. The succession of foci can be thought of as a moving focus and generate the filament up to the geometrical focus. Based on this model we use a variational approach [22] to estimate the self-focusing distance and the width. In this approach the low-intensity outer part of the pulse [23], also called energy reservoir [24,25], is taken into account via a phase correction. It has been shown to provide an improved agreement with results from numerical simulations for the self-focusing distance and the width of the pulse during self-focusing process than earlier theories (e.g. [18,20,26,27]), in which the effect of the outer component of the pulse has been not considered. As an example we present in Fig. 3 a comparison between the semi-analytical estimates (line) and the results of numerical simulations (circles) for the self-focusing distance as a function of the laser power (scaled in units of the critical power) using the parameters of the experiment. In order to enhance the readability of the paper we outline the derivation of the variational approach in the Appendix and use here the results for pulse in the retarded frame as a stack of transverse slices, each of which has an infinitesimal pulse duration and a power determined by the specific retarded time $\tau$. Each pulse slice self-focuses to a singular focus depending on the value of its own power. The succession of foci can be thought of as a moving focus and generate the filament up to the geometrical focus. Based on this model we use a variational approach [22] to estimate the self-focusing distance and the width. In this approach the low-intensity outer part of the pulse [23], also called energy reservoir [24,25], is taken into account via a phase correction. It has been shown to provide an improved agreement with results from numerical simulations for the self-focusing distance and the width of the pulse during self-focusing process than earlier theories (e.g. [18,20,26,27]), in which the effect of the outer component of the pulse has been not considered. As an example we present in Fig. 3 a comparison between the semi-analytical estimates (line) and the results of numerical simulations (circles) for the self-focusing distance as a function of the laser power (scaled in units of the critical power) using the parameters of the experiment. In order to enhance the readability of the paper we outline the derivation of the variational approach in the Appendix and use here the results for pulse in the retarded frame as a stack of transverse slices, each of which has an infinitesimal pulse duration and a power determined by the specific retarded time $\tau$. Each pulse slice self-focuses to a singular focus depending on the value of its own power. The succession of foci can be thought of as a moving focus and generate the filament up to the geometrical focus. Based on this model we use a variational approach [22] to estimate the self-focusing distance and the width. In this approach the low-intensity outer part of the pulse [23], also called energy reservoir [24,25], is taken into account via a phase correction. It has been shown to provide an improved agreement with results from numerical simulations for the self-focusing distance and the width of the pulse during self-focusing process than earlier theories (e.g. [18,20,26,27]), in which the effect of the outer component of the pulse has been not considered. As an example we present in Fig. 3 a comparison between the semi-analytical estimates (line) and the results of numerical simulations (circles) for the self-focusing distance as a function of the laser power (scaled in units of the critical power) using the parameters of the experiment. In order to enhance the readability of the paper we outline the derivation of the variational approach in the Appendix and use here the results for
the self-focusing distance and the width $r_{\text{foc}}(\xi)$ of the focal volume beyond the self-focus.

Taking into account that $r_{\text{foc}}(\xi) = a(\xi)/\sqrt{2n_2}$, where $n_2$ is the effective order of the ionization process to the $B$ state ($l=2$), together with the variational estimation of the width of the laser pulse at the self-focus, Eq. (A6), and the self-focusing distance Eq. (A7), we get

$$r_{\text{foc}}(\xi) = \left( \frac{1}{8\sqrt{n_2}} \right) \left( \frac{2^{-1-n_2}(L_D/L_{NL})^{m_0}(1+n_0)^2}{(L_D/L_{NL}^{(0)})g_0} \right)^{1/(1-2n_2)} \times \sqrt{32 + 9 \left( \frac{1}{\xi} - \frac{1}{\xi_F} \right)^2},$$

where $g_0$ is given by Eq. (A4).

The comparison of $r_{\text{foc}}(\xi)$ with contour plots of $\rho_2$ from numerical simulations is presented in Fig. 4, it shows a cone-like shape of the focal volume along the propagation axis (and not a constant radius as assumed above). We note that similar contour plots have been observed in numerical simulations for the case of twin laser pulses propagating in air [28]. Note also that there is no sign of rapid oscillatory pulse widths as predicted by other analytical methods [21,22].

Using Eq. (8) in Eq. (7) we get as a semianalytical expression for the focal volume:

$$V_{\text{foc}} = \frac{\pi}{64n_2} \left( \frac{2^{-1-n_2}(L_D/L_{NL})^{m_0}(1+n_0)^2}{(L_D/L_{NL}^{(0)})g_0} \right)^{1/(1-2n_2)} \times \left[ 9 \left( \frac{1}{\xi_{SF}} - \frac{1}{\xi_F} \right) + (32 + 9 \xi_F^2) \left( \xi_F - \xi_{SF} \right) - \frac{18}{\xi_F} \ln \left( \frac{\xi_F}{\xi_{SF}} \right) \right].$$

In Fig. 1 the results of Eq. (9) are plotted as lines, showing a good relative agreement with the numerical results and the experimental data.

### V. CONCLUSIONS

We have studied numerically and analytically experimental data of fluorescence spectra generated due to the interaction of nitrogen molecular gas with a short focused Ti:sapphire laser pulse at different gas pressures and pulse energies. To this end we have used a model for nonlinear pulse propagation in gaseous media to perform numerical simulations in a focusing geometry. We have calculated the total number of ions generated in an excited state, which is proportional to the observed fluorescence signal. We have also used an analytical method to estimate the focal volume during filamentation, in which the intensity is clamped down to a maximum value. Results of both, numerical simulations and semianalytical approach, are in good agreement with the experimental data, showing that an analysis of the fluorescence signal provides useful insight into the size of the effective focal volume during filamentation of the pulse.

### APPENDIX: VARIATIONAL APPROACH

We use the ansatz

$$\mathcal{E}(\xi, r, \tau) = \frac{A(\xi, \tau)}{a(\xi, \tau)} \exp \left( -\frac{r^2}{a^2(\xi, \tau)} \right) \times \exp \left( i\frac{b_0}{a(\xi, \tau)} \right) \exp \left( i\phi(\xi, \tau) \right) \times \exp \left( -i a(\xi, \tau) b(\xi, \tau) \left( \exp(-2\tau^2) - 2\tau^2 \exp(-2\tau^2) \right) \right)$$

for the electric field envelope, where $A$ is the amplitude of the laser pulse, $a$ is the pulse width, $b_0$ describes the initial wave front divergence (i.e. for collimated pulse $b_0=0$ or $b_0=-1/\xi_F$ for the case of a lens with focal length $\xi_F$), $\phi$ is a phase, and $b$ is a coefficient multiplying a phase correction. The ansatz (A1) has been used before [22], but without taking into account multiphoton ionization. Here we extend the theory and derive a semianalytical expression for the width of the laser pulse at the self-focus in the presence of multiphoton ionization.

First we approximate Eq. (4) in the case of high pressures ($>1$ Torr) by

$$\rho_1 = T_0 a^{(n)}_0 \int_{-\infty}^{T} |\mathcal{E}|^{2\nu_1} d\tau \approx 1,$$

which can be integrated by using a simple integration rule up to the peak of the pulse [18], as

$$\rho_1 = g_1(\tau)|\mathcal{E}|^{2\nu_1},$$

where

$$g_1(\tau) = \frac{\tau_{\text{min}} + \tau}{2} T_0 a^{(n)}_0 \rho_0,$$

Here $\tau_{\text{min}}$ is a cutoff determined by the initial pulse. Since the group-velocity dispersion is negligible for propagation of the pulse up to the self-focusing distance and, furthermore, one can show that for laser powers above the critical power $L_{NL} \ll L_d < L_{d'}$, one gets for Eq. (3)
Equation (A5) can be derived from the Lagrange equation in the presence of losses. By following similar procedure as done in Refs. [29,18], we get a set of ordinary differential equations in $\xi$ for the variables $A$, $a$, $b$, $\phi$. Using the initial conditions, $b(\xi=0)=0$, $a(\xi=0)=1$, and $\partial a(\xi=0)=b_0$ one gets the width of the pulse at the self-focus as

$$a_{\text{min}} = a(\xi = \xi_{SF}) = \frac{2^{1+n_0}[2^{(1-n_0)}]^{-1/2}(1-n_0)^{1/2}}{(L_0 L_{\text{plas}}^{(0)})^{1/2}[(1-n_0)^{1/2}]} \sqrt{\mathcal{P}}.$$  \hspace{1cm} (A6)

For the calculation of Eq. (A6) we have considered the contribution of the ground state ($i=0$) only, since the contributions of the excited states ($i>0$) are negligible.

In the case of no losses ($L_{\text{AP}}^{(0)} \to \infty$ and $L_{\text{MPA}}^{(0)} \to \infty$), and neglecting the ionization ($L_{\text{plas}}^{(0)} \to \infty$), one can derive an expression for the self-focusing distance [22], namely

$$\xi_{SF} = \frac{1}{\sqrt{32(\mathcal{P} - 1) - b_0}},$$  \hspace{1cm} (A7)

where

$$\mathcal{P}(\xi, \tau) = \frac{2\pi}{P_{cr}} \int_0^\infty |\xi|^2 r \, dr = \frac{\pi}{2P_{cr}} A^2(\xi, \tau).$$  \hspace{1cm} (A8)

In Eq. (A8) the critical power $P_{cr} = \pi L_{NL} L_D$.